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Résumé

Depuis la découverte en 1912 des rayons cosmiques, un nouveau domaine de recherche

a été ouvert. L’étude des rayons cosmiques a permis aux physiciens de découvrir des

nouvelles particules élémentaires. Cela a également permis d’ajuster le modèle standard

de la physique des particules. Parmi les découvertes qui ont suivi, certaines ont été récom-

pensées d’un prix Nobel de Physique. À ce jour, plusieurs des questions fondamentales

adressées après la première observation du rayonnement cosmique n’ont pas trouvé de

réponses. Par exemple, bien que théorisées, l’accélération, l’interaction et la propaga-

tion des rayons cosmiques à travers l’univers sont toujours sujet à débat. L’amélioration

des techniques de détection des instruments spatiaux et terrestres ont permis de com-

pléter le puzzle du rayonnement cosmique. La construction de la prochaine génération

d’expériences d’astrophysique de haute énergie, qui repousse les limites de détection de

source de rayonnement cosmique, pourrait répondre aux questions en suspens dans ce

domaine de recherche. Plus particulièrement, ce domaine est en train d’entrer dans une

nouvelle ère avec les débuts de l’astronomie à longueurs d’ondes multiples et à messagers

multiples.

Cette thèse se concentre sur deux expériences d’astrophysique des hautes énergies:

le Cherenkov Telescope Array (CTA: réseau de télescopes à effet Cherenkov) et IceCube

(cube de glace). Ce travail analyse les données et simulations à plusieurs niveaux de

reconstruction : des données brutes aux données calibrées; des données calibrées à une

liste d’évènements et d’une liste d’évènements à une contrainte sur le flux des rayons cos-

miques. Lesméthodes de reconstructions sont toutes basées sur l’estimation dumaximum

de vraisemblance. Ainsi, dans ce travail, j’ai exploré deux types de télescopes Cherenkov

(télescope Cherenkov à imagerie atmosphérique et télescope à neutrino) de la calibration,

en passant par la reconstruction, à l’analyse de données en se basant sur des méthodes

maximisant la vraisemblance à l’aide d’algorithmes que j’ai développé.

Le Cherenkov Telescope Array est un observatoire terrestre de rayons gammas en

développement. Le réseau de télescopes est composé de plusieurs types de télescopes.

Parmi ceux-ci, le télescope SST-1M qui était proposé pour l’observatoire de l’hémisphère

sud. La caméra du télescope SST-1M a été développée à l’Université de Genève. Dans ce

travail, la calibration de ce prototype est relatée. Plus particulièrement, les calibrations

au laboratoire et sur le site d’observation sont présentées. Les paramètres de calibration

de tous les pixels de la caméra ont été obtenus par maximisation de la vraisemblance du

spectre à photo-électron. Lemodèle inclut les effets de diaphonie optique qui sont sources

de bruit dans les photo-multiplicateurs à silicium. La calibration de la caméra a confirmé

ses excellentes capacités en terme de résolution de la charge et du temps.

Dans la continuationde ces résultats, une nouvelleméthodedeparamétrisationdes im-

ages utilisant uneméthodemaximisant la vraisemblance a été développée. La fonction de
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vraisemblance découle du spectre à photo-électron des photo-multiplicateurs à silicium.

La méthode a été utilisée dans le but de décrire de manière exacte les sources de bruits

corrélés et non-corrélés lors du comptage des photo-électrons. Elle utilise des contraintes

spatiales et temporelles qui découlent du développement de la lumière Cherenkov dans

les gerbes atmosphériques. La paramétrisation des images est utilisée pour déterminer

pour chaque évènement : l’énergie, la direction et le type de la particule. Cette reconstruc-

tion est faite à l’aide de modèles d’apprentissage machine entraînés sur des simulations

MonteCarlo. Avec cetteméthode de reconstruction unique, les performances du télescope

SST-1M à son site de mise en service (à Cracovie) ont été obtenues. Elles montrent que les

conditions de bruit de fonddu ciel au site deCracovie ne sont pas favorables à l’astronomie

gamma. Cependant, les observations de Cracovie ont été reconstruites et la méthode a

été validée sur les données. La méthode a été comparée aux techniques standards de

reconstruction du télescope de grande taille de l’observatoire CTA. Des améliorations en-

courageantes en matière de flux de sensibilité ont été observées. Plus particulièrement,

le flux de sensibilité du télescope de grande taille de CTA atteint une sensibilité similaire

à celui du système stéréoscopique à deux télescopes: MAGIC pour lequel une sensibilité

de 1% du flux de la nébuleuse du Crabe à 0.5 TeV est attendue. De plus, le potentiel de

cette analyse n’a pas été complètement exploré. Des ajustements des contraintes spatiales

et temporelles ainsi que son utilisation en observation stéréoscopique pourraient montrer

des améliorations supplémentaires.

Finalement, des évènements de neutrinos à hautes énergies de l’observatoire IceCube

ont été utilisés dans le cadre d’une étude de corrélation avec les rayons cosmiques à très

hautes énergies. L’analyses cherche des sources de rayons cosmiques avec des énergies

au-delà de 50 EeV regroupés dans la direction d’incidence de neutrinos astrophysiques.

Les déviations de trajectoire dues au champmagnétique galactique sont prises en compte

avec une dépendance en énergie. L’analyse compte le nombre de rayons cosmiques à très

hautes énergies étant corrélés avec les neutrinos en estimant le maximum de vraisem-

blance. Cette analyse est la continuation d’un travail précédent conduit à l’Université de

Genève. Elle avait montré une signifiance de corrélation proche de 3σ entre ces deux

messagers de l’univers. La ré-analyse avec des données nouvelles ainsi qu’avec un mod-

èle de champ magnétique galactique amélioré n’a montré aucune corrélation signifiante

entre la direction d’arrivée des neutrinos astrophysiques et des rayons cosmiques à très

hautes énergies. Cette observation se confirme par les résultats obtenus dans deux autres

analyses similaires.
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Abstract

Since the cosmic-ray discovery in 1912, a whole new field of research has been opened.

The study of the cosmic-rays has allowed physicists to discover many new fundamental

particles as well as refine the standard model of particle physics. Among these discover-

ies, some were awarded the Nobel Prize in physics. Nowadays, some of the fundamental

questions raised after the cosmic-ray first observation are still unanswered. For instance,

although theorized, the acceleration, interaction, and propagation of cosmic-rays in the

Universe are still a matter of debate. The improved detection techniques of space-based

and ground-based instruments have allowed over the years to complete the cosmic-ray

puzzle. The construction of next-generation high-energy astrophysics experiments, push-

ing our sensitivity to the highest-energy sources in the Universe, might answer the unset-

tled questions of this research field. In particular, the field is entering a new era since the

start of multi-wavelength and multi-messenger astronomy.

This thesis focuses on two high-energy astrophysics observatories: the Cherenkov

Telescope Array and IceCube. The work analyses data and simulations at different stages

of the entire reconstruction pipeline: from the raw data to calibrated data; from calibrated

data to event lists and from event lists to the result on the measurement of an upper limit

on the cosmic-ray flux in case of lack of signal. The reconstructions are based onmaximum

likelihood estimations. Hence, in this work, I explored data from two different kinds of

Cherenkov telescopes (Atmospheric Cherenkov and in - iceCherenkov) from calibration to

reconstruction and finally data analysis with likelihood methods with algorithms mostly

developed by myself.

The Cherenkov Telescope Array is a developing ground-based gamma-ray observa-

tory. The array is composed of several kinds of telescopes, among which the SST-1M

telescope was proposed for the southern array. The SST-1M camera has been developed

at UNIGE. Here the calibration of the prototype is shown. In particular, on-site and off-

site characterization are presented. The calibration parameters of all the camera pixels

were obtained by the use of the likelihood maximization of the photo-electron spectra.

The model includes optical cross-talk effects which is a source of excess noise in silicon

photo-multipliers. The calibration of the camera confirmed its excellent performance in

terms of charge and time resolution.

Following the results obtained on the camera calibration, a novel method for recon-

struction of the image parameters using a maximum likelihood method has been de-

veloped. The likelihood derives from the photo-electron spectra of the camera silicon

photo-multipliers. This method was developed to accurately propagate the sources of

correlated and uncorrelated noise in the photo-electron reconstruction and to fully exploit

the time development of the photon signal (called the waveform). The method uses time

and spatial constraints defined by the extensive air-shower Cherenkov light development.
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The image parameters are used to reconstruct the event energy, direction, and identity the

particle type. This reconstruction is done with Monte Carlo trained random forest deci-

sion trees. Through this unique reconstruction, the performances of the SST-1M telescope

at its commissioning site in Kraków have been obtained. As expected, the result is affected

by the night-sky background conditions (order of a GHz per pixel) at the Kraków site,

which is not favorable for gamma-ray astronomy. Nonetheless, events were successfully

reconstructed and the method I developed could be fully demonstrated on data. The

method has been compared to standard reconstruction methods of the CTA large size

telescope first prototype. Improvements in terms of flux sensitivity have been observed.

In particular, the flux sensitivity of the large size telescope of CTA has been found to reach

the one of the MAGIC stereoscopic system, a system of two telescopes sensitive to sources

with fluxes of about 1% of the Crab Nebula flux at 0.5 TeV. Moreover, the full potential

of this analysis has not yet been completely explored. Fine-tuning of the spatial and time

image models as well as the use of this method in stereoscopic observational mode might

show even greater improvements.

Finally, high-energy neutrino events from the IceCube observatory have been used in

the context of a correlation study with ultra-high energy cosmic-rays. The analysis looks

for sources of EeV cosmic-rays clustered in the arrival direction of astrophysical neutri-

nos. The galactic magnetic deflection has been taken into account in an energy-dependent

manner. This analysis counts the number of correlated ultra-high energy cosmic-rayswith

neutrinos by using a maximum likelihood estimation. It is the continuation of a previous

work conducted at UNIGE that revealed a hint of a correlation between the two messen-

gers of the Universe at a level close to 3σ significance. The re-analysis with increased

statistics and improved magnetic deflection models showed no significant correlation be-

tween astrophysical neutrinos and ultra-high energy cosmic-rays. This observation is also

confirmed by two similar correlation studies that have been conducted by others.
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Chapter I

The discovery of cosmic rays and the
multi-messenger era

I.1 Early twentieth century ionization experiments

At the end of the 19
th
century, physicist discovered radioactivity. It led to the discovery of

new elements and isotopes. At that time it was suggested that a natural form of radiation

originates from Earth’s ground and its activity should decrease with altitude (as the air

absorbs the radiation).

In the beginning of the 20
th

century experiments measuring the radiation level with

an electrometer1 were conducted. Electrometers were measuring the level of ionization

induced by the natural radiation. The electrometers were shielded with different sub-

stances and exposed to radioactive sources. This allowed to measure the absorption

power of different materials. By placing them at various distances of the source, the

adsorption coefficient λ2 of the air was determined. This allowed to estimate at which alti-

tude the radiation level would decrease significantly. For instance, 99% of the gamma-rays

emitted by radiumwould be absorbed at an altitude of about 1000m. An other interesting

observation from the electrometer experiments was that, even for well shielded apparata,

there seems to be a form of constant ionization coming from highly-penetrating radiation.

Later on, a number of experimentswere conducted tomeasure the level of radioactivity

at different altitudes and depths. In 1909, T. Wulf observed a drop of ionisation rate at

the top of the Eiffel tower not compatible with the hypothesis of a radiation originating

from the Earth’s surface [1]. Shortly after, in 1911, D. Pacini confronted the Earth’s

crust model of cosmic-rays by measuring ionization on a boat far from the coast. The

electrometer was supposedly shielded from the Earth’s radiation by the 4-m deep water.

Pacini estimated that 2/3 of the radiation is not coming from the Earth’s surface [1]. In

1912, V. Hess equipped with high precision electrometers, confirmed the results reported

by its predecessors. V. Hess carried the electrometers to high altitudes (up to 5200 m) [2].

V. Hess collected ionization measurements over 7 flights. The first flight was performed

1
Instrument able tomeasure the electric charge consisting of two thin gold (or othermetal) foilsmounted

on a metallic rod. When the rod is charged the charge distributes over the golden leafs and they repel each-

other because of the identical charge. The displacement of foils is a measurement of the electric charge

quantity.

2
The intensity I at a distance d is given by I � I0e

−λd
, where I0 is the intensity at the source.

1



I. The discovery of cosmic rays and the multi-messenger era

during a solar eclipse. He observed no significant difference in the level of ionization

during the solar eclipse of April 17
th
. This observation ruled out the hypothesis of the

solar origin of such radiation. The observations reported by Hess’ balloon flights are

illustrated in fig. I.1, together with the supporting data from W. Kolhörster in 1914 [3].

As can be seen the rate of ionization per unit volume increases with altitude. The rate

presented in fig. I.1 represents the ionization excess compared to the sea level. Hess

concluded that a source of natural radiation comes from the top of the atmosphere.

The observations of Hess were rapidly confirmed by others. For instance the Swiss

physicist Auguste Piccard3 studied cosmic-rays at very high altitude (up to 16.2 km) in

1932. At that time it was the highest altitude ever reached. Later, E. Regener showed that

there is a maximum of ionization rate at a certain altitude. This maximum, named the

Regener-Pfotzer maximum, is between 16-25 km [4]. Regener’s observations of the ioniza-

tion rate flattening at these altitudes allowed him to conclude that the radiation coming

from the cosmos finds its origin in other forms than the known radioactive substances.

As a matter of fact, the gamma-radiation was supposedly less penetrating than the cosmic

radiation.

In the pursuance to solve the cosmic radiation puzzle, J. Clay et al. reported amagnetic

latitude dependence of the ionization rate. In fact the ionization rate is less at themagnetic

equator than at the magnetic poles. It was latter observed, during boat trips in 1933 be-

tween the two hemispheres of the globe, that there exists also a longitude dependence [5].

Clay’s observations showed that cosmic radiation is composed of charged particles, as it

is affected by Earth’s magnetic field.

By the 1930’s it became clear that there exists a natural form of radiation that comes

from space. The composition of the radiation was not yet clearly identified. But the

experimental results suggested that it was composed of charged particles and highly

penetrating radiation. Their origin has still to be understood today.

In 1934, W. Baade and F. Zwicky proposed a possible solution to the puzzle on the

origin for cosmic radiation [6] at energies below ∼ 1000 GeV. The fact that the cosmic

radiation was almost constant with time indicated to them that the sources of these highly

penetrating rays were nor the Sun nor the Milky Way. They thought the sources to be of

extra-galactic origin producing a diffuse flux. They speculated that supernovae4 would

have enough energy to explain the ionization rate observed by Regener and others. From

the estimated amount of cosmic ray energy produced by a supernova and the rate of the

supernovae 5 in the Universe, they concluded that the intensity of this radiation reaching

the Earth should be σ � 0.8 − 8 × 10
−3

ergs · cm−2 · s−1. Although it is now believed that

the supernova remnants are responsible for the galactic cosmic-rays, this estimate was in

accordance with the measurements of Regener (σRegener � 3.53 × 10
−3

ergs · cm−2 · s−1)
and Millikan (σMillikan � 3.2 × 10

−3
ergs · cm−2 · s−1) from their balloon flights [1].

Millikan estimated the total cosmic-ray energy flux by integrating the total ionization rate

along altitude and by assuming that the ionization energy is 32 eV [7].

Hess’s findings were awarded the Nobel Prize in Physics in 1936 "for his discovery

of cosmic radiation", shared with C. Anderson "for his discovery of the positron" 6. The

positron (anti-electron) was observed in tracks of cloud chambers 7 produced by secon-

3
The character of Prof. Calculus in Tintin from Hergé was inspired by A. Piccard.

4
Powerful explosion of stars.

5
A cloud of dust in the interstellar medium.

6
The Nobel Prize in Physics 1936. NobelPrize.org. Nobel Media AB 2020. Thu. 19 Mar 2020.

7
A sealed chamber filled with a supersaturated gas. On the passage of a charged particle the gas

2

https://www.nobelprize.org/prizes/physics/1936/summary/


I.2. The cosmic-ray spectrum and composition

Figure I.1. Left: The ionization rate per cubic centimeter as function of the altitude

measured by Hess in 1912 [2] and Kolhörster in 1914 [3] up to 9300 m. Taken from [1].

Right: Measurement of the ionization rate by Kolhörster and Piccard in 1931 (at 15.78 km)

and Regener in 1932. Taken from [10]

daries of cosmic rays in 1932 by Anderson [8]. The observed particle carried the mass of

the electron, while having an opposite charge. This was the first anti-particle observed,

hence named positron. Anderson’s new discovery was followed latter by the discovery

of the muon in 1937. Anderson, together with Neddermeyer, measured the energy loss

of charged particle passing through a 1 cm platinum plat. They found evidence of a

highly penetrating particle which had a much lower mass than the proton and higher

of the electron [9]. The cosmic rays discovery opened many doors for particle physics

and astrophysics. Many new particles were discovered in cosmic-ray interactions in the

atmosphere.

I.2 The cosmic-ray spectrum and composition

Since the discovery of cosmic radiation in the beginning of the 20
th

century, a great

number of experiments have tried to study the composition of cosmic-rays and tomeasure

the energy of this radiation. As already indicated in the previous section, the quest for

cosmic-rays 8 revealed new particles and allowed to elaborate the standard model of

particle physics. In particular, hadronic and electromagnetic particles are found in the

cosmic radiation. In fig. I.2 the measured energy spectrum for all particles is shown

and for some of the constituents (protons, electrons, positrons, gamma-rays, neutrinos,

anti-neutrinos and anti-protons). It can be seen that cosmic rays are composed by stable

elementary particles, principally by protons. The spectrum extends over 12 order of

magnitude from few GeV up to hundreds of EeV. Moreover, the spectrum of the charged

cosmic-rays decreases for energies below few GeV. This does not indicate that cosmic-rays

energies start at couples of billions of electron-volts but rather that they are not detectable

by us at lower energies. In fact, the solar magnetic activity modifies the flux of cosmic-

condensates along the particle path allowing to visualize it. Cloud chambers are usually embedded in

magnetic fields to measure particles’ curvatures, which are related to their momentum and charge.

8
In this section the terminology "cosmic-rays" refers to particles coming from the cosmos and hitting

the atmosphere, but sometimes in this thesis "cosmic-rays" refer to preferentially to protons, which are the

dominant constituents.
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rays at rigidity9 below 10 GV. Moreover the geomagnetic field deviates the low energy

cosmic-rays as well [11].

From fig. I.3, it can be seen that heavy nuclei below 1 PeV (� 10
15

eV) are about 10%

of the total flux, while the dominant form of cosmic particle are protons. This is not

surprising as the majority of matter in the Universe is composed of hydrogen.

The cosmic-ray community distinguishes the cosmic-rays into 2 categories : primary

cosmic-rays, and secondary cosmic-rays. Theprimary cosmic-rays are the ones accelerated

in astrophysical sources while the secondaries result from the interaction of the first

ones with surrounding matter or radiation. All synthesized particles in stellar nuclear

interaction are considered as primaries. Among the primaries, one can cite: electrons,

protons; helium; oxygen; iron and carbon [11]. Elements such as lithium (Z � 3), beryllium

(Z � 4), and boron (Z � 5) are considered as secondaries. They are less abundant in stellar

nucleosynthesis. This can be seen in fig. I.4, where the abundance of galactic cosmic-rays

and particles accelerated in the Sun are compared [11]. The similarity of the abundance of

solar particles and cosmic rays reveals their origin from stars or their death. The zig-zag

observed in fig. I.4 is due to the fact that elements with odd Z or odd atomic mass number

A have weaker bounds and thus are less frequent in stellar nucleosynthesis. The excess

abundance of e.g. beryllium in the galactic cosmic-rays reveals that it is produced from the

spallation of heavier nuclei when wandering in the galaxy. Additionally, most electrons

and positrons are of secondary origin, aside a possible contribution from dark matter of

those directly accelerated in supernovae or pulsars.

All cosmic ray energy spectra can be described by power-law spectra (above 10 GeV

for protons), as seen clearly in fig. I.3, of the form:

dN(E)
dE

� Φ0E
−γ

, γ > 0 (I.1)

with γ the spectral index, Φ0 the normalization and E the energy of the cosmic-ray

particle. Spectra are given for all particles, or nucleons composing them and as a function

of total or kinetic energy of particle or nucleon, and also in rigidity. Decreasing power laws

mean that the highest energetic particles are rarer that lower ones. The power-law nature

of the cosmic-ray spectrum is distinct from thermal radiation which shows a black-body

spectrum such as for the Sun. This shows that other non-thermal radiation processes take

place in the Universe. For this reason, high-energy astrophysics is sometimes referred as

the study of the non-thermal Universe.

The energy flux of protons (see fig. I.2) can be divided into three energy regions. These

regions correspond to changes of spectral index γ. They are delimited by the so-called:

knee at few PeV and the ankle above 10
18

eV. They are named after the resemblance of the

spectrum features to those of a leg.

The spectral indices of these region are:

γ �


2.7, 10

6 < E
eV ≤ 2 × 1015

3.1, 2 × 1015 < E
eV ≤ 3.5 × 1018

2.5, E > 3.5 × 1018 eV
. (I.2)

Changes of slope can be attributed to different reasons, e.g. acceleration or propagation

effects. For instance, the steepening of the spectrum may indicate an absorption mecha-

9
The rigidity is the ratio of the particle momentum p and its charge Ze: R �

pc
Ze , with c the speed of

light in vacuum and Z the atomic number.
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Figure I.2. Measured cosmic-ray energy flux of all particles as function of the energy of

the particles. The y-axis represents the flux of particles per unit energy times the energy

squared:
dN
dE E

−2
to put in evidence the features of the flux. In particular the following

constituents are shown: protons p, anti-protons p̄, electrons e−, positrons e+, gamma-

rays from the Isotropic Gamma-Ray Background (IGRB) and from the Diffuse Galactic

gamma-ray Emission (DGE); neutrinos ν and anti-neutrinos ν̄. The colors indicate the

experiment which measured the spectrum. Taken from [12].
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Figure I.3. Measured cosmic-ray spectra for nuclei from hydrogen to iron as function

of the kinetic energy per nucleus. The insert shows the ratio of hydrogen to He flux as

function of the particle rigidity. Taken from [11].

6
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Figure I.4. Galactic cosmic-ray abundance compared to solar particles. The curves are

normalized such that the abundance of silicon is 10
3
. Taken from [13].

nism along the trajectory of propagation or the leakage from the volume where they can

be detected. Nowadays, it is believed that the cosmic-rays found up to the knee originate

in the Galaxy. The maximum reached galactic cosmic-rays energy would be around the

knee. Nonetheless, it is problematic that the supernova remnants, hypothesized by Baade

and Zwicky as most probable sources due to energy conservation reasons, SNRs seem not

able, in standard models, to accelerate particles above 10
15

eV.

One can also identify a "second knee" around 10
18

eV, before the ankle. The second

knee would find its origin similarly as for the "first knee". It could be interpreted as the

knee of heavier nuclei such as iron, due to the fact that they would leak out of the galaxy

at higher energies than protons by a factor equal to Z (their composition or number of

protons). Hence, the first knee is attributed to protons (Zp � 1) and second knees to Fe

(ZFe � 26) at Eknee,Fe � ZFe × Eknee,p.
The increase of spectral index above the ankle is usually attributed to the flux of

extra-galactic sources. Supposedly, the highly energetic extra-galactic cosmic-ray particles

escape their host galaxies. Above the ankle the extra-galactic population dominates the

galactic ones. The region between the knee and the ankle could be a transition region

from galactic to extra-galactic cosmic-rays.

As illustrated in fig. I.2, many experiments are involved in the detection of cosmic-rays.

The fact that the flux decreases with increased energy requires to enlarge the detection

surface with increased energy. Ground-based instruments detecting cosmic-rays protons

and gamma-rays from few GeV to hundreds of TeV as well as PeV-scale neutrinos are

described in chapters III and IV.

I.2.1 Greisen-Kuzmin-Zatsepin cut-off

The fact that the observed cosmic-ray spectrum starts at few GeV is attributed to a

detection limit induced by geomagnetic and heliomagnetic interactions of the low energy

7
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cosmic-rays. On the opposite side of the spectrum, at the highest energies, the spectrum

rapidly steepens. The extinction of cosmic-rays can be attributed to the Greisen-Kuzmin-

Zatsepin (GZK) interaction.

Under the assumption that cosmic-ray particles above the ankle originate from other

galaxies, ultra-high energy cosmic-rays (UHECs) would interact with the cosmic mi-

crowave background (CMB) radiation. The CMB is a remnant radiation of the Big Bang

with a black-body spectrum with a temperature of 2.7 K. The interaction of UHECR

protons with CMB photons produce pions via the ∆+
resonance:

p + γCMB −→ ∆+ −→ p + π0 (I.3)

p + γCMB −→ ∆+ −→ n + π+. (I.4)

Thus part of the proton energy is transferred to the pions and consequently the energy

of the proton is diminished. About 20% of the proton energy is transferred to the pion.

The proton energy threshold for this process is expressed as:

Ep �
mπ

2EγCMB
(2mp +mπ) ' 2 × 1020 eV . (I.5)

This energy threshold indeed corresponds to the cut-off observed at the end of the

cosmic-ray spectrum.

The GZK interaction creates pions which will inevitably decay before reaching us. The

neutral pions will dominantly decay into two gamma-rays. The charged pion will also

decay producing amuon µ and amuon neutrino νµ. Ultimately, the muonwill also decay

into an electron e, an electron neutrino νe and a muon neutrino νµ. At the end of the

GZK process only the stable particles are left. Those can, in principle, be observed by

gamma-ray and neutrino telescopes. Observing the secondaries of the GZK process could

confirm its existence. To this day, no GZK secondaries have been observed.

I.2.2 Flux parameterization

In the following, parameterization of the cosmic-ray and of the electron flux are given

as they will be used latter in chapter VI.

Diffuse proton spectrum below the knee Between 10 GeV and the knee, the energy

spectrum for protons can be parameterized as [14]:

Φp(E) � Φ0

(
E

TeV

)−γ
(I.6)

Φ0 � 9.6 × 10−2 TeV−1 ·m−2 · s−1 · sr−1. (I.7)

Diffuse electron spectrum The electron spectrum above few GeV can be expressed

as [14]:

8
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Φe(E) � Φ0

(
E

TeV

)−γ
+

L

Ew
√
2π

exp

©­«−
(
ln

E
Ep√
2w

)2ª®¬ (I.8)

Φ0 � 6.85 × 10−5 TeV−1 ·m−2 · s−1 · sr−1 (I.9)

γ � 3.21 (I.10)

L � 3.19 × 10−3 m−2s−1sr−1 (I.11)

w � 0.776 (I.12)

Ep � 0.107 TeV (I.13)

I.3 Acceleration mechanism of cosmic-rays
The presence of high-energy particles in the Universe is an observational fact. While this

can be taken for granted, the origin, the mechanism of production, the interaction with

matter and on the way towards of us are still a matter of speculation.

The observation of the cosmic-rays on Earth has raised several questions:

• Where are the cosmic-rays produced?

• What mechanisms allows to accelerate them up to EeV energies with a power law

spectrum?

• What kind of processes are responsible of the production of gamma-rays and neu-

trinos ?

• How do the cosmic-ray propagate in the Universe before reaching us?

In the following, possible explanations of the acceleration mechanism will be given

(see section I.3.1). In sections I.4.1 and I.4.2, interaction processes of cosmic-rays within

their source of acceleration will be presented.

I.3.1 Acceleration mechanism

It is well known to physicists that a particle of charge q moving at velocity ®v in an

electric field
®E and a magnetic field

®B experiences the Lorentz force:

®F � q
(
®E + ®v × ®B

)
. (I.14)

The work of the Lorentz force only depends on the electric field: W � q
∫ ®E · d®l as

the cross product of the magnetic field and the velocity the particle is perpendicular

to the direction of motion. Thus, the particle velocity changes in module only due to

electric fields. The magnetic field creates a force perpendicular to the direction of motion.

Consequently, the trajectory of the particle is along a circle of radius:

Rl �
mv⊥
|q|B , (I.15)

9
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Figure I.5. Schematic of the cyclotron. A charged particle is freed at the center, two

D-shaped electrodes (dark blue) create an alternating electric field between the two. The

particle energy is increased when passing between the electrodes. A perpendicular mag-

netic field is keeping the particle on a spiral trajectory. The particle escapes the cyclotron

after reaching a certain energy given by eq. (I.16). Taken from [15].

the Larmor radius.

To accelerate particles in an astrophysical object up to PeV energies the electric field

potential would need to reach PV. In laboratory experiments, charged particles are acceler-

ated by energy increments of∆Ewhen passing into electric fields along their trajectory. In

a cyclotron (see fig. I.5), the particle is kept along a circular trajectory by using a magnetic

field. After each half rotation the particle passes through an electric field increasing its

energy. After each energy gain ∆E the particle will increase its Larmor radius. Therefore

the maximum energy that can be reached is given by the size of the accelerator R and the

magnetic field B in the accelerator:

Emax � qBRβ, (I.16)

with β �
v⊥
c .

More sophisticated machines, like synchrotron, adjust the magnetic field intensity to

keep the trajectory of the particle within the same circular orbit. This has been successful

for accelerator particle physics experiments such as the Large Hadron Collider (LHC) that

reached up to TeV scale energies for a radius of about 10 km and magnetic field of about

10 kG.

One can understand, from eq. (I.16), that the size of the accelerator and the magnetic

field intensity at the acceleration site limits the maximum observable cosmic-ray energy.

This conditions in eq. (I.16), known as the Hillas condition, can be visualized as in fig. I.6.

It can be seen that only a few candidates can explain the highest energy cosmic-ray protons

observed.

I.3.1.1 Fermi mechanism

As seen in section I.3 from accelerator physics experiments, two observations can be

applied to astrophysical particle accelerators:

10
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Figure I.6. "Hillas’ plot". The plot shows some astrophysical objects as a function of their

size and magnetic field strength. The dashed diagonal lines represent maximum energies

achievable with protons with (β � 1) to achieve the knee, ankle and the GZK energies.

These dashed lines do not take into account synchrotron energy losses in the source which

are instead accounted for by the gray line. Taken from from [16].

• the size of the object and its magnetic field strength limits the maximum energy of

the accelerated cosmic-rays;

• incremental increase of energy is a successful mechanism in accelerating particles.

However, the power law energy spectra observed for cosmic-rays is not explained. The

second andfirst order Fermimechanisms can accelerate particleswith non-thermal energy

spectra. The first mechanism proposed by Fermi [17] concerned particles accelerated in

collisions with clouds of magnetized plasma. The second one concerned non-relativistic

shocks, such as the ones observed by astronomers in supernovae. In both cases, the

collision increases the particle energy by the increment ∆E � 〈ξ〉 E, proportional to the

energy of the particle E10. Therefore, after n collision the energy En of the particle is:

En � E0(1 + 〈ξ〉)n, (I.17)

with E0 the injection energy in the accelerator. To reach an energy E, the particle has

to undergo n interactions:

n �

ln

(
E
E0

)
ln (1 + 〈ξ〉) . (I.18)

Considering that after each interaction the particle as a probability p to escape. The

number of particles reaching an energy E or greater is given by:

10
where 〈ξ〉 represents the average value of the relative energy gain

∆E
E .

11
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N(≥ E) � Ntot
∞∑
m�n

(1 − p)m �
(1 − p)n
p

, (I.19)

with Ntot the total number of particles in the accelerator.

Substituting eq. (I.18) into eq. (I.19) gives the following:

N(≥ E) � Ntot
1

p

(
E

E0

)−δ
⇒ dN

dE
∝

(
E

E0

)−δ−1
, (I.20)

where

δ �
ln

(
1

1−p

)
ln (1 + 〈ξ〉) '

p

〈ξ〉 . (I.21)

From eq. (I.20) one can see that the Fermi mechanism, with an incremental increase

of energy of ∆E � 〈ξ〉 E, leads to an energy power-law spectrum. Moreover, the escape

probability p can be expressed in terms of the characteristic acceleration times Tcyle
(the time it takes for a particle to be in the single acceleration cycle, e.g. traversing

an accelerating shock and back) and the escape time Tesc (the time during which the

acceleration process is efficient) as: p �
Tcycle
Tesc

. Thus, the number of collisions after a time

t is n � t/Tcycle and the corresponding energy is [18] :

E ≤ E0(1 + 〈ξ〉)
t

Tcycle . (I.22)

I.3.1.2 First and second order Fermi mechanism

Let’s consider the collision of a chargedparticle entering amovingplasma cloudof velocity

V at an angle θ1 (see fig. I.7 left). The particle enters the magnetized cloud with energy

E1. Which in the rest frame of the moving gas is:

E′
1
� γE1(1 − β cos θ1), (I.23)

with γ the Lorentz factor and β � V/c the velocity of the cloud.

The particle escapes the gas with energy E2 and angle θ2. The energy is given by the

Lorentz transformation:

E2 � γE
′
2
(1 + β cos θ′

2
), (I.24)

with θ′
2
the escape angle in the cloud rest frame. Scattering within the cloud is due

to magnetic deflection and thus do not imply a change of energy. Therefore the energy

of the particle in the frame of the cloud is conserved E′
1
� E′

2
. Thus, using the previous

results, the relative gain in energy per each magnetic cloud collision is:

ξ �
∆E

E1
�
E2 − E1
E1

�
1 − β cos θ1 + β cos θ′

2
− β2

cos θ1 cos θ
′
2

1 − β2

− 1. (I.25)

As many incident angle θ1 and outgoing angle θ′
2
are possible, averages of the terms

cos θ1 and cos θ′
2
. Doing so the average energy gain 〈ξ〉 can be computed.

The second and first order Fermi mechanisms consider two scenarios. The second was

just described. The first (see fig. I.7 right), supposes a large plane shock wave moving
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I.3. Acceleration mechanism of cosmic-rays

(a)
(b)

Figure I.7. Illustration of the first (right) and second (left) order Fermimechanisms. Taken

from [18].

with velocity −®u1, e.g. after a supernova explosion. The shocked gas flows with a velocity

®V � −®u1 + ®u2, with ®u2 the relative velocity of the shocked gas by the shock front. In both

the second and first order Fermi mechanisms, the relative energy gain can be described

by eq. (I.25). However the difference arises from the different averaging of the cosine

terms in eq. (I.25) which are:

〈cos θ1〉 � −
β

3

〈
cos θ′

2

〉
� 0 Second order (I.26)

〈cos θ1〉 � −
2

3

〈
cos θ′

2

〉
�

2

3

First order. (I.27)

These yield to the following average energy gain for each Fermi mechanism:

〈ξ〉 ∼ 4

3

β2

Second order (I.28)

〈ξ〉 ∼ 4

3

β First order. (I.29)

As the energy gain in the second order Fermi mechanism is proportional to β2
it

makes it an inefficient acceleration mechanism when compared to the first order Fermi

mechanism, since β << 1. To achieve high energies with the second order mechanism,

the cloud velocity or the number of collisions would need to be high. This does not

corresponds to the observations, as the cloud velocities are not ultra-relativistic and the

number of collisions in the Galaxy is expected to be low.

It can be shown that, the escape probability of the first order Fermimechanismdepends

on the compression ratio of the shock. For an ideal gas, this leads to an energy spectrum

with a power-law spectral index of γ � 2. Such mechanism of acceleration could apply to

supernova remnant shells [19].
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I.4 Interactions in a cosmic-ray sources
The presence of cosmic-ray primaries in the Galaxy, such as electrons, protons, heavy

nuclei can be attributed to stellar nucleosynthesis. The acceleration of those up to ultra-

high energies can be explained by the first and/or the second order mechanisms.

In this section, a generic source and the mechanisms which produce gamma-rays

and neutrinos is described. The mechanisms explaining the deep relationship between

gamma-ray and neutrino astronomy addressed is explained in section I.4.1. Additionally,

the mechanisms yielding the acceleration of high-energy gamma-rays through leptonic

interaction are described in section I.4.2.

I.4.1 Hadronic processes

At cosmic acceleration site, hadronic cosmic-rays interact with the surroundingmatter

and radiation. For instance, the interaction of accelerated protons with hydrogen nuclei

results in the following interaction:

p + p −→ N
(
π+ + π− + π0

)
+ X, (I.30)

where X is a nuclei and N is the number of pions produced. Similar interactions

happen for accelerated nuclei, where the nuclei can be treated by the superpositionmodel

(a nucleus of energy E0 and atomic numberA can be treated as a nucleus of energy E0/A).
The interaction of cosmic-rays with the surrounding radiation in a source is character-

ized by the reaction:

p + γ −→ ∆+ −→ π0 + p, (I.31)

−→ π+ + n. (I.32)

The pp and pγ interactions produce pions which are unstable particles and therefore

decay via these dominant channels:

π0 −→ γ + γ, (I.33)

π+ −→ µ+ + νµ −→ e+ + νe + νµ + ν̄µ, (I.34)

π− −→ µ− + ν̄µ −→ e− + ν̄e + ν̄µ + νµ. (I.35)

The decay of neutral pions produce two gamma-rays. The decay of charged pions

produce muons and associated neutrinos. The muons will inevitably also decay into

electrons and neutrinos, unless its energy is very high so that its lifetime is augmented

by a large Lorentz factor. Thus the end product of cosmic ray interactions through the

pion decays are neutrinos of electron and muon flavors, electrons, together with other

nucleons.

The secondary electrons resulting from the pp interactions can be further acceler-

ated by the mechanism described in section I.3 or interact further with the surrounding

media. However, the neutral secondaries produced from the pp and pγ interactions:

neutrinos and gamma-rays are free to escape the acceleration site. Being neutral, they
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I.4. Interactions in a cosmic-ray sources

travel in straight lines. Therefore, they can be traced back to the acceleration site. Several

gamma-ray sources have been detected by space and ground based telescopes, such as

the ones described in section III.1. Nonetheless, astrophysical sources of neutrinos are

yet to be identified. Efforts are being conducted in this direction by neutrino telescopes

(see chapter IV for a description of a neutrino telescope). The low interaction probability

of neutrinos makes them hard to detect. Nevertheless, their low interaction cross-section

is also an advantage for astronomers. Neutrino messengers can travel over cosmologi-

cal distances while being unaffected by the matter or radiation along their trajectories.

See section I.7 for further information on the horizon of the cosmic-rays.

I.4.2 Leptonic processes

Leptonic processes concern interactions of charged leptons, especially electrons, and

their energy losses. Electrons undergo two interactions in accelerators: the synchrotron

radiation and the inverse Compton scattering. These two interactions produce detectable

gamma-rays over a wide range of energy. They are responsible for great loss of energy of

electrons and positrons.

I.4.2.1 Synchrotron radiation

In eq. (I.14), theLorentz force appliedonamoving chargedparticle in electric andmagnetic

field is given. This shows that an electron follows a helical trajectory along the magnetic

direction. The rotational frequency of the electron is given by:

f �
Be

2πγme
, (I.36)

with B the magnetic field strength, e the electron charge, γ the Lorentz factor of the

electron andme the electronmass. The bending of the electron trajectory on a circular path

by themagnetic field creates a radiation called the synchrotron radiation. The synchrotron

radiation forms a spectrumpeaked at the synchrotron frequency (as seen by the observer):

fs � γ
3f. (I.37)

In the process of radiating, the energy loss rate for the electron is given by:

− dE
dt

�
4e4

9m4

ec
7

E2B2

, (I.38)

with E the electron energy.

From eq. (I.38), one can see that the energy loss rate increases with the square of the

energy of the particle. This limits the acceleration of charged particles in particular of low

mass charged particles as the energy loss rate is inversely proportional to the mass to the

power four. Therefore synchrotron radiation for protons only becomes important if they

reach energies above TeV range. As already mentioned, synchrotron radiation is emitted

mainly by electrons. The electron synchrotron radiation spectrumof astrophysical sources

is found from radio to soft X-ray [18].
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I.4.2.2 Inverse-Compton scattering

In order to reach higher gamma-ray energies than the ones obtained from electron syn-

chrotron radiation, ultra-relativistic electron can interact with surrounding photons (syn-

chrotron photons or ambient photons). The photon gains energy from the electron by

the so-called inverse-Compton (IC) scattering. This Compton effect is described in sec-

tion II.1.1.2. In that case, the electron gains energy from the photon.

After each interaction the photon energy is increased by a factor γ2. The Lorentz factor

of electrons is thought to be between γ � 100 and γ � 1000. Moreover the gain of energy

of the photon can be significant after multiple scattering. Depending on the initial energy

of the photons and the Lorentz factor of electrons, the spectra of the inverse-Compton

process varies significantly.

The energy loss rate of the electron for inverse-Compton scattering resembles the one

of the synchrotron radiation (see eq. (I.38)). Moreover, the two can be put in relation by:(
dE
dt

)
syn.(

dE
dt

)
IC

�
B2

2µ0Urad
, (I.39)

with Urad the energy density of photons and µ0 the vacuum permeability. This last

equation is a great example of broad bandmulti-wavelength astronomy. Observing astro-

physical objects from radio to high-energy gamma-rays allows to constrain the magnetic

field strength assuming the radiation density Urad is known. The energy spectrum of

the Crab nebula, one of the most powerful gamma-ray emitter, can be seen in fig. I.9. The

model of synchrotron and IC spectra are superimposed.

I.5 Astrophysical accelerators
The general theory behind the acceleration of primary cosmic-rays and the productions

of the secondaries have been introduced in the previous section. In section I.5.1, the Crab

Nebula a galactic cosmic-ray accelerator is presented. Then in section I.5.2, the Active

Galactic Nuclei (AGNs) an example of extra-galactic sources of cosmic-ray is presented.

I.5.1 The Crab Nebula a galactic cosmic-ray accelerator

TheCrabNebula is a celestial object found in theTaurus constellation (RA � 5h 34.5min,

Dec � +22◦ 01′). It is a supernova remnant (SNR) of apparentmagnitude+8.4. The nebula

spans over about 5 arcmin. It is the first object of the Messier catalog hence named M1. It

is also sometimes designated as NGC 1952 or Taurus A. The SNR is thought to date from

1054, therefore named SN 1054, when Chinese astronomers observed it in the sky. M1 is

located about 2 kpc from the Earth. Its diameter is estimated to be 3.4 pc wide and it is

expanding at a rate of about 1500 km per second. A photograph of the Crab Nebula from

the Hubble space telescope is shown in fig. I.8.

At the center of the nebula lies the remnant of the star that exploded in 1054, a neutron

star. The neutron stars magnetic field beams its radiation. The neutron star is rapidly

rotating ( about 30 revolution per second). This rotating neutron star is known as the Crab

Pulsar. The pulsar emits radiation spanning over a wide range of the light spectrum: from

radio waves to gamma-rays.
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Figure I.8. The Crab Nebula captured by the Hubble Space Telescope. Credit: NASA,

ESA.

TheCrabNebula is oneof the brightest source of photons beyond theX-ray energies and

its spectrum has been well studied by many telescopes. The Spectral Energy Distribution

(SED) of the Crab Nebula from 10
−5

eV up to 10
13

eV is shown in fig. I.9 (top). Models for

the synchrotron and IC radiations are shown.

Since M1 is a bright source of gamma-rays and its spectrum is well characterized up

to 1 TeV it is used as a standard candle in gamma-ray astronomy.

The Crab nebula spectrum from 6 GeV up to 20 TeV has been measured by the MAGIC

telescope. The measured spectrum is illustrated in fig. I.9 (bottom). A well suited param-

eterization, in this range, is given by [21]:

Φγ(E) �3.23 × 10−7
(
E

TeV

)−α−β log
10
( ETeV )

TeV−1 ·m−2 · s−1, (I.40)

α �2.47, (I.41)

β �0.24. (I.42)

This parameterization will be used later in chapter VI.

The SED allows to constrain the magnetic field strength in the Crab Nebula. The

analysis in [20] reported amagnetic field strength B ' 124 µG. Using the Hillas’ condition

in eq. (I.16), one can understand that the Crab Nebula has surely not a strong enough

magnetic field to accelerate cosmic-rays above the ankle. However if the SNRs are the

sources of galactic cosmic-rays they must be able to accelerate particle up to the knee.

It is a puzzle if most SNRs can or not accelerate cosmic rays to the knee energies. As a

matter of fact, the typical energy achieved for a SNR before the shock becomes inefficient

(t � Tshock ∼ 1000 yrs, see eq. (I.22)) is Emax ∼ Z × 100 TeV, hence an order of magnitude

in energy is missing to explain the knee. For such high magnetic fields, one can evoke

non-linear Fermi shock acceleration mechanisms, which can produce maximum energies

compatible with the knee. Additionally, for SNRs softer spectra than what predicted by

the Fermi acceleration mechanism (E−2) are observed in the GeV-TeV region. This is still a

puzzle and the slope and maximum energy seems to be connected to the age of the SNR
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I. The discovery of cosmic rays and the multi-messenger era

(a)

(b)

Figure I.9. Top: Crab Nebula energy spectrum from radio waves up to high energy

gamma-rays. The data is fitted by the model in [20]. Bottom: Crab nebula energy

spectrum in gamma-ray energies measured by the Fermi-LAT telescope and the MAGIC

telescope. Taken from [21].
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so to a time-dependent efficiency of the accelerator [22]. Thus other sources of cosmic-rays

are needed to explain the observed flux above the ankle.

I.5.2 Active galactic nuclei

It is estimated that about one percent of galaxies are Active Galactic Nucleus (AGN),

hosting at its centre an active black hole. AGNs are extremely bright sources covering the

electromagnetic spectrum from radio up to TeV gamma-rays. The total energy radiated

per seconds for AGNs can reach up to 10
47

ergs · s−1 [18].
Such radiating power is reached by the accretion of matter around a supermassive

black hole (see fig. I.10). The black hole is surrounded by a disk of matter. The fall of

the matter towards the black hole liberates energy in the form of radiation. The radiation

emittedpushes thematter outwards. Thus there is an equilibriumbetween the "feeding" of

the black hole and its luminosity. Such equilibrium is found by equating the gravitational

force on a hydrogen atom (supposedly the disk is composed of hydrogen mainly) and the

radiation force on the atomic electrons:

LσT

4πR2c
�
GM(mp +me)

R2
'
GMmp

R2
, (I.43)

with L the luminosity of the AGN, σT the Thomson cross section, R the radial distance,

c the speed of light in vacuum, G the gravitational constant,M the black-hole mass, me
the electron mass and mp the proton mass [23]. The equilibrium in eq. (I.43) yields the

so-called Eddington luminosity:

Ledd � L � 4π
GMmpc

σT
' 1.4 × 1038

(
M

M�

)
erg · s−1. (I.44)

The Eddington luminosity offers an upper limit for the radiation power of AGNs. If

this limit would be surpassed the radiation would blow the accumulated matter thus

no "food" would "feed" the black hole. This limit is however sometimes surpassed, for

instance during short bursts of radiation.

The radiation from the jet is alignedwith the rotational axis. AGNs have been classified

in different categories. They correspond to a certain observation angle with respect to the

jet. The categories of AGNs are schematically represented in fig. I.10.

The SED of AGNs allows for both leptonic and hadronic processes. The detection

of high-energy neutrino secondaries from AGNs could confirm the existence of hadronic

processes. If the existence of hadronic interaction in AGNs is confirmed, thenAGNs could

be at the origin of the UHECRs observed above the ankle of the cosmic-ray spectrum.

I.6 Neutrinos in the Universe
In section I.4.1, it was shown that the hadronic interaction of primary cosmic-rays with

the surrounding media produces charged pions. In turn, the charged pions decay into

leptons and neutrinos. From the interaction cross sections, it can be estimated that about

20% of the proton energy is transferred to the charged pions, and in the relevant energy

region this number is constant with energy. The fraction of the pion energy transferred to

its decay products is shown in fig. I.11. The charged pion decay produces neutrinos with
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Figure I.10. Schematic of an AGN. At the center is a black hole (BH) surrounded by an

accretion disk. The jet is emitted parallel to the rotational axis. AGNs observed at different

angles correspond to different categories of AGNs. Taken from [24].

energy, on average, ∼ 25% of the pion energy. Thus the energy of the neutrino is about

5% of the proton energy on average.

.

The decay of the charged pions and the following decay of the muon indicates that the

flavor composition (νe : 1,νµ : 2,ντ : 0). Over cosmological distances, due to neutrino

flavor oscillation, an equal composition of (νe : 1,νµ : 1,ντ : 1) is expected. In the end,

this reduces the detected flux of muon neutrinos. The muon neutrinos are preferred for

detection since they produce long muon tracks in the detection volume and thus allow

for better angular resolution. A neutrino telescope is presented in chapter IV.

In fig. I.12, it is shown the neutrino spectrum as function of energy. Astrophysical

neutrinos are found among the highest energy neutrinos because up to about 50 TeV they

are submersed by the flux of atmospheric neutrinos produced by cosmic ray interactions

in the atmosphere. The detection of neutrinos form astrophysical sources would be the

proof of hadronic interaction in cosmic-ray accelerators, because they are produced by

proton interactions and meson decay.

Neutrinos leave their production site and reach us without being deflected. Therefore,

they should point back to their sources. On the contrary, charged cosmic-rays are deflected

by magnetic fields. Nonetheless, the higher the energy of the charged cosmic-rays the

lower thedeflection. Following this, a studyon the cross-correlationbetweenastrophysical

neutrinos and UHECRs has been conducted in chapter VII.

I.7 Propagation of cosmic-rays in the Universe
Once produced, accelerated and released, cosmic-rays undergo interactions with the me-

dia (radiation, interstellar matter) between the production site and the Earth. The inter-

actions of cosmic-rays with matter surrounding the acceleration site have already been

discussed. Here the interaction of particles when travelling over extra-galactic distance is

discussed. Between galaxies one can consider that the prominent target for cosmic-rays

are cosmic microwave background (CMB) photons [18]. As can be seen in fig. I.13, this

is the most abundant radiation in the universe, with density of about 400 CMB photons

per cubic centimeter left-over of the Big Bang. It was discussed in section I.2.1 that this
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Figure I.11. Energy distribution as function of the fraction of the pion energy of the pion

decay products. The figure shows: the electronic neutrino νe, the muonic neutrino νµ
of the pion decay (1) and the muonic neutrino from the muon decay (2), the gamma-ray

from the neutral pion decay. Taken from [25].

interaction with the CMB yields the so-called GZK limit at the end of the cosmic-ray

spectrum. One can understand, that the interaction of cosmic-rays with CMB photons

limits the horizon of cosmic-rays. For the highest energies the source would need to be

close so that the CMB interaction probability would be small.

Analogously, the photons also have a horizon. The dominant interaction for the

highest energy gamma-rays is the interaction with extra-galactic background light (EBL)

producing an electron-positron pair:

γ + γEBL −→ e− + e+. (I.45)

The EBL comprises the diffuse background light of all wavelengths of the electromag-

netic spectrum (see fig. I.13).

Comparing the integrated intensity of all known stars, galaxies, AGNs and other

sources to the intensity of the EBL for each wavelength could allow to reveal new dif-

fuse emission. Such emission could be associated to photon emission in dark matter

annihilation [27].

From GeV-scale to TeV-scale gamma-rays, the interaction in eq. (I.45) happens with

optical and near infrared EBL photons. This yields a horizon for gamma-rays. The

horizon is given by the interaction length λ �
1

nσ , with n the density of EBL photons

and σ the cross-section. With the Cherenkov Telescope Array (see section III.2) in the
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Figure I.12. Neutrino flux from natural phenomena and human activity. Are shown: the

cosmological neutrinos from the neutrino cosmic background (blue); solar neutrino from

nuclear fusion (yellow); neutrinos associated with the SN 1987A and over-all background

from supernovae (red); neutrinos from β-decay in Earth and nuclear plant; atmospheric

neutrinos produced in atmospheric showers initiated by cosmic-rays (green); expected

neutrinos from extra-galactic sources such as AGNs (pink); cosmogenic neutrinos from

the GZK process (brown). Taken from [26].

future, and currently with gamma-ray data from Fermi-LAT [28] and other existing IACTs

(see section III.1), the limit on the highest observable gamma-ray fluxes as a function

of the emitting source distances can be used to infer the EBL spectrum at optical and

near infrared wavelengths. By measuring the spectra of a large population of distant

blazars (for several redshifts), the absorption of gamma-rays due to EBL interactions can

be determined, thus yielding an indirect measurement of the EBL. Such measurement

have been performed for instance by the MAGIC and the H.E.S.S collaborations [29, 30]

in the optical and near infrared regions. The direct measurement of the EBL is strongly

affected by Zodiacal light (see section II.2.3.1) emission, which is difficult to suppress.

Indirect measurements performed by the next generation of gamma-ray telescopes (such

as the one presented in section III.2) will allow to constraint further the EBL spectrum in

the optical and the near infrared wavelength band.

The proton and gamma-ray horizon are shown in fig. I.14. Above the GZK limit the

observable Universe is about 10 Mpc, which is about the distance to nearby clusters.

Similarly for gamma-rays the limit is at about 10 Mpc.

In addition to CMB interactions, charged cosmic-rays suffer from interactions with
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Figure I.13. Measured EBL intensity as a function of wavelength. Taken from [27].

Figure I.14. The horizon (which is the interaction length) of protons (red) and gamma-rays

(blue) from CMB and EBL interactions. Distances are compared to typical astrophysical

sizes. Taken from [31]
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magnetic fields found along their journey to us. In particular, they are affected by ter-

restrial, galactic and extra-galactic magnetic fields. The terrestrial field only affects the

cosmic-rays flux below few GeV. Charged cosmic-rays undergo several deflections due to

the regular and turbulent component of the galactic magnetic field. Models of the galactic

magnetic fields are given in [32, 33]. The regular component of the galactic magnetic

field is about 3 µG The turbulent component is about the same strength [18]. Simulated

particles trajectories of charge Z and energy E over the galaxy model a deflection angle of

about:

θRMS ' 3
◦Z

(
10

20
eV

E

)
. (I.46)

Thus the deflection angle is about 3
◦
for the highest energy cosmic-rays of about 10

20
eV.

This led to a cross-correlation study between ultra-high energy cosmic-rays and neutrinos

that is presented in chapter VII. Supposedly, the hadronic interactions of UHECRs, pre-

sented in section I.4.1, create neutrinos thus the two should be correlated. It is important

to add, that although the deflection of UHECRs is low in absolute value, given the large

distances the deflections with respect to the observer on Earth can make it impossible to

detect the source of origin. As a matter of fact. To this day no source of UHECRs has

been observed. However, a correlation is observed between the highest energy events

of the Pierre Auger Observatory (PAO) [34] and a catalog of extra-galactic gamma-ray

sources [35]. In particular, PAO observed a 4σ significance of correlation with a starburst

galaxy (galaxies with high star formation rate) catalog (above 39 EeV) and a significance

of 2.7σ for the AGN catalog (above 60 EeV). The detection of UHECR sources is the subject

of extensive searches by the Telescope Array (TA) [36] and the PAO [37].

Less is known on extra-galactic deflection but one can estimate that extra-galactic

deflection is about [18]:

θRMS ' 3.5
◦Z

(
B

10
−9

nG

) (
10

20
eV

E

) (
d

100 Mpc

)
1/2 (

l

1 Mpc

)
1/2

, (I.47)

with d the distance traveled by the cosmic-ray and l the coherence length.

The neutrinos are essentially free to travel. Therefore astrophysical neutrinos should

providedeep insights to the cosmological distances far beyond the gamma-ray and cosmic-

ray horizons.

24



Chapter II

Detection principle of astrophysical
gamma-rays

Since the discovery of cosmic-rays, various techniques were aimed at detecting high-

energy cosmic particles. Depending on the energy of the particle, it is detected directly or

indirectly.

Additionally to cosmic-rays, the gamma-ray particles are of particular interest since

their neutral chargemakes them travel freely of galactic and extra-galactic magnetic fields.

Thus their incoming direction traces back to the source of emission.

For the very low energy events, their progression towards us is rapidly stopped by the

atmosphere or it is easily deflected by the dipolar Earth’s magnetic field. Thus the lowest

energy events are usually detected with space-based instruments. As the flux is higher at

low energies it is not mandatory to have a large detection surface to have a sufficient event

rate.

On the contrary, for thehighest energy events, ground-baseddetectors are thepreferred

solution. The rate of high-energy events is low. Therefore the detectors effective surface

area needs to be large. For this reason high-energy cosmic-ray detectors are ground based.

Ground-based detectors detect the secondary particles produced from the interaction of

cosmic-rays with the upper atmosphere. The interaction of high-energy cosmic-rays with

the atmosphere produce an extensive air shower (EAS). Simulated extensive air showers

are shown in fig. II.1. In section II.1 the interactions of photons and charged particles

produced in air showers are explained. In particular, in section II.1.1 the dominant

photon interactions with matter of high energy gamma-rays entering the atmosphere

are described. Furthermore, in section II.1.2 the interaction of the charged secondaries

produced in EASs are also explained. In section II.1.3 a model illustrating the air shower

cascade mechanism for both hadronic and electromagnetic showers is presented.

Finally section II.2, an EAS detection technique from the emission of Cherenkov light

form charged secondaries is described.

II.1 Interaction of cascade particles with the atmosphere
The interaction of high-energy particles with atmospheric molecules initiate a cascade

of lower energy particles. These lower energy particles further create cascades of even

lower energy particles. The cascade process stops once the sub-particles reach a certain
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Figure II.1. Left: CORSIKA simulation of a 100 GeV gamma-ray EAS. Right: CORSIKA

simulation of a 100 GeV proton EAS. The particle tracks in red correspond to electrons,

positrons and gammas, the tracks in green correspond to muons and the tracks in blue to

hadrons. The black color represents a high density of tracks. Taken from [38]

energy threshold stopping the cascade mechanism. This phenomenon is called extensive

air showers.

In the following, the interaction of the primary particle (hadronic or photonic) with

the upper atmosphere as well as the interaction and creation of the secondary particles

are described.

II.1.1 Photon interaction with matter

The interaction of photons with matter can be reduced to three main interaction mech-

anisms: the photo-electric effect, the Compton effect and the electron positron pair pro-

duction. The photo-electric effect dominates at low energies while the Compton scattering

is dominant atmid-energies and the pair production is dominating at the highest energies.
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Figure II.2. Importance of gamma-ray interactionswithmatter as function of the energy of

thephoton and the atomic number of the atom. The solid lines indicates equal probabilities

of interaction. Taken from [39].

The interaction probabilities depend on the atomic number as well (see fig. II.2).

II.1.1.1 The photo-electric effect

The photo-electric effect is the dominant interaction at low energies. The photon ejects an

electron of an atom of atomic number Z. The photon disappears and the electron gains

an energy E � hν which is the energy of the incoming photon. The kinetic energy of the

ejected electron is thus given by the difference between the photon energy and the binding

energy of the electron Eb in the atom:

Ekin � hν − Eb. (II.1)

The electron is ejected (i.e the photo-electric effect occurs) only if the energy of the

photon is greater or equal to the binding energy of the electron.

This effect is used in low light photo-detectors such as photo-multiplier tubes (PMTs),

see section III.3.1.

II.1.1.2 The Compton scattering

The Compton scattering is the dominating interaction of photons with matter in the mid-

energy range. At these energies the photon interacts with an electron of an atom and is

deflected by an angle θ (see fig. II.3).

Supposing that the electron is at rest, the following formula is obtained by applying

momentum and energy conservation:

λ′ − λ �
h

mec
(1 − cos θ) (II.2)
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Figure II.3. Illustration of the Compton scattering.

where λ is the wavelength of the incoming photon, λ′ is the wavelength of the scattered

photon andme the electron mass. It can be seen from eq. (II.2), that no energy exchange

occurs for θ � 0. In addition a maximum energy exchange occurs for θ � π. In this case

the photon recoils with a wavelength change:

∆λ �
2h

mec
' 4.86 pm. (II.3)

The inverse effect of the Compton scattering: the Inverse Compton (IC) scattering is

described in section I.4.2.2. In this case the electron increases the photon energy.

II.1.1.3 Electron positron pair production

The electron-positron pair production is the leading mechanism for photon interaction

with matter at the highest energies. The process as its name suggests creates a pair of

electron and position by, a photon:

γ −→ e+ + e−. (II.4)

Such process cannot occur in vacuum as the energy and the momentum cannot be

conserved. The process usually occurs near a nucleus. The nucleus is recoiled by the

process. The minimum energy of the photon for electron-positron pair creation is 2me '
1 MeV.

II.1.2 Interaction of charged particles with matter

Fast travelling charged particles interact with atomic nuclei and atoms. In EASs most

charged particles are electrons. Their energy is typically higher than 85 MeV. In such

case, two interaction processes are important to describe: the emission of Bremsstrahlung

radiation (see section II.1.2.1 and the Cherenkov radiation (see section II.1.2.2). The first

is responsible of the shower development from the electrons while the second enables the

detection of the charged secondaries from the ground.

II.1.2.1 Bremsstrahlung radiation

Bremsstrahlung is a German word that can be translated as "braking radiation". It is the

emission of photon by a decelerating charged particle. Typically the deceleration happens
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II.1. Interaction of cascade particles with the atmosphere

when a free charged particle meets an atomic nucleus. The atomic nucleus deflects the

charged particle trajectory. The loss of kinetic energy on the charged particle is emitted in

the form of a photon.

The energy spectrum for Bremsstrahlung radiation is continuous. The maximum

energy of the emitted photon corresponds to the energy of the electron.

The average energy loss per unit length for Bremsstrahlung radiation can be expressed

as:

−
〈
dE

dx

〉
' 4NaZ

2α3( hc)2
m2

ec
4

E ln
183

Z1/3 , (II.5)

with Na the density of atoms, Z the atomic number of the nucleus, me the electron

mass, E the energy of the electron, α the fine structure constant,  h the reduced Planck

constant and c the speed of light in vacuum.

It can be seen that the energy loss per unit length depends linearly on the energy E.

Thus at high energy the loss becomes greater. Moreover higher mass charged particles

experience less energy losses through braking radiation than lower mass ones. Addi-

tionally the effect is stronger for higher Z materials as the energy loss per unit length is

proportional to Z2
.

II.1.2.2 The Cherenkov radiation

Extensive air showers produce many charged particles in the atmosphere. Those charged

secondaries are travelling at super-luminous velocities in the air. A form of radiation,

called Cherenkov radiation, results, which can be detected on ground by telescopes. Here

are presented the fundamentals of the Cherenkov radiation.

Cherenkov condition The Cherenkov radiation is an electromagnetic radiation pro-

duced by a charged particle travelling in a dielectric medium of refractive index n at a

velocity v faster than the speed of light in the medium. The Cherenkov condition is given

by:

v >
c

n
, (II.6)

where c is the speed of light in vacuum. As the charged particle travels through

the dielectric medium it polarizes the medium dipoles (see figure II.4 left). During

the passage of the charged particle, the poles (the ones with the opposite charge of the

particle) are attracted by the charged particle. After the passage of the charged particle, the

dipoles return to their ground state. Doing so, the de-excited dipoles emit electromagnetic

radiation. If the Cherenkov condition, in equation II.6, is fulfilled the emission is coherent

and forms a wave-front (see figure II.4 right).

Cherenkov emission angle It can be understood by considering the schematic in fig-

ure II.5. Consider that the charged particle travels along the line indicated by the red

arrow at a velocity v � βc. At time t � 0 it is at the left corner of the triangle forming an

angle θ. After some time t it moved to the right corner of the triangle. The light emitted at

first has traveled a distance of
c
ntwhile the particle has travelled a distance βct. The wave

front is formed by the opposite side of the vertex forming an angle θ. Thus the Cherenkov

emission angle can be expressed as:
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Figure II.4. Illustrationof theCherenkov effect. Left: Polarizationof thedielectricmedium

(when the Cherenkov condition is satisfied and when it is not). Right: Construction of

the wave-front of the Cherenkov light from a particle traveling to the right (when the

Cherenkov condition is satisfied and when it is not). Taken from [40].

Dielectric θmax (deg) Refractive index n Minimum velocity β

Air (0
◦
C, 1 atm) 1.4 1.000293 0.9997

Water / Ice 41.4 1.333 0.75

Table II.1. Comparison of themaximumCherenkov angle of emission θmax, the refractive

index n and the minimum velocity for different dielectric media.

cos θ �
ct

nβct
�

1

nβ
. (II.7)

The Cherenkov effect is sometimes associated to the sonic boom created by super-sonic

aircrafts. The build upmechanism of thewave-front is similar, but here thewave is created

by electromagnetic radiation rather than sound waves.

As can be seen from equation II.7, the emission angle θ depends on the refractive index

of the dielectric and the velocity of the charged particle β. The maximum velocity of the

particle is β � 1 (the particle travels at the speed of light in vacuum c). Therefore the

maximum angle of Cherenkov emission θmax in a dielectric of refractive index n is given

by:

cos θmax �
1

n
. (II.8)

In table II.1 are shown: the maximum emission angle θmax, the refractive index and

the minimum velocity of the charged particle satisfying the condition in equation II.6 for

various dielectric media.

Cherenkov light spectrum The Frank-Tamm formula gives the number of Cherenkov

photons emitted by a charged particle of charge Z per unit wavelength dλ and per unit

distance dx travelled in a radiator of index of refraction n:

d2N

dxdλ
� 2παZ2

(
1 − 1

n2β2

)
1

λ2
, (II.9)

where α ∼ 1

137
is the fine structure constant.
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Figure II.5. Illustration of the Cherenkov emission angle. Credit: Arpad Horvath / CC

BY-SA

P. Cherenkov, I. Frank and I. Tammwere jointly awarded the Nobel Prize in Physics in

1958 "for the discovery and the interpretation of the Cherenkov effect"1.

II.1.3 A simplified model of extensive air showers

Extensive air showers are complexphenomena inwhichvarious interactionsofhadronic

and electromagnetic particles occur with the atmosphere. The complexity of the phe-

nomenon imposes the use of detailed Monte Carlo simulations such as CORSIKA [38].

These simulations of EASs are latter used to simulate the detector response. As EASs pro-

duce many secondary particles the simulation can be very time consuming, in particular

the higher the energy of the primary particle the longer the computation time. The inter-

action of hadronic and electromagnetic particles is described in sections II.1.1 and II.1.2.

Here focus is given on the cascade process. Two types of EASs can be distinguished:

electromagnetic showers and hadronic showers. The first is the result of a cascade process

1
The Nobel Prize in Physics 1958. NobelPrize.org. Nobel Media AB 2020. Wed. 26 Aug 2020.
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Figure II.6. Illustration of the particle interactions in electromagnetic (left) and hadronic

(right) extensive air showers. Taken from [41].

initiated by a high-energy electromagnetic particle (an electron or a photon). The second

is a shower initiated by an atomic nucleus 2.

II.1.3.1 Electromagnetic showers

A simplified model of extensive air showers, in particular of electromagnetic cascades,

was introduced by Heitler [42]. This model is illustrated in fig. II.7a. The model supposes

that electromagnetic interactions, which are electron-position pair production for photons

and bremsstrahlung radiation for electrons and positrons (see section II.1.1), occur after a

typical distance d � λ ln(2), with λ the radiation length3. Following this, after n steps, the

number of particles is 2
n
and the distance x is given by:

x � nd � nλ ln(2). (II.10)

The number of particles can be expressed in terms of the distance traveled x as:

N(x) � 2
n(x)

� 2

x
λ ln(2) � (eln 2)

x
λ ln(2) � e

x
λ (II.11)

The cascade process stops when the secondary particle energy reach a certain thresh-

old. In the air this threshold corresponds to Ec � 85 MeV. Below this radiative en-

ergy losses become less important than collision losses. Supposing that at each split

n � 1, 2, . . . , nmax the energy is equally partitioned between the two outgoing particles,

the energy of the particle produced at step n is :

En �
E0

N(n) �
E0

2
n
, (II.12)

where E0 is the energy of the primary particle. Thus the maximum number of steps

nmax is given by:

2
mostly hydrogen and helium see fig. I.3

3
Notice that the bremmstrahlung radiation length is about 7/9 of the electron-position pair production

radiation length [43]
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II.1. Interaction of cascade particles with the atmosphere

(a)
(b)

Figure II.7. Left: Illustration of the Heitler model for an electromagnetic shower initiated

by a high-energy photon. The shower is divided several interaction steps n. Photons

are drawn with wavy lines. Electrons and positrons are drawn with solid lines. Taken

from [44]. Right: Illustration of a hadronic shower. Taken from [45].

Enmax � Ec⇒ nmax � log
2

(
E0

Ec

)
. (II.13)

The corresponding distance travelled xmax and number of particles Nmax are thus:

xmax � nmaxλ ln(2) � λ ln
(
E0

Ec

)
, (II.14)

Nmax �
E0

Ec
. (II.15)

It is important tonote that themodel is highly simplified. The attenuationof theparticle

is not taken into account. Themodel does not predict with great accuracy the total number

of particle Nmax (from eq. (II.15)) but the total length xmax (from eq. (II.14)) is more

accurate. In addition the total number of electrons is overestimated in this model since

bremsstrahlung of electrons produce more photons than assumed here. This is verified in

Monte Carlo simulations. Two consequences of the Heitler model are verified [44] :

• The total number of particleNmax produced is proportional to the primary particle

energy E0.

• The elongation rate in air is Λ �
dxmax
d log

10
E0

� 2.3λ ∼ 85 g · cm−2 with λ � 37 g · cm−2.
Which means that the maximum depth of the shower increases by 85 g · cm−2 for an
increase of one energy decade.

II.1.3.2 Hadronic showers

Hadronic showers are more complex to model than electromagnetic ones. However, the

Heitler model reasoning can be applied to understand their development (see figs. II.6
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and II.7b), as shown in [44]. In the following, hadronic showers initiated by protons are

assumed. This simplifies the model and represents most of hadronic showers observed

on Earth.

The primary particle, a proton, interacts with a nucleus at the top of the atmosphere.

This interaction produces many charged and neutral pions:

p +N −→ N + π+ + π− + π0 + . . . . (II.16)

It is assumed that Nπ± charged pions are produced and Nπ0 �
Nπ±
2

neutral pions are

produced. Similarly as for electromagnetic showers, the cascades is divided in interactions

steps n of length λh ln(2)with λh the interaction length.

The neutral pions rapidly decays into two photons (dominant decay mode):

π0 −→ γ + γ, (II.17)

thus creating two electromagnetic showers as described in section II.1.3.1.

The charged pions further interact with atomic nuclei in the atmosphere after produc-

ing more pions:

π± +N −→ N + π± + π+ + π− + π0 + . . . . (II.18)

The shower development of the charged pion branch stops when their energy reaches

the energy threshold Eπ
±
c at which charged pions decays rather than interact with atmo-

spheric nuclei. Charged pions decay into muons and muon neutrinos (dominant decay

mode):

π+ −→ µ+ + νµ, (II.19)

π− −→ µ− + ν̄µ. (II.20)

Following Heitler’s reasoning, the energy of the charged and neutral pions after n

steps of the interactions are:

Eπ
±
n �

E0(
2

3
Nπ±

)n , (II.21)

Eπ
0

n � E0

(
1 − 1(

2

3
Nπ±

)n )
. (II.22)

After reaching the critical energy Eπ
±
c , the number interactions for the charged pions

is given by:

nπ
±
max �

ln
E0

Eπ
±
c

ln
3

2Nπ±

. (II.23)

The following parameters: Eπ
±
c � 20 GeV;Nπ± � 10; λh � 120 g · cm−2; λ � 37 g · cm−2;

Ec � 85 MeV are found to be reasonable choices for hadronic showers [44].
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Primary particle energy Due to energy conservation, the primary energy of the particle

is given by:

E0 � EcNmax + E
π±
c Nπ± , (II.24)

where Nπ± is the total number of charged pions produced in the hadronic shower.

From eqs. (II.19) and (II.20), it can be understood that the number of charged pions is

equal to the total number of muons producedNµ. Additionally,Nmax corresponds to the

total number of electronsNe produces in the electromagnetic showers. Thus the primary

particle energy can be estimated as:

E0 ' 0.85 GeV(Ne + 24Nµ). (II.25)

From eqs. (II.15) and (II.25), it can be understood that the total number of particles

(electron andmuons) is proportional to the primary particle energy E0 for electromagnetic

showers and hadronic showers. Therefore, by detecting those particles the energy of the

primary can be reconstructed. However, in practice it is impossible to detect all of the

particles. Thus the energy estimation is a lower bound of the primary particle energy.

II.2 The imaging atmospheric Cherenkov technique
Direct and indirect detection techniques of the secondaries produced in extensive air

showers are being used to reconstruct the primary particle energy, direction and type.

An indirect detection technique of the charged secondaries based on the Cherenkov light

emission they emit, the Imaging Atmospheric Cherenkov Technique (IACT) is presented

here. Experiments such as HAWC [46] and Pierre Auger Observatory [34] are directly

detecting the secondarymuons and electrons. Such experiments, called air shower arrays,

only detect the highest energy air showers since a great number of secondaries need to

reach the ground. They have some advantages over IACTs detectors. Air shower arrays

have a larger field of few and a greater duty cycle since they do not need to operate at night

time. However, the energy threshold and energy resolution are much better for IACTs.

In addition, the background rejection for IACTs is higher. The IACT technique images all

charged particles from the first interaction point to the end of the cascade while the direct

detection technique only collects the end particles.

II.2.1 Cherenkov emission from extensive air showers

As can be seen from table II.1, the minimum velocity required for charged particles

to emit Cherenkov light in the atmosphere is about β � 0.9997, which corresponds to a

Lorentz factor4 of γ ∼ 40.83. The minimum energy reached by each secondary charged

particle can be estimated from the critical energies of electromagnetic and hadronic show-

ers. One can estimate that the minimum electron energy at the end of the cascade is

Ec � 85MeVwhile for charged pions it is Eπ
±
c � 20 GeV. Thus theminimumLorentz factor

for both is high enough to guarantee that all secondaries meet the Cherenkov condition

4
The Lorentz factor is γ �

1√
1−β2

, where β �
v
c is the relative velocity of the particle to the speed of light

in vacuum c.
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Altitude (km) Vertical depth

(g/cm
2
)

Cherenkov energy

threshold (MeV)

Cherenkov angle θ

(
◦
)

40 3 386 0.076

30 11.8 176 0.17

20 55.8 80 0.36

15 123 54 0.54

10 269 37 0.79

5 550 28 1.05

3 715 25 1.17

1.5 862 23 1.26

0.5 974 22 1.33

0 1032 21 1.36

Table II.2. Cherenkov emission angle and energy threshold for electrons as function of

the altitude (or vertical depth). Taken from [18].

Particle Mass (MeV/c
2
) Minimum energy

(MeV)

Minimum γ

e± 0.51 85 166.7

π± 139.57 2 × 104 143.3

µ± 105.66 ≤ 2 × 104 ≤ 189.3

Table II.3. Mass, minimum energy and and corresponding minimum Lorentz factor γ

for all charged secondaries produced in extensive air showers. The minimum γ values

are above the minimum required Lorentz factor γ � 40.83 for Cherenkov light emission

in the atmosphere. The muon minimum energy and minimum γ value is shown as upper

bounds since in the charged pion decay (see eqs. (II.19) and (II.20)) some of its energy is

passed to the neutrinos.

and thus radiate Cherenkov light in the atmosphere (see table II.3). However, the refrac-

tive index n, depends on the altitude. In table II.2, the Cherenkov energy threshold and

angle as function of the altitude for electrons is shown.

As can be seen from eq. (II.7), the angle of emission of Cherenkov light θ depends on

the refractive index. The refractive index of the air depends on the air density. Assuming

a hydrostatic and isothermal atmosphere with density of the air being as function of the

altitude z:

ρ(z) � ρ0 exp
(
− z
z0

)
, z0 � 8.4 km, ρ0 � 1.2 kg ·m−3, (II.26)

the refractive index as function of temperature T and pressure p in the atmosphere can

be expressed as [40]:
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n − 1 ' 2.92 × 10−4 × p
p0
× 288.15 K

T
, (II.27)

assuming that the atmosphere follows the ideal gas law. Since the Lorentz factor for

charged particle is large thus the Cherenkov emission angle θ is small, the Cherenkov

emission angle (see eq. (II.7)) becomes:

2(n − 1) ' sin
2 θ. (II.28)

Following this, the Cherenkov light spectrum defined in eq. (II.9) can be simplified as:

d2N

dxdλ
' 4παZ2(n − 1) 1

λ2
(II.29)

�
4παZ2

λ2
2.92 × 10−4 × p

p0
× 288.15 K

T
. (II.30)

The total number of Cherenkov light per unit wavelength can be estimated by inte-

grating the product of the simplified Frank-Tamm formula and the number of charged

particles over the distance through which the EAS develops. Calculations show that be-

tween 10 GeV and 10 TeV the amount of Cherenkov light is proportional to the primary

energy. This allows to use the induced Cherenkov photons by the EAS particles for a

calorimetric measurements of the primary particle energy, where the calorimeter is the

atmosphere. This observation is confirmed by simulations [40].

II.2.2 Cherenkov photons arriving on the ground

The cascade process develops in the atmosphere both longitudinally and laterally as

can be seen fromfig. II.1. The lateral development of theCherenkov light is also observable

from the ground, see fig. II.8 (top right). Most of theCherenkov photons arrive in a circular

region of about 120 m radius, this region is commonly referred as the Cherenkov light

pool. Above this radius the density drops. The lateral spread of the Cherenkov light

is the result of the conical direction of the Cherenkov emission added to the difference

in Cherenkov angle from the top of the shower to the bottom. As a matter of fact, the

angle increases from ∼ 0.1
◦
at 40 km altitude to ∼ 1.4

◦
at sea level (see table II.2). The

consequence of such a change of angle with altitude is the formation of a light annulus.

This process, illustrated in fig. II.8 (left), creates a peak of density of Cherenkov photons

at the end of the Cherenkov light pool.

In addition, Cherenkov photon arrival time delays between the top and bottom of the

shower are observed. These delays arise from the fact that the light emitted at the top

of the shower travels slower than the shower develops (by definition of the Cherenkov

condition). Consequently, the photons emitted at the bottom of the shower reach first the

ground. However, when observing at a certain distance from the shower axis, the bottom

photons can reach the detector latter than the top photons. The time duration of the

Cherenkov signal as function of the impact parameter is shown in fig. II.8 (bottom right).

Typically Cherenkov signals last up to 10 ns but can be longer for high impact distances.

Finally, the Cherenkov light emitted by the charged secondaries is subject to atmo-

spheric absorption. It can be seen from eq. (II.9) that the Cherenkov light spectrum is

dominated by high energy photons. The atmosphere absorbs lower wavelength photons.
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Figure II.8. Left: Illustration of the formation of the light annulus and number of charged

particles as function of the altitude. Top right: Density of Cherenkov photons as a function

of the impact distance for different energies (at sea level). Bottom right: Cherenkov photon

time delays as function of the impact distance for different observation altitudes. Taken

from [40].

Thus the Cherenkov light at the ground is dominated by UV and blue light. However,

some lower wavelength photons can reach the detection level if emitted close to the detec-

tor [43]. TheCherenkov spectrum including atmospheric absorption is shown in fig. III.21.

II.2.3 Imaging and reconstruction technique

In order to detect the Cherenkov light emitted by EASs, light detectors can be placed on

the ground. Placing light detectors facing upwards allows to detect the Cherenkov light.

However, the small active area of the order of fewcm
2
perdetector or "pixel" implies that, to

reach a detectable amount of Cherenkov light, the energy of the primary particle has to be

high enough. For instance for gamma-ray energy of 1 TeV, the Cherenkov photon density

within the light pool is about 100 ph. ·m−2 [43]. Unfortunately, placing light detectors

upwards, implies that they pick up stray light from all directions due to scattered photons

rather than direct photons from EAS. Thus the direction of the incoming Cherenkov

photons cannot be reconstructed using light detectors alone. Moreover, it increases the

amount of background light collected.

A successful technique is being used to image the extensive air shower Cherenkov light

in the atmosphere. It was pioneered by W. Galbraith and J. Jelley in 1952. They expected

that a small fraction of the night-sky light was coming from Cherenkov light emitted by
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Figure II.9. Left: Drawing of a Cherenkov telescope placed within the light pool of a

gamma-ray EAS. Right: Schematic of the EAS Cherenkov light projected to the camera

focal plane. Taken from [40].

EASs. In the pursuance to detect the Cherenkov light from EAS, they built a simple set up

consisting of a 25 cm-diameter light focusing mirror and a single 5 cm-diameter PMT to

record the short light pulse. The PMT was connected to an amplifier and an oscilloscope

fromwhich they detected light pulses exceeding the night-sky background level every two

minutes [47]. Their technique uses what is now called Imaging Atmospheric Cherenkov

Telescopes (IACTs). Nowadays, the telescopes consist of a larger reflective dish with an

area of the order of 100 m
2
and a camera that achieves field-of-views of few degrees with

about 1000 pixels. The mirrors focus the Cherenkov light to the camera placed in its

focal plane. The achieved field of view of Cherenkov telescopes is between 3
◦
and 10

◦

depending on the optics.

The use of a large area reflective dish allows to reach low energy threshold of about

70 GeV for a 100 m
2
reflective area. Furthermore, the reflective dish allows to image

the EAS Cherenkov light as the angle of incidence is associated to a pixel of the camera

(see fig. II.9 right). In addition, the fact that the Cherenkov light density is rather constant

within a radius of about 120 m allows to detect showers with core distances (the distance

between the telescope and the intersection of their direction and the ground) as far as

120 m, corresponding to an effective area of about 10
5
m

2
(depending on the energy of

the EAS). However, such instruments can only operate during night times and moonless

nights. Therefore the duty cycle is limited to about 10%.

Cherenkov telescopes face many technical challenges. In particular, the photo-sensors

are required to respond to rapid flashes of light (of the order of 10 ns). Moreover these

flashes can be faint (of about 10 photons) when compared to the night-sky background.

In addition, the photo-sensors need to be sensitives in the UV/blue range. A detailed

description of a prototype telescope, the SST-1M telescope designed for the Cherenkov

Telescope Array (CTA) is presented section III.4.1.

The fact that the EASs are imaged is useful to reconstruct their direction, energy and

to identify the primary particle type. The direction of the primary particle is found

along the major axis of the primary particle. In practice using a single telescope to image

the EAS is not enough to reconstruct the point of first interaction in the atmosphere.

Nonetheless, using several telescopes allows to intersect directions and find the point
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of first interaction. The precision is improved with increased number of telescope. For

these reasons, stereoscopic reconstruction is widely used in current Cherenkov telescopes.

The stereoscopic reconstruction is illustrated in fig. II.11. As seen in section II.1 the

total collected Cherenkov light provides a calorimetric measurement of the energy of the

primary particle. This is particularly true if the shower dies above the detection level.

Cherenkov telescopes could be placed at sea level in order to guarantee that most EAS

are extinct before reaching the ground. However, the atmosphere absorbs the Cherenkov

light. A trade-off between atmospheric transparency and shower depth has to be found.

Nowadays, Cherenkov telescopes are usually placed between 1300 m and 2300 m meter

altitude. As can be seen from fig. II.8 (top right), the number of Cherenkov photons

depends on the impact distance. Thus, a faint event could be attributed to a low energy

event detected within the Cherenkov pool or a high energy event detected outside the

Cherenkov light pool. This degeneracy is also difficult to solve when observing with a

single telescope as the impact distance cannot be easily obtained from a unique image.

As illustrated in fig. II.11 (right), the impact point is well defined when observing in

stereoscopic mode. Therefore it improves the energy resolution as well.

The stereoscopic reconstruction requiresmore than one telescope to see the same EASs

from different perspectives. Nearby telescopes would essentially see similarly oriented

images thus offering poorer resolution on the crossing of the images. For this reason, the

telescopes are usually placed in an equidistant array with inter-telescope distances of the

order of 100 m. An example of the Cherenkov Telescope Array (CTA) layout is shown

in fig. III.4 which was extensively studied through Monte Carlo simulations in [48].

The type of particle can also be identified from the image. In particular, Cherenkov

telescopes aim at identifying gamma-ray events. About 1000 background events are

observed for each gamma-ray event when looking at the Crab Nebula. The background

is composed of (from the most dominant to the least dominant): diffuse hadronic cosmic-

rays, diffuse electrons and positrons, diffuse gamma-rays. As can be seen from fig. I.2,

the proton are overwhelmingly composing the background. The electron and positron

background affects the lowest energies as its spectrum is steeper than the proton spectrum.

The diffuse gamma-ray background is usually neglected. In order to reject background

over signal, two features can be selected. First the background is diffuse, while the signal

is coming from a point source, thus an excess comes from a particular sky direction.

Second the proton events create hadronic showers that leave a different signature image

in the camera. In particular, the lateral spread of hadronic showers is larger than of

electromagnetic showers as can be seen in fig. II.10. In fig. II.10 (left), each of the circles

represents the Cherenkov light cone emitted by each charged particle in the hadronic

cascade. The electromagnetic part of the hadronic shower can be seen on the lower right

of this image. The accumulation of the individual Cherenkov circles creates a "blob" of

constant Cherenkov photon density. This is seen in fig. II.10 (right), where all the electron

and positron Cherenkov rings are superimposed. A discrimination based on the image

width allows to select gamma candidates from hadronic candidates (see section VI.3.2 for

an example of machine learning based gamma/hadron separation). The discrimination

allows to evaluate a hadroness score on the images. Nonetheless, the hadroness cannot

distinguish electrons from gamma-rays as the two produce very similar electromagnetic

showers. Only the first interaction differs, and so it was suggested that electrons could be

discriminated over gamma-rays because of their different height of development of the

showers. Nevertheless, the image resolution of current instruments and the performances

of current reconstruction techniques do not allow to discriminate the electron induced
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(a) (b)

Figure II.10. Left: CORSIKA simulations of the Cherenkov photon distribution on the

ground for a 1 TeV proton (left) EAS and a 300GeV gamma-ray (right) EAS. The simulation

does not take the atmospheric absorption into account. Taken from [49].

EASs from the gamma-ray induced EASs.

In practice, the direction, the energy and the type of the primary are accessed through

image parameters. Traditionally, the camera images are reduced into an ellipsoid parame-

terization: theHillas’ parameters [50]. This image parameters are used to train supervised

machine learning models that predict the energy, the direction and the hadroness of the

observed event. The Hillas’ parameters are described in section VI.2.1.

A novel reconstruction technique exploiting more information than previously de-

veloped ones in the Cherenkov Telescope Array experiment. This method exploits the

information on the pixel photo-electron resolution and the shower temporal development.

This is presented in section VI.2.2.

Existing and future Cherenkov telescopes for gamma-ray astronomy are presented

in sections III.1, III.2 and III.4.1.

II.2.3.1 The night-sky background light

As the cameras are exposed to the night-sky, light pollution affects the Cherenkov signal.

This background is commonly referred to as night-sky background (NSB) light. This

generic term comprises various sources of background light: air-glow; zodiacal light; star

light; extra-galactic light; aurora light (only close to the geomagnetic poles); the Moon;

human-activity light pollution. The strongest sources of natural background light are

the air-glow and zodiacal light. [51]. By night time, sources of light such as: public

lights; airplanes; satellites; roads are sources of background for astronomers. In practice,

astronomical observatories areplaced in remotes areaswhere the light pollution is reduced

to its minimum. Such observational site ares unfortunately becoming rarer over the years

as our society develops. However, the public is aware of this problem and efforts in

reducing light pollution for both astronomers and environment enthusiasts are conducted.

The other sources of background light are natural sources of background that cannot

be eliminated. In particular, the air-glow is emitted by atoms and molecules that were
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Figure II.11. Illustration of the stereoscopic reconstruction of the shower direction and

impact point with Cherenkov telescopes. Left: 4 camera images of the same shower. Each

shower main axis corresponds to a plane in the atmosphere. Center: Superposition of

the images. The intersection of the main axes corresponds to the direction of the primary

particle (red circle). Right: The intersection of the major axis planes provides the impact

parameter on the ground (red circle). Taken from [40].

excited during day times by UV solar radiation. Zodiacal light is the Sun light reflected

by interplanetary dust. Its spectrum resembles the one of the Sun. The zodiacal light is

strongestwithin the ecliptic (orbital plane of theEarth). Star light is diffusedby inter-stellar

dust and creates a glow that is brightest in the galactic plane. Similarly, extra-galactic light

is diffused by inter-stellar dust. Auroras are bright events occurring at latitudes close

to the Earth’s geomagnetic poles. The light emitted by the excitation of the atmospheric

molecules produces a colorful glow of light. Nonetheless, this background can be avoided

by placing the telescopes far from the poles. Direct star light also affects the atmospheric

Cherenkov observations. Typically, the point spread function of Cherenkov telescopes is

about the size of a pixel meaning that a star would illuminate a single pixel.

Finally, the Moon is a strong source of background light. It is usually avoided by

observing during nights where the Moon is below the horizon. However, it reduces the

duty cycle of the telescope drastically. In comparison, a half Moon night induces a photo-

electron background rate about 15 times higher than for a moonless night (for SST-1M

telescope, see chapter V). Additionally, the lifetime of photo-sensors used for Cherenkov

telescope such as Photo-Multiplier Tubes (PMTs) is highly reduced by bright night-sky

background.

The NSB spectrum in La Palma, Canary Island, is shown in fig. II.12 (left) for moonless

and half Moon nights. Thankfully, the NSB spectrum is dominated by red light while the

Cherenkov signal is dominated by blue and UV light. Thus the NSB can be reduced by

choosing photo-sensors sensitive to lowwavelength while being less sensitive to red light.

Additionally, the NSB can be reduced by using filters cutting beyond red light.

The NSB produces fluctuations in the camera images. This fluctuations are not cor-

related. Thus they can be distinguished from clustered images due to hadronic and

electromagnetic EAS. Cherenkov telescopes adopt a triggering logic based on the coinci-

dence of neighboring pixels. This allows to efficiently reduce the NSB induced random

triggers. However, this does not prevent triggers from a bright star. To avoid this, the

pixels containing bright stars, which often saturate the electronic chain, can be eliminated

from the trigger logic. A rate scan of the trigger rate as function of the night-sky back-

ground is shown in fig. II.12 (right) where one can see that the NSB induced trigger rate
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Figure II.12. Left: Reference night-sky spectrum as function of the wavelength from

300 nm to 1000 nm. The reference CTA NSB spectrum (orange) for a moonless night,

the spectrum is taken from [51]. The half Moon spectrum (blue) is taken from Cerro

Paranal Advanced SkyModel [52]. It supposes aMoon elevation of 45
◦
and observation at

zenith. Right: NSB induced trigger rate as function the trigger threshold and for different

night-sky background rate (in photo-electron per pixel) for the SST-1M telescope [53].

The measurements were taken with a calibrated light source illuminating the camera at

different NSB equivalent rates. Taken from [54].

reduces rapidly with increased trigger threshold.
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Chapter III

Gamma-ray Cherenkov telescopes

III.1 Current generation of air-imaging Cherenkov
telescopes

The current generation of air-imaging Cherenkov telescopes using the IACT technique

described in section II.2 is mainly composed of: the High Energy Stereoscopic Sys-

tem (H.E.S.S.) telescopes; the Very Energetic Radiation Imaging Telescope Array System

(VERITAS) and the Major Atmospheric Gamma Imaging Cherenkov (MAGIC) telescopes

(see fig. III.1 and table III.1 for a comparison of the three instruments). The differential

flux sensitivities of these three arrays of telescopes are shown in fig. III.9. The angular

resolution of the MAGIC and the VERITAS arrays are shown in fig. III.7.

The H.E.S.S array of telescopes is located in Namibia. The array is composed of 5

telescopes (4 H.E.S.S. I and 1 H.E.S.S. II). In summer 2002 the first H.E.S.S. was operated

and in September 2004 the fourH.E.S.S. I telescopeswere inaugurated. The four telescopes

are separated by about 120 m. They have a 12 m diameter mirror dish. The H.E.S.S. I

cameras are made of 960 photo-multiplier tubes (PMTs) pixels for a field-of-view (FoV) of

5
◦
. From July 2012, theH.E.S.S. II telescope is operated. It has amuch larger reflective area

than its predecessors (28 m diameter mirror dish). The H.E.S.S. II telescope is located at

the center of the array. It extends the energy range of the array towards lower energies [55].

The VERITAS [56] is located in the Fred Lawrence Whipple Observatory, in southern

Arizona, USA. It is in operation since 2007. It is composed of four telescopes separated by

about 100 m. Each telescope has a 12 m diameter mirror dish and uses 499 PMTs for the

camera. The field-of-view is 3.5
◦
wide.

The MAGIC telescopes [57] are located in Roque de los Muchachos Observatory in

La Palma, Canary Islands. There are two MAGIC telescopes (MAGIC I and MAGIC II)

separated by 85m. Themirror dishes have a diameter of 17m. The two telescopes operate

in stereoscopic mode since July 2009.

These three arrays of telescopes have revealed over the yearsmore than 200 gamma-ray

sources (see fig. III.2). The fact that the arrays are made of two to five telescope separated

by about 100 m limits the effective area of these instruments to about 10
5
m

2
. Thus being

sensitive up to sources of about 10
−2

Crab units. The next generation of ground-based

gamma-ray observatory, the Cherenkov Telescope Array, aims at pushing the sensitivity

by about a factor 10 lower than the sensitivity of the existing instruments (see section III.2).
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(a)

(b) (c)

Figure III.1. Top: The VERITAS 4 telescopes in Arizona, United States of America. Taken

from [58]. Left: The MAGIC I and II telescope in La Palma, Canary Islands. Taken

from [59]. Right: the H.E.S.S. I and II telescopes in the Khomas Highland of Namibia.

Taken from [55].

Telescope Lat. (
◦
) Long. (◦) Alt (m) Number

of tel.

Area (m
2
) Number

of pixels

FoV (
◦
) Energy

threshold

(TeV)

Sensitivity

(% Crab) >

1 TeV

H.E.S.S. I -23 16 1800 4 107 960 5 0.1 0.7

H.E.S.S. II -23 16 1800 1 614 2048 3.2 - -

VERITAS 32 -111 1275 4 106 499 3.5 0.07 0.7

MAGIC I+II 29 -18 2225 2 234 1039 3.5 0.03 0.8

FACT 29 -18 2225 1 9.5 1440 4.5 1 -

Table III.1. Comparisonof the current generationofCherenkov telescopes. The sensitivity

is defined as a 5-σ significance detection to a point-like source after 50 h of observation.

Taken from [60].
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Figure III.2. The TeVCat [61] galactic and extra-galactic sources seen by: MAGIC, H.E.S.S

and VERITAS. Taken from [62].

Additionally the duty cycle of these three instruments is limited by the Moon phases.

In fact, operating when the Moon is present is damaging the PMTs of these instruments.

However by lowering the operational voltage and/or by using NSB filtering windows the

damages can be reduced [63, 64]. The First G-APD Cherenkov Telescope (FACT) [65] has

demonstrated that the silicon photo-multipliers (SiPMs) can replace PMTs for Cherenkov

telescopes while being able to operate under bright moon-light conditions. This telescope

was built by ETHZ an is operated by an international collaboration including members

from UNIGE. In particular the Département de Physique Nucléaire et Corpusculaire

(DPNC), took part in the construction of the camera shutter.

The FACT, as its name suggests, is the first Cherenkov telescope using SiPMs as photo-

detectors. It is located next to the MAGIC telescopes. The mirror dish has a surface of

9.51 m
2
. It is a much smaller telescope than the ones mentioned above as its purpose

was to demonstrate the possibility to use SiPMs for Cherenkov cameras. The camera is

composed of 1440 SiPMs for a FoV of 4.5
◦
. The telescope is in operation since October

2011 and completely remotely operable since the end of 2012. The telescope is monitoring

a set of bright extra-galactic sources allowing to detect several flaring sources.

Following the steps of FACT and advancing the field in order to comply with the

very demanding requirements of CTA, the small-sized single mirror (SST-1M) telescope

(described in section III.4.1), is using SiPMs.

III.2 The Cherenkov Telescope array
The Cherenkov Telescope Array (CTA) is the next generation of ground-based gamma-ray

observatory. The CTA consortium is composed of about 1500 people across 31 countries

with more than 200 institutions. This developing array of telescopes will have two ob-

servations sites: a southern observatory near the European Southern Observatory (ESO)

Paranal Observatory in the AtacamaDesert in Chile and a northern observatory located at

the Observatorio del Roque de los Muchachos (next to the MAGIC telescopes), in the Ca-

nary Islands. Both sites offer very good weather and night-sky conditions for astronomy

as they are considered the best observational site in the world (southern) and in Europe

47



III. Gamma-ray Cherenkov telescopes

Figure III.3. Sky coverage of CTA southern site (bottom left), northern site (bottom right)

and combined (top) in galactic coordinates. Known sources are indicated as points and

stars. Taken from [66].

(northern). Having one observatory at each hemisphere allows to cover almost the full

sky as can be seen from fig. III.3.

As the array is not constructed yet, the content that follows might change or already

be outdated. For instance the exact number of telescopes in the southern array is still

unknown. Some of the telescopes are at the prototyping stage and the selection of all best

candidates is not yet done.

III.2.1 The northern and southern observatories

The southern sitewill outperform the northern site bymore than one energy decade. It

will cover the gamma-ray energies from 20 GeV up to 300 TeV. The array of telescopes will

span over 4 km
2
with 99 telescopes. In order to meet the scientific requirements of CTA,

a cost effective solution is found by placing the telescopes in a particular layout and with

three categories of telescope sizes. These telescopes are the: Large-SizedTelescopes (LSTs);

Medium-Sized Telescopes (MSTs) and Small-Sized Telescopes (SSTs). Each telescope type,

when working in an array of telescopes, is designed to cover a specific energy range of the

CTA sensitivity. The southern site will be composed of 4 LSTs, 25 MSTs and 70 SSTs. The

layout of the southern array is shown in fig. III.4.

The northern site will cover the the gamma-ray energy range from 20 GeV up to 20 TeV.

The array will be composed of 29 telescopes: 4 LSTs and 25 MSTs. The telescopes will

be placed as shown in fig. III.4 within a circle of about 400 m radius. The site is on an

extinct volcano thus it cannot accommodate for as many telescopes as in the southern site.
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Figure III.4. Left: Layout of the CTA northern array. Right: Layout of the CTA southern

array. Taken from [67].

Nonetheless the performance of the northern observatory will still outperform the ones

of the existing ground-based gamma-ray instruments.

Currently, given that the total cost of the arraywas not fully covered, a baseline scenario

was defined. It can start to be implemented from the start of the operations of the new

legal entity of the observatory: theCTAObservatory (CTAO)ERIC. This scenario comprise

reduced set ups of telescopes, still being discussed, for the moment being: in the north

four LSTs + five MSTs and in the south 15 MSTs + 50 SSTs.

The Large-Sized Telescope The LST (see fig. III.5) is the largest telescope of CTA. Four

LSTs will be placed at each CTA site in the center of the array. They are designed to cover

the lowest energy part of the CTA sensitivity: from 20 GeV to 150 GeV. It is composed of

a 23 m diameter parabolic mirror dish for an effective reflective surface of 370 m
2
. The

camera has 1855 PMTs. The first prototype is being commissioned in the northern site

and construction of the second LST is undergoing. Currently, the UNIGE is involved in

this project.

The Medium-Sized Telescopes The medium-sized telescopes (see fig. III.5) come in

three variants: the Schwarzschild-Couder Telescope (SCT) [68]; the MST with the Flash-

Cam [69] camera and the MST with the NectarCam [70] camera. The first is based on a

dual mirror design and with 11328 SiPM pixels for the camera. The second and the third

are based on the MST telescope structure which is a Davies-Cotton telescope. Only the

cameras of the second and the third differ but they both use PMTs. A comparison of these

three designs can be found in table III.2. The SCT design is at the moment not considered

for the MST arrays. The Davies-Cotton MST has a 12 m diameter dish. The MSTs are

aimed to cover the energy range from 150 GeV to 5 TeV. The MST telescope structure

is being tested extensively since 2012 in Berlin. There the two camera prototypes were

commissioned. Recently, the FlashCam has been subject to extensive test at the H.E.S.S.

site.

The Small-Sized Telescopes 70 SSTs will be implemented in the southern arraywhile in

the northern array no SSTs will be placed. They will be spread over a large area of about
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Figure III.5. Computer generated drawing of the CTA telescopes. From left to right: The

GCT telescope; the ASTRI telescope; the SST-1M telescope; the SCT telescope; the MST

telescope and the LST telescope. Taken from [67].

4 km
2
. This will allow to detect the highest energy gamma-rays seen by CTA. The SSTs

will cover the energy range from few TeV up to 300 TeV.

Three SST designs (see fig. III.5) were originally proposed for CTA: the ASTRI-Horn

telescope [71], the Gamma-ray Cherenkov Telescope (GCT) [72] and the SST-1M [53].

The first two use a dual mirror Schwarzschild-Couder design while the SST-1M uses a

Davies-Cotton design. The effective reflective area of the SSTs is about 8 m
2
. They have

a FoV of about 9
◦
and a pixel angular size of about 0.2

◦
. The three designs use SiPMs

as photo-sensors for their respective cameras. A comparison of the SST designs can be

found in table III.2. In June 2019, CTA decided to select a unique design for the SSTs

in order to reduce the complexity of the array implementation, the maintenance costs

and the production costs. A design based on the ASTRI-Horn structure and the CHEC-S

camera [73], the original camera proposed for the GCT, was selected.

III.2.2 Array performances

CTA will out-perform the existing gamma-ray arrays in several aspects. The improve-

ments in performances of CTA compared to in-operation Cherenkov telescopes can be

mainly attributed to the high number of telescopes within the arrays. Additionally, the

wide FoV optics, the large number of pixels and the use of latest photo-detection tech-

nology improves the overall performance of the array. The northern array will reach a

maximum effective area of about 10
6
m

2
while the southern array will reach a maximum

effective area of about 10
7
m

2
for energies above 10 TeV (see fig. III.6). When compared

to the VERITAS this corresponds to an effective area from 10 up to 100 times greater. The

boost in effective area will allow to increase the gamma-ray rate and provide sensitivity

to transient phenomena.

The northern and southern arrays reach an angular resolution of about 0.05
◦
at 1 TeV

with a plateau for the northern array avove 1 TeV. The southern array, thanks to the
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III. Gamma-ray Cherenkov telescopes

Figure III.6. Energy resolution of CTA as function of energy for the northern (left) and

southern (right) arrays. The source elevation is considered at 20
◦
zenith angle. Taken

from [67].

additional SSTs, reaches a lower angular resolution of about 0.02
◦
at 10 TeV (see fig. III.7).

The enhancement in angular resolution as well as the widening of the FoV will allow to

image extended sources of gamma-rays.

Both arrays will reach outstanding minimum energy resolution of about 6% at 1 TeV

with a better resolution for the southern array at energies above 2 TeV below 10%

(see fig. III.8).

In fig. III.9 is shown the sensitivity of CTA as function of energy compared to other

gamma-ray instruments. It can be seen that the gamma-ray sensitivity is improved by

a factor 10 in most energy bins. For instance, for energies of the order of 1 TeV CTA is

sensitive to a source that is 10
−3

fainter than theCrabNebula. In comparison, theVERITAS

is sensitive to about 10
−2

C.U. at 1 TeV.

As the number of telescopes is large the array can survey or monitor a great fraction

of the sky thus detecting transient phenomena and alert other instruments for multi-

messenger studies.

III.2.3 The science with the Cherenkov Telescope Array

As seen above, CTA is designed to improve by a factor 10 our sensitivity to the gamma-

ray sources. Additionally, the CTA consortium is also aiming at answering astro-particle

physics most important questions [74]. These questions are grouped in three science

themes: the origin and role of cosmic-rays; probing the extreme environments; exploring

the frontiers of physics.

Understanding the origin and role of relativistic cosmic particles Relativistic cosmic

particles are associated with astrophysical objects such as: supernovae and active galactic

nuclei. The impact of the cosmic-rays on star formation is still not established. CTA will

give insights on the production mechanism, acceleration mechanism and propagation

within the interstellar medium. The following questions will be addressed by CTA, as

reported in its science book [74]:
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Figure III.7. Angular resolution as function of energy of CTA for the northern (left)

and southern (right) arrays. The southern array angular resolution is compared to in-

operation gamma-ray detectors. The source elevation is considered at 20
◦
zenith angle.

Taken from [67].

Figure III.8. Energy resolution of CTA as function of energy for the northern (left) and

southern (right) arrays. The source elevation is considered at 20
◦
zenith angle. Taken

from [67].

• Are supernova remnants the only major contributor to the galactic cosmic rays?

• Where in our galaxy are particles accelerated up to PeV energies?

• What are the sources of high-energy cosmic electrons?

• What are the sources of the ultra-high energy cosmic rays (UHECRs)?

Probing extreme environments Production and acceleration of very-high energy (VHE)

gamma-rays is associated with extreme environments such as: super-massive black holes

and neutron stars. Merging binary systems of neutron stars or black holes are believed

to emit bursts of gamma radiation and gravitational waves. CTA will be able to respond

to triggers of other multi-messenger instruments such as IceCube (see chapter IV) or

LIGO [75]. The measurement of the gamma-ray spectra of distant source will allow to

constrain the extra-galactic background light (EBL) to great details. In particular, CTA
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Figure III.9. Differential sensitivity of different gamma-ray instruments in bins of energy.

The source elevation is considered at 20
◦
zenith angle. Taken from [67].

will be able to study the evolution of the EBL with time. The following questions will be

addressed by CTA [74]:

• What physical processes are at work close to neutron stars and black holes?

• What are the characteristics of relativistic jets, winds and explosions?

• How intense are radiation fields and magnetic fields in cosmic voids, and how do

these evolve over cosmic time?

Exploring frontiers in physics CTA will explore the frontiers of physics and will try to

bring answers to the dark matter puzzle. It will search for Weakly Interacting Massive

Particles (WIMPs) annihilation or decay in the Galactic Center, where the dark matter

concentration is expected to be the highest of the galaxy. CTA might reveal the existence

of axion-like particles. These particles are proposed solutions for existing problems in

particle physics and constitute good candidates for cold dark matter. The propagation of

gamma-ray is limited by its interaction with the EBL (see section I.7). Recent observations

suggest that the attenuation (from EBL interaction) of high energy gamma-rays from dis-

tance sources is lower than expected. Presumably, these photons would be converted to

axion-like particle on their journey to us and be reconverted to photons. Such oscillation

mechanismwould occur in the inter-galactic magnetic field and counteract the absorption

from EBL interactions [76]. Measuring the gamma-ray spectra from extra-galactic sources

at different redshifts could allow to further study the axion-like particle gamma-ray os-

cillation [77]. Quantum gravity effects could introduce time delays in the arrival of high

energy photons depending on their energy. The CTA sensitivity to faint distant extra-

galactic gamma-ray emitters will allow to probe these quantum gravity effects. CTA will

try to answer these questions at the frontier of known physics [74]:
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• What is the nature of dark matter? How is it distributed?

• Are there quantum gravitational affects on photon propagation?

• Do axion-like particles exist?

III.2.4 The CTA astrophysical targets

In order to answer these questions, CTA has defined astrophysical targets that will be

extensively studied [74].

The Galactic Center Within one degree of the Galactic Center, various high-energy

gamma-ray emitters are found. It is the most studied region in the sky. CTAwill complete

the Galactic Center measurements with outstanding precision at the highest energies.

Additionally, the Galactic Center will probe annihilation of dark matter particle in this

region of the galaxy as it is believed to be host most of the galactic dark matter.

Large Magellanic cloud The Large Magellanic Cloud (LMC) is a galaxy which hosts

several gamma-ray emitters. Its high star forming activity makes it a good candidate for

gamma-ray astronomy. The nature of some sources in the LMC are still to be identified.

The study of the LMC and its gamma-ray emitters will allow to understand the connection

of galaxies and gamma-ray sources.

The galactic plane The study of the galactic planewill allow to discover newphenomena

or classes of sources and transient behaviours. The predicted hundreds of new sources

identified by CTA in the galactic plane will allow to study sources population with higher

statistics.

Galaxy clusters Clusters of galaxies are expected to host cosmic-ray protons and elec-

trons. The presence of electrons in galaxy clusters was identified by the observation of

diffuse synchrotron radiation. Theses clusters could produce high-energy gamma-ray

from proton interaction with the gas in the clusters via pion decays. The study of gamma-

rays in galaxy clusters might constrain its cosmic-ray proton content. As the galaxy

clusters host a large amount of dark matter they are also good candidates for dark matter

investigation as for the galactic center.

Cosmic-ray PeVatrons Cosmic-ray particles of energies beyond PeV-scale have been de-

tected by ground-based detectors. The super-massive black hole at the center of the galaxy

cannot explain alone all the PeV cosmic-rays observed. More source of PeV-scale particles:

PeVatrons are to be identified. CTAwill extend the energy range of detectable gamma-ray

sources beyond the one of the existing instruments allowing to detect PeVatrons.

Star forming systems It is believed that the cosmic-rays regulate the star-formation

process. Understanding the: acceleration, propagation and interaction of the cosmic-rays

in star forming regions might reveal the role the cosmic-rays play in the star forming

regions.
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Active galactic nuclei Super-massive black holes with orbiting matter on a accretion

disk are among the brightest extra-galactic sources in a broad band of the electromagnetic

spectrum. Such objects are referred as Active Galactic Nuclei (AGNs). Their emission in

the TeV range is highly variable. CTA will allow to understand the physics behind AGNs.

A large extra-galactic sky survey by CTA is aimed at constructing a large extra-galactic

catalog of sources for which AGNs are expected to be the main class.

Transient phenomena Among the sources of gamma-rays in the universe some are

identified as having time varying fluxes. The time variation can last from milliseconds

up to years. These sources are commonly named: transient sources. The time variability

indicates changes in the activity of the source. The change in activity can be associated

with other messengers of the Universe such as: neutrinos and gravitational waves. CTA

with its large field-of-viewwill be able tomonitor the gamma-ray sky and respond in short

timescales to alerts of other instruments. The be more precise, the CTA array is required

to change target in less than 90 s. Among the transient phenomena, there are gamma-ray

bursts (GRBs) for which the lower energy coverage of the LSTs is important. The LST will

be able to reposition itself to any position in the sky in less than 50 s. Additionally among

the transient phenomena there are: galactic transients; neutrino and gravitational wave

alerts and optical/radio transients.

III.3 Photo-detectors for IACTs
In this section, the working principle of photo-multiplier tubes is briefly explained in sec-

tion III.3.1. Then in section III.3.2, amore extensive description of silicon photo-multipliers

is given.

III.3.1 Photo-multiplier tubes

Photo-multiplier tubes (PMTs) are designed to convert photons to a detectable amount

of electrons. The working principle of these devices is shown in fig. III.10. The incident

photon is converted into an electron when reaching the photo-cathode. The ejected

electron is directed to a dynode designed to eject more electrons. Several dynodes are

placed in series in order tomultiply the number of electrons therefore reaching adetectable

amount of electrons. Amore recent technology of low light photo-detectors: silicon photo-

multipliers (SiPMs) is present in section III.3.2.

III.3.2 Silicon Photo-Multipliers

In this section, theworkingprinciple and the characteristics of siliconphoto-multipliers

(SiPMs) are explained. These silicon-based solid state sensors are used in the detection of

low light levels. In the context of this work, they are used to detect the Cherenkov light

emitted by EASs (see section II.2.2). In particular, in chapter V the calibration of the SiPMs

used for the SST-1M camera is presented.

Photons passing through silicon interact with the atomic electrons. The leading inter-

action at O(1 eV) photon energies (UV to red light) is the photo-electric effect (see sec-
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Figure III.10. Schematic of a photo-multiplier tube. A photon reaches the photo-cathode

which ejects an electron. The ejected electron is beamed (by the focusing electrode)

towards the first dynode ejecting more electrons. The ejected electrons create further

electrons by reaching a succession of dynodes. The signal is collected on the anode.

Taken from [78].

tion II.1.1.1). The energy gained by the electron allows it to pass from the valence band

to the conduction band. This, creates an electron-hole pair. The electron (and hole) is

free to move and can be collected through a wire to detect a signal. However the current

generated by a single electron cannot be detected. The produced electron needs to be

multiplied.

III.3.2.1 Single photon avalanche diodes

Themultiplication of electrons (to about 10
6
electrons) allows to reach a detectable amount

being recorded by for instance an ADC. The avalanche process is created by creating a

high electric field (> 5 × 105 V/cm) in the depletion region of a p-n junction. The electric

field is created by applying a reverse bias voltage. The electric field allows to drift the

free charge carrier towards the anode (for holes) and cathode (for electrons). When the

bias voltage reaches a threshold the silicon will become conductive. This threshold is

called the breakdown voltage. At this threshold the electron produced by the original

photon is multiplied in a cascade. Above the breakdown voltage, the free carriers liberate

secondary charge carriers. This triggers a cascade of charge carriers multiplying the

number of charges [79]. Such device operating above the breakdown voltage are called

Single Photon Avalanche Diodes (SPADs).

The avalanche process is stopped by the use of a quenching resistor in series with the

SPAD. The current flowing through the resistor reduces the effective voltage of the SPAD

which when passing below the breakdown ends the avalanche. The SPAD returns to its

original bias voltage and is able to detect photons again. This process is shown in fig. III.11

(left).

If the bias voltage of the SPAD is high enough the number of charge carriers produced

in the avalanche process is the same regardless of the initial photon energy. This is referred

as the Geiger-mode. In the Geiger-mode the gain is high enough to detect low energy

photons but no distinction between photon energy can be done. Additionally, one can

only determine if at least one photon was detected.

To count the photons, SPADs are arranged in a small dense (100 to 1000 per mm
2
)

array (see fig. III.11 right). The SPADs output are summed. Therefore, provided that the

gain of each SPA is more or less equal, the signal output is proportional to the number
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Figure III.11. Left: Cycle of breakdown, quench and reset of SPAD. Right: An array of

SPADs forming a SiPM. Taken from [79].

of discharged SPADs thus the number of photons detected. Such devices form a SiPM.

The SPAD units are sometimes called microcells. As a side remark, a photon is not always

detected as it has to interact with an electron. A photon triggering an avalanche in a SPAD

is called a photo-electron.

III.3.2.2 Performance parameters

Gain The proportionality of SiPMs is well illustrated by the multiple photo-electrons

spectrum. Example of those are given in fig. V.7. The spectra show the reconstructed

charge for an average incoming amount of photo-electron. The photo peaks illustrate the

photo counting capabilities of SiPMs. In fig. V.7 the gain is represented by the photo-peak

distances. The total charge generated in a SiPM is given by:

Qtot � eNfiredG, (III.1)

where Nfired is the number of fired cells, G is the gain of the SiPM and e the electron

charge. The gain of a SiPM depends on the overvoltage ∆V (voltage above breakdown)

applied to the sensor. It is given by:

G �
C∆V

e
, (III.2)

withC themicrocell capacitance. The gain is subject to fluctuations. These fluctuations

arise mainly from the differences of gain within the SPADs composing the SiPM and from

the statistical fluctuation of the number of charge carriers produced in an avalanche.

Therefore, in addition to the gain, the gain smearing is also an important parameter of the

SiPM. On the photo-electron spectra illustrated in fig. V.7 the gain smearing affects the

width of the photo-peaks.

Photo-detection efficiency Thephoto-detection efficiency (PDE) of SiPMs is themeasure

of the efficiency to detect photons for differentwavelength. It is the convolution of different

effects. First the quantum efficiency of silicon, the probability of the photon to convert an

58



III.3. Photo-detectors for IACTs

electron. Second the avalanche probability, the probability to initiate an avalanche in the

silicon. Last, the sensor fill factor which is the ratio of active area to the device area. The

PDE as function of wavelength λ is therefore expressed as:

PDE(λ) � η(λ)ε(λ)F, (III.3)

where η is the quantum efficiency, ε the avalanche probability and F the fill factor. The

PDE for the SST-1M camera pixels is shown in fig. III.24 (right). The PDE increases with

increased over-voltage.

Dark count Thermal electrons can reach a sufficient energy to initiate a cascade within

a SiPM microcell. The signal induced by thermal electrons or photons is identical. Such

source of noise is referred as dark photons.

This thermal noise is expressed in units of counts per second. Sometimes also in

counts per second per surface area as this phenomenon increases with increased active

area. Moreover, the dark count rate (DCR) increases with temperature and over-voltage.

Besides being a source of noise, the dark photons are useful to calibrate SiPMs in the

absence of a light source. The photo-electron spectra of dark counts is used to evaluate

the gain, the gain smearing, the dark count rate and the optical cross-talk. An example of

this measurement is shown in section V.2.1.3.

Optical cross-talk In the avalanche, the charged carriers produced emit photons. These

photons might initiate an other avalanche in a neighboring cell. As a consequence, it

creates an excess count of photon-electrons. These secondary photons are near infrared

photons able to travel long distances in the active volume. Different scenarios for optical

cross-talk are shown in fig. III.13. The cross-talk photon travels directly to the neighbor

cell (a). The cross-talk photon is reflected off the protective layer (b). The cross-talk photon

is reflected off the bottom silicon substrate (c).

Optical cross-talk is usually limited by the use of trenches between microcells.

The optical cross-talk is usually quantified in terms of probability pXT of a primary

microcell triggers a secondary microcell. One other definition consist of counting the

average number of microcells discharged µXT from a primary discharge. This is the case

for instance in [80]. In section V.2.1.3, the model introduced in [80] is used to measure the

SiPM parameters among which the optical cross-talk. In fig. III.12, the different statistical

cross-talk processes are illustrated for two cases: a single primary event and a Poisson

number of primary events. The model used in this work corresponds to the one on the

lower right.

The optical cross-talk increases with increased over-voltage. Usually, one defines the

operational over-voltage applied to the SiPM by compromising between optical-cross talk

probability and PDE.

After-pulsing The defects in the silicon lattice might trap charged carriers released

during the avalanche. The trapped charged carries are releasedwith short delay (typically

1 ns) thus creating a secondary avalanche (after pulses).

Linearity The SPAD array in SiPM offers photo counting capacities. However, the num-

ber of microcells limits the linearity of the device. The saturation occurs when the number

of photo-electrons if comparable to the number ofmicrocells: NγPDE/(1−µXT )) ' Ncells.
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Figure III.12. Illustration of the optical-cross talk statistical processes. Taken from [80].

Figure III.13. Illustration of the optical cross-talk phenomenon in a SiPM. Taken from [79].

In this case, the device has not enough cells to guarantee that each photon will enter a

free cell. Multiple photons reaching the same microcell within a time comparable to the

recovery time of a SPAD will produce a unique discharge. Probabilistic considerations

yields that the number of fired cells is:

Nfired � Ncells

(
1 − exp

(
−

NγPDE

Ncells(1 − µXT )

))
, (III.4)

The device works in the linear regime when NγPDE/(1 − µXT ) ' Nfired. Linearity is

achieved by having enough microcells for the range of required sensitivity.

Temperature dependence It was mentioned that the dark count rate depends on the

temperature on the SiPM. Additionally, thermal changes affect the breakdown voltage

of the SiPMS. Thus to ensure stable operation of the sensor, cooling of the device are

sometimes used in particular when the temperature varies significantly. For instance, the

SST-1M camera is constantly cooled and the bias voltage is adjusted to compensate for

change of the breakdown voltage with temperature (see section III.4.2.4).
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Figure III.14. Photograph (in 2018) of the SST-1M telescope installed at IFJ PAN inKraków.

III.4 The single mirror small sized telescope
The single mirror small sized telescope (SST-1M) is a 4 m mirror diameter Davies-Cotton

Cherenkov telescope (see figure III.14). It has been conceived to operate in an array of

about 70 other telescopes to cover the highest energy of CTA (from 1 TeV to 300 TeV).

The SST-1M project involves 60 people from 16 different institutions across Europe: from

Switzerland, Poland, Czech Republic, Ireland and Ukraine. The key parameters of the

SST-1M telescope are given in table III.3.

The telescope structure is mainly composed of steel for a total weight of 8.6 tons. It

has been designed to sustain the environmental conditions of the CTA southern site. The

structure is described in section III.4.1.1.

The mirror dish is composed of 18 hexagonal facets for a total effective area of 9.42 m
2
.

The mirrors and their performances are described in section III.4.1.2.

The camera of the SST-1M telescope is equipped with a filtering window designed

to cut night-sky background light, described in section III.4.2.1. The rays reflected by

the mirrors are collected by hexagonal hollow light cones, described in section III.4.2.2,

which are redirecting it towards a smaller photo-detection sensors. The photo-detection

devices, described in section III.4.2.3, are large area hexagonal SiPMs from Hamamatsu

(S10943(X)). The analog signal of the SiPMs are amplified and shaped by the front-end

electronics, described in section III.4.2.4. The amplified signals are then digitized by the

trigger and readout system: DigiCam, described in section III.4.2.5.

The technical design report of the SST-1M telescope can be found in [53].

The first prototype has been commissioned at IFJ PAN in Kraków in 2018.

In the future, two telescopes will be installed at the Ondřejov Observatory in the Czech

Republic.
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Telescope properties Optical properties Camera properties

Number of mirrors 18 Focal length f 5600 ± 5 mm Number of pixels 1296

Elevation range −16◦ to +97◦ Dish diameter D 4 m Pixel linear size (side-to-side) 23.2 mm

Azimuth range ±280◦ Reflective area 9.42 m
2

Pixel angular size 0.24
◦

Total weight 8.6 t Effective reflective area 6.47 m
2

Sampling frequency 250 MHz

On-axis D80 0.1
◦

Maximum trigger frequency 250 MHz

4
◦
off-axis D80 0.21

◦
Read-out window 200 ns

Field-of-View (FoV) 9.1
◦

Maximum read-out rate ∼ 10 kHz

Optical time spread 1.5 ns FADC range 12-bit

Table III.3. Key numbers for the SST-1M telescope.

III.4.1 The SST-1M telescope structure

III.4.1.1 Supporting structure

The SST-1M telescope structure, shown infigure III.15, is composedof several sub-systems.

The telescope is fixed on the ground by the reinforced concrete foundation (0). The

foundation measures 3.5 m wide and go down to a depth of about 1.2 m. Attached to

the foundation is the telescope tower (1). A counterweight (2) is found at the back of the

mirror dish support structure (4). The 18 hexagonal facets mirrors (3) are reflecting the

light towards the camera (7) which is attached to themirror dish support structure by four

masts (8). The telescope structure includes the docking station (6) which allows to park

the telescope in a locked position. The docking station is fixed on the ground by means

of reinforce concrete foundations (5).

Within the tower is found a slew drive allowing to rotate the telescope in the azimuth

axis over 280
◦
in both rotation directions. At the top of the tower, the elevation slew drive

allows to elevate or descend the telescope within −16◦ to +97◦.
The mirrors are placed on the dish support, a welded steel structure to fix the mirrors.

At the back of the mirror dish, cast-iron counterweights are fixed to balance the camera

weight. The mirrors are glued on a fixing structure which is then mounted to the mirror

dish. This fixing structure allows to keep the mirrors in a steady position. Two actuators

for each mirror facet allow to orientate the mirrors such that the reflected light is focused

on the center of the camera.

The docking station allows to park the telescope when it is not operating. In parking

position, the telescope can sustain seismic activities, temperature gradients (from −45 ◦C
to +45 ◦C), wind (mean 200 km/h and 1.7 higher gust wind), snow and ice accumulation.

III.4.1.2 Mirrors and optical system

The mirrors (see figure III.17 left) are redirecting the Cherenkov light, emitted in the

atmosphere by the EASs, onto the camera. The mirror dish hosts 18 hexagonal mirrors

facets as can be seen in figure III.14. The central mirror being not necessary as it is

shadowed by the camera, is removed to place the telescope pointing related equipment.

The orientation of each mirror can be controlled individually by two actuators.

Amirror facetmeasures 780mmflat-to-flat. Thedish of 18mirrors is 4mdiameterwide

for a total surface of 9.42 m
2
and an effective reflective surface of 6.47 m

2
when taking
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Figure III.15. Structure drawing of the SST-1M telescope. (0) Foundation of the telescope

support. (1) The telescope tower. (2) The counterweight. (3) Hexagonal mirrors. (4) Dish

support structure. (5) Foundation of the docking station. (6) Docking station. (7) Camera.

(8) Mast. Taken from [53].

Figure III.16. Left: Schematic of theDavies-Cotton optical design. Taken from [81]. Right:

Pixel angular size (dashed and left y-axis scale), defined as 4 times the standard deviation

of the PSF, and required cut-off angle of the light guides (solid and right y-axis scale) as a

function of the ratio of the focal length and of the mirror dish diameter: f/D. Each curve

corresponds to a different field-of-view. The blue curve shows the field of view selected

for the SST-1M telescope (9
◦
). The SST-1M has a f/D � 1.4. Taken from [82].

into account the reflectivity and the shadowing of the structure. The dish hosting the

mirrors is spherical with a curvature radius f � 5.6 m. Each mirror facet is spherical with

a curvature radius 2f � 11.2 m (from the definition of Davies-Cotton itself, see fig. III.16

(left)).

As the reflectance of the mirrors has to be high in the UV range, aluminum coatedmir-

rors are used. The mirrors are made of a glass substrate which is coated with aluminum.

The aluminum coating is protected by a silicon dioxide layer. As the mirrors are exposed
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Figure III.17. Left: Photograph of a SST-1M mirror. Taken from [53]. Right: Average

reflectance of the mirrors of the SST-1M telescope as function of the wavelengthmeasured

from a batch of 8 mirrors. The shaded area represents the standard deviation. Courtesy

of D. Mandat.

to an open environment, damages and thus degradation of the specular reflectance is

expected over the years (from the experience of previous IACTs a 2% drop in specular

reflectance per year is expected). This overall drop of reflectance is even larger for dual

mirror designs since the light has to be reflected twice. In order to recover the nominal

reflectance, the coating can be removed chemically and then the glass substrate can be

re-coated. This operation should be repeated every 6 to 7 years. The reflectance of the

mirrors as function of the wavelength is shown in figure III.17. The reflectance of the

mirrors is above 0.84 from 300 nm to 600 nmwith a maximum reflectance of 0.9 at 400 nm.

The mirrors can be properly aligned with the actuators. The alignment procedure

consists of pointing the telescope towards a source of light that is far enough, so that the

incoming rays can be considered parallel (e.g. a star). As the spherical mirrors have a

radius of curvature of 2f their focal point is located at f. Thus parallel rays will focus

the light on a point f � 5.6 m away from the mirrors. The focal length f is the distance

between the mirror dish and the camera. The alignment procedure orientates each of the

18 mirrors such that their focal points are all at the center of the camera. To align the

telescope mirrors, images of the point spread function (PSF) are taken. The images are

recorded by a CCD camera (Lid CCDCamera) placed at the center of the mirror dish. The

camera records the PSF and the image is used to align the mirrors. After a few iterations

the mirrors are aligned. In figure III.18 the PSF (simulated and measured) of the SST-1M

telescope for several off-axis angles from the camera center is shown. In figure III.19

the 80% containment diameter as a function of the off-axis angle is shown. The 80%

containment diameter is 0.1
◦
at the center and about 0.3

◦
at the edge of the field-of-view

(FoV). In comparison the pixel angular size is 0.24
◦
.

III.4.2 The SST-1M camera

The SST-1M camera is the camera developed for the SST-1M project by the UNIGE.

Its calibration and characterization can be found in chapter V. It comprises various sub-
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Figure III.18. Optical point spread function of the telescope for different off-axis angles

(0
◦
, 1.8

◦
, 2.7

◦
and 3.7

◦
). The red circles indicate the 80% containment of the image and the

white circle the required maximum 80% containment circle at 4
◦
by CTA. The images are

log-scaled. The top row shows simulations of the PSF with the Zeemax software while

the bottom row shows the measured PSF. Taken from [83].

(a)

Figure III.19. Point spread function as a function of the off-axis angle. The measured

PSF is shown in green while two simulation of the telescope PSF are plotted in orange

(GrOptics) and blue (Zeemax). Taken from [53].
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Figure III.20. Left: The SST-1M camera equipped with its filtering window on the tele-

scope structure in Krakow. The entrance window appears yellowish as the majority of

the light above 540 nm is reflected by the window coating. The filter is optimized for

transmission in the blue. It also reduces Fresnel losses with an anti-reflective layer. Taken

from [85]. Right: Relative efficiency of transmission of the window for the Cherenkov

light spectrum from 300 nm to 550 nm per camera pixel with respect to the average value

over all pixels. Taken from [85].

elements: a filtering window, described in section III.4.2.1; light guides, described in sec-

tion III.4.2.2; photo-detection sensors, described in section III.4.2.3; front-end electronic

boards, described in section III.4.2.4; digitizing and trigger electronics, described in sec-

tion III.4.2.5 and a cooling system, described in section III.4.2.6. Other sub-systems such

as, the camera shutter or the house keeping board are not described here. Additional

information on the camera can be found in [84].

III.4.2.1 Filtering window

As explained in section II.2.3.1, the telescope is exposed to background light from the

night sky. In particular, the NSB spectrum is higher in the red than in the blue wavelength

range. The Cherenkov light spectrum has its maximum in the UV range. Thus the photo-

detection efficiency of all optical elements is optimized for efficiency in the UV range.

However, it is still efficient above 550 nm, where the NSB spectrum is high (see fig. II.12).

In order to maximize the signal to noise ratio a filtering entrance window was designed

to cut wavelengths above 510 nm. The window also protects the camera component from

the environmental conditions (rain, dust, etc.).

Thewindow (see fig. III.20) is an hexagonal 3.3mm thick Borofloat 33 borosilicate glass

from Schott. It is coated on both sides with a combination of dichroic filters, to reduce the

amount of NSB light. It is also coated with an anti-reflecting layer, which allows to reduce

the Fresnel losses. The coating process limits the uniformity of the transmittance. This

can be seen in fig. III.20 (right). The average transmittance of the window as function of

the wavelength is show in fig. III.21. The window has an average transmittance of about

0.9 between 330 nm and 510 nm. As can be seen from fig. III.21 the window is transparent,

in the region where the Cherenkov signal is the highest, and opaque above 520 nmwhere

the NSB becomes more intense.
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Figure III.21. Transmittance of the SST-1M filtering window (black) as function of the

wavelength. The CTA reference Cherenkov spectrum (dashed red) and the CTA reference

NSB spectrum are shown.

III.4.2.2 Light guides

Each of the 1296 camera pixels is equipped with a light guide (see fig. III.22). The light

guides serve three purposes: reduce the photo-sensor surface by a factor ∼ 6 thus limiting

the dead spaces; remove background stray-light from large incident angles and reduce

cross-talk between pixels. The light guide has a hexagonal entrance area of 466.5mm
2
and

a hexagonal exit area of 78.6 mm
2
. A hexagonal entrance shape allows to have equidistant

neighboring pixels. thus the shower image orientation is geometrically unbiased [82]. The

light guides are made of a plastic substrate coated with aluminum superimposed with

dichroic layer which protects the aluminum from oxidation.

The light guides collect the light that comes from the sky and that are reflected by

the mirrors to the camera. These rays of light have an angle of incidence on the camera

θ ≤ 24
◦
. Thus any ray that has an incident angle greater than this value is background

light. The light guides are designed to veto the stray light with θ > 24
◦
by reflecting

it back outside of the funnel. The transmittance of the light guides as function of the

incidence angle θ is shown in fig. III.22. The collection efficiency drops sharply at 20
◦

with a 50% collection efficiency at 24
◦
and reaches zero above 30

◦
. The optical efficiency

as function of the wavelength is shown in fig. III.22 for incidence angles smaller than 24
◦
.

The efficiency is almost independent of wavelength (from 300 nm to 650 nm). The light

guides angular size (thus the pixel angular size) and their angular cut-off were chosen

under the constraints set by CTA. The CTA requires a mirror dish diameter of about 4 m

and a telescope field-of-view of about 9
◦
for the SSTs. In addition, a cost effective solution

for the 70 foreseen SSTs is found with cameras composed of about 1300 pixels. Moreover

the ratio f/D of the focal length f to the mirror diameter D needs to stay in the range
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(a) (b)

(c)

Figure III.22. Left: Average collection efficiency of the light guides for angle of incidences

smaller than 24
◦
. The data points show two coatings measured at 3 wavelengths. The

simulated data is used to extrapolate the efficiency. The Al + R (blue) coating is the

one chosen for the SST-1M light guides. Taken from [82]. Right: Collection efficiency

of the light guides as function of the incidence angle θ. The measured data is shown is

yellow and gray including the systematic and statistics error, while the Zeemax ray-tracing

simulation is shown in black. Taken from [82]. Bottom: Drawing of a light guidemounted

on a SiPM. The light guide is cut in half to see its interior. Taken from [53].

from 1.2 to 1.4 to keep the optical aberration low [82]. The angular size of the pixels and

the required cut-off angle as function of f/D is shown in fig. III.16 (right). This figure is

obtained from geometrical considerations of the Davies-Cotton design.

More information on the SST-1M light guides is found in [82].

III.4.2.3 Photo-detection sensors

Most of in-operation IACTs use Photo-Multiplier Tubes (PMTs) as photo-detectors. They

offer great sensitivity in the UV range and good signal-to-noise ratio. Nowadays IACTs
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(a) (b)

Figure III.23. Left: Image of a SST-1M SiPM (S10943(X)) from Hamamatsu. Right: Pre-

amplification scheme of the SiPM signal. Taken from [87].

use them as low light detection devices but the newest generation of Cherenkov tele-

scope are considering to use Silicon Photo-Multipliers (SiPMs) as photo-detection devices

(see section III.3.2 for a brief introduction on SiPMs). The progress made in SiPM technol-

ogy, especially the improved photo-detection efficiency towards UV light, which depends

mostly on their coatings, and the capability to distinguish single photon signals. Addition-

ally, the reduction of optical cross-talk and the decrease of dark noise makes them suitable

for ground based gamma-ray astronomy experiments such as CTA. The SST cameras of

CTA are following the steps of the FACT [65], the first telescope demonstrating that SiPMs

can be used for Cherenkov cameras.

SiPMs offer the advantage of being operable in high night-sky background conditions,

for instance in the presence of moonlight [86]. On the contrary, PMTs cannot be operated

in such conditions without risking to damage them. In fact, observations in the presence

of the Moon with PMTs requires to lower the operation voltage or to mount a filtering

window [63, 64].

The SST-1M camera is composed of 1296 large-area hexagonal SiPMs (S10943(X)) from

Hamamatsu (see fig. III.23). The active area is divided in 4 channels, sharing the same

cathode. Two channels are analogously summed and amplified by a trans-impedance

amplifier (see fig. III.23). The output of two amplifiers are further summed in a differential

amplifier. This signal is passed to the digitizing electronic (see section III.4.2.5).

The SiPM has an active area of 93.6 mm
2
. Such large area (when compared to other

SiPMs) creates highdark count noise of the order of 3MHzper SiPM. In some applications,

where the background light is well under control, such dark count rate is dominating the

background light. However for the SST-1M telescope the NSB is dominating over the dark

noise. In comparison a NSB rate of about 40 MHz is expected for the darkest night sky

conditions. Moreover dark counts can be used for calibration without an external light

source.

The reverse IV curve of the SiPM is shown in fig. III.24 (left) where the breakdown

voltage (54.7 V) is indicated. The SiPM is operated in Geiger regime at 2.8 V above

the breakdown voltage. At this bias voltage the gain of the SiPM, meaning the average

number of electrons a single photo-electron produces, is 1.49 × 10
6
. In fig. III.24 (right)

the photo-detection efficiency of the SiPM is shown as function of wavelength. As can be

seen, the SiPM is sensitive in the near UV (≥ 350 nm) up to the near infrared (≤ 1000 nm)

with a maximum photo-detection efficiency of 0.36 at 472 nm. The wavelength range of
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(a) (b)

Figure III.24. Left: Reverse IV curve of the SST-1M SiPM. The breakdown voltage is found

at 54.7 V and the sensor is operated at 57.5 V. Taken from [87]. Right: Photo-detection

efficiency of the SST-1M SiPM as function of the wavelength. The data points A1, A2, B1,

B2 correspond to the 4 channels of the SiPMs measured individually. The ratio between

the data and the fit is shown below. Taken from [87].

photo-detection efficiency overlaps nicely with the reference Cherenkov spectrum in the

atmosphere shown in fig. III.21. However the fact that it is still sensitive above ∼ 550 nm

is not desired, since the NSB spectrum is dominant in this region (see fig. III.21). The

filtering window cuts wavelengths above 540 nm therefore reducing the NSB rate.

III.4.2.4 Front-end electronics

The SST-1M camera pixels are grouped into hardware modules. These photo-detection

(PDP) modules comprises 12 pixels, for a total of 108 modules in the camera. A PDP

module is composed of 12 light guides, 12 SiPMs, a pre-amplification board and a slow-

control board (SCB) (see fig. III.25).

The pre-amplification board amplifies the signal from the SiPMs individually. The

amplification circuit (see fig. III.23 right) sums the four channels of the SiPMs into a single

output. The summation is done by first summing two channels together and amplify them

with low-noise trans-impedance amplification stages then the two amplified outputs are

summedwith a differential output stage. This configuration allows to have a fast response

after the pre-amplification stage. In fig. III.26 the pulse shape as a function of time for

different light level intensity (in units of photo-electron) is shown. The saturation of the

amplification stage occurs for signals above 600 p.e. Above the 600 p.e. the response

of the amplifiers is not linear anymore. Although the signal is saturated, the integral

of the pulse can be used to recover the number of p.e. above the saturation threshold

(see section V.3.1).

At the back of the pre-amplification board (see fig. III.25) is the slow-control board

(SCB). This board routes the pre-amplified signals to the digitizing electronics but its

main goal is to read the temperature and adjust the bias voltages of the PDP module

SiPMs to ensure stable operation. Each SiPM is equipped with a Negative Temperature
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(a) (b)

Figure III.25. Left: Picture of a pre-amplification board with three SiPMs mounted on it.

Taken from [84]. Right: CAD drawing of a PDP module. A PDP module is composed

of: 12 hollow light guides, 12 SiPMs, a pre-amplification board and a slow control board.

Taken from [84].

Coefficient (NTC) thermistor to measure its temperature. The temperature read-out is

used by the SCB to adjust the operational voltage of the SiPMs at a frequency of 10 Hz.

This is done in a micro-controller. This adjustment is necessary in order to keep the

operational over-voltage of the SiPM constant as it varies with temperature. Thus the

gain of the SiPM is kept constant although temperature is varying. This adjustment is

called the compensation loop. The temperature within the camera is kept constant by

a water cooling (see section III.4.2.6) but the individual pixel temperature variations are

coped for with the SCB compensation loop. More information on the front-end and the

compensation loop is found in [88].

III.4.2.5 Back-end electronics

The electronic signals produced by the SiPMs, amplified by the front-end electronics

and routed by the SCB are then digitized by the back-end electronics. In the SST-1M

camera the digitizing and triggering system is called DigiCam (Digital Camera). The

DigiCam is divided into three crates (see III.27). Each crate contains nine Flash ADC

(FADC) boards and a trigger board. A crate is associated with a sector of the camera

which represents one third of it. The FADCs board collect the analog signal from the PDP

modules via RJ45 cables (three per PDP module). These signals are digitized by 12-bit

FADCs at a frequency of 250 MHz. The particularity of the DigiCam is that these signals

are continuously digitized and memorized thanks to the ring buffer which allows to store

2048 samples (8.192 µs) per pixel and to the fast digitizing technology. The trigger board

is responsible of triggering decision. This decision is based on the digitized sample of

the FADCs. This allows to reduce the complexity of calibrating trigger and readout, as

both are identical. In order to not overload the trigger boards the baseline subtracted

12-bit samples are summed in groups of three neighboring pixels called triplets and are

clipped to 8-bit unsigned integers. This data volume reduction allows to reach a dead-

time free trigger rate, thus at each cycle of 4 ns. Thus the trigger decision can be taken

at each clock cycle of 4 ns. Then from these triplet digits a cluster value, made of 7

or 19 neighboring triplets, is formed by summing all the triplets values. The DigiCams
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Figure III.26. Pulse shape as function of the number of photo-electrons and the time after

the pre-amplification and digitization stage. Taken from [85].

exchange triplet values from the overlapping regions of the camera sectors they cover. The

trigger topology based on neighboring pixels, allows to identify signal which is clustered

in an almost circular region of the camera. The EAS Cherenkov images are expected to

produce images clustered in space and time while the NSB fluctuations are not clustered.

Additional triggers can be configured thanks to the high flexibility of the DigiCam. For

instance a muon ring trigger is implemented and allows to trigger signals based on their

ring structure. Also an internal clocked trigger is available in order to take snapshots

of the night-sky for calibration purposes and trigger other sub-systems. The clocked

trigger signal can also be passed to other sub-systems, for instance those of the calibration.

Additionally, the DigiCam can trigger on external signals.

For each triggered event, 1296 12-bit waveforms of 50 samples (programmable value)

are sent to the camera server via a 10 Gb/s optical fiber link. Additionally to these

waveforms, trigger waveforms, trigger tagging, pedestals and time stamps are also sent.

The camera server receives also slow-control data from the SCBs. The slow-control data

are routed by the DigiCams and transported to the camera server via a 1 Gb/s optical

fiber link. Additionally, slow-control data of the DigiCam are sent to the camera server.

The camera server stores the data from the camera into zfits files [89]. These data can be

read with the protozfits Python package [90].
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(a)

(b)

Figure III.27. Left: Picture of a DigiCam crate with three FADC boards and a trigger

board mounted. Taken from [53]. Right: Schematic of the DigiCam crates in the SST-1M

camera. Taken from [53].

III.4.2.6 Cooling

The camera needs a cooling power of about 2 kW. The PDP is responsible for about 25% of

the heat produced in the camera. Due to its high-frequencydigitizing system, theDigiCam

is responsible for about 60% of the heat produced. The 15% left can be attributed to the

other auxiliary systems [84]. In order to extract the heat out of the camera, a water cooling

solution is adopted. The water is mixed with glycol to lower the freezing temperature.

Aluminium pipes are used to distribute the water flow to the PDP and the DigiCam

crates (see fig. III.28). The PDP modules exchange heat via their connection to the alu-

minum back-plate. The copper layers in the printed circuit board were made thicker

for better heat distribution and extraction. The use of a ceramic thermal paste offers an

optimal contact with the electronics components. For the DigiCam crates, heat pipes are

connected to the FADC and trigger boards via an interface plate to exchange the heat with

the water cooling.

The other subsystems exchange heat by air circulation within the camera. The air

circulation is provided by the DigiCam fans.

In fig. III.28 the temperature for each of the camera pixels is shown. As can be seen,

the cooling is capable of keeping the temperature of the pixels at 22.6 ± 0.9 ◦C (mean and

standard deviation) within a range of 20
◦
C to 26

◦
C. As the camera plane was placed

vertically, a vertical temperature gradient is observed.
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(a)
(b)

Figure III.28. Left: Picture of the back of the PDP with the aluminium back-plates and

the cooling pipes. Taken from [84]. Right: Temperature of the camera pixels as measured

during commissioning of the camera. The camera is positioned in vertically.
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Chapter IV

Neutrino Cherenkov telescopes

IV.1 The IceCube neutrino telescope
As discussed in section I.4.1, the interaction of cosmic-rays with its surrounding produces

neutral and charged pions. This pions further decay into neutrinos and gamma-rays.

Therefore the sources of cosmic-rays are expected to emit both neutrinos and gamma-rays

(see eqs. (I.33) to (I.35)). The detection of neutrinos from a source would unambiguously

confirmhadronic interaction. The IACTs presented in chapter III are detecting the gamma-

rays. The IceCube neutrino telescope aims at detecting astrophysical sources of neutrinos

from the decay of charged pions produced in hadronic interactions. Hence, gamma-ray

and neutrino Cherenkov detector science is intimately connected, and this is at the core

of the ‘multi-messenger’ high-energy astrophysics.

Both gamma-rays and neutrinos are neutral particle thus being insensitive to magnetic

deflections. This ensures that the arrival direction of these messengers of the Universe

correspond to the direction of the source.

In the pursuance to detect astrophysical neutrinos, several neutrino detectors have

been built. The neutrino telescope community achieved to detect atmospheric neutrinos

(neutrinos produced in the atmosphere), solar neutrinos (and their oscillations towards

us [91]) and neutrinos emitted from Supernova 1987A [92]. However, due to the low

interaction probability of neutrinos and the high level of atmospheric background, an

astrophysical origin of neutrinos could not be established before the km
3
-scale detector

IceCube would be attained.

The IceCube detector is a kilometer-scale detector submerged deep in the ice of Antarc-

tica. The detector is located at the South Pole and is in operation since 2011 in its completed

configuration. In 2013, the collaboration published evidence of extraterrestrial neutri-

nos [16]. The detector is also used for other purposes than cosmic accelerator searches,

such as: dark matter indirect detection; search of exotic particles; neutrino oscillation

study; detection of transient ∼MeV neutrino emission such as in the case of supernovae.

The collaboration is also investigating correlation of neutrinos with other messengers of

the universe, such as X-ray and gamma-ray photons; ultra-high energy cosmic-rays and

gravitational waves.
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Figure IV.1. Feynman diagrams of the charged current interaction (left), neutral current

interaction (middle) and the Glashow resonance (right). Taken from [93].

IV.1.1 Neutrino detection principle

As neutrinos are neutral particles, they cannot be detected directly. Moreover they

can only interact via the weak force. Only the interaction of a neutrino with the matter

in which it travels can be detected. This interaction comes in two kinds: neutral current

(NC) and charged current (CC). The neutral current interactions are carried by the Z

boson, while the charged current is an interaction mediated by the W bosons. The NC

and CC interactions can be represented as:

νl(ν̄l) +N −→ νl(ν̄l) + X (NC) (IV.1)

νl(ν̄l) +N −→ l−(l+) + X (CC), (IV.2)

where l− � (e−, µ−, τ−) is a lepton, l+ � (e+, µ+, τ+) is an anti-lepton, νl is a neutrino

of leptonic flavor l, ν̄l is an anti-neutrino of leptonic flavor l, N is a nucleon (proton or

neutron) and X is either a proton or a neutron. The corresponding Feynman diagrams are

shown in fig. IV.1.

As can be seen from eqs. (IV.1) and (IV.2), neutral current interactions do not produce

charged leptons but a neutrino of lower energy of the incident one. This process is called

deep inelastic scattering. Part of the incoming neutrino energy is passed to the nucleon

N. The energy passed to the nucleon triggers a hadronic cascade that can be detected by

IceCube (depending on the energy transferred). The charged current interactions produce

charged leptons. Depending on its flavor and its energy, the produced charged leptonwill

either: travel a short distance before loosing all its energy; travel through the detector; or

decay.

All the the charged particles produced in the NC and CC interactions will emit

Cherenkov light (see section II.1.2.2) when satisfying the condition in eq. (II.6). This

light is collected by the optical modules (see section IV.1.3) and is used to reconstruct the

energy and direction of the neutrino.

The charged lepton l± is of the same flavor as the neutrino because the leptonic number

is conserved. Thus by identifying the flavor of the charged lepton, the flavor of incoming

neutrino can be determined (see section IV.1.4 for more information on the event cate-

gories). It is important to point out that in IceCube the charge of the lepton cannot be

identified fromCC andNC interactions. To do this a magnetic field would be needed, and

on a volume of a cubic-kilometer cost would be prohibitive. Therefore, one cannot say if

the incoming neutrino is a neutrino or an anti-neutrino. In fig. IV.2 the neutrino nucleon

scattering cross-section as a function of the neutrino energy for neutral and charged cur-

rent interactions is shown. TheGlashow resonance is also shown. TheGlashow resonance
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Figure IV.2. Neutrino nucleon scattering cross-section as a function of the neutrino energy.

The cross-section for charged (turquoise and blue) and neutral current (orange and red)

are shown. The cross-section for anti-neutrino is smaller than for neutrinos at energies

below 10
14
eV. The Glashow interaction cross-section is shown in purple. Taken from [94].

comes from the interaction of an electronic anti-neutrino with an electron (see fig. IV.1

right):

ν̄e + e
− −→W− −→ l− + ν̄l (33%) (IV.3)

−→ q + q̄ (67%), (IV.4)

with q and q̄ being quarks and anti-quarks. This interaction creates a negative W-

boson which decays into a charged lepton and the associated neutrino or hadronically.

This process can be detected by IceCube and is the only interaction for which one can

distinguish an anti-neutrino ν̄e from a νe. This is due to the fact that the only charged

lepton present in matter is the electron. Therefore, in order to conserve the leptonic

number, only an electronic anti-neutrino ν̄e is allowed for this interaction. It happens at

neutrino energies of about Eν̄e �
m2

W
−m2

e

2me
' 6.3 PeV, withmW � 80.4 GeV/c2 the mass of

theW-boson.

IV.1.2 The in-ice array

To detect the Cherenkov light emitted by the charged particles produced during the

interaction of a neutrino, the IceCube detector uses Digital Optical Modules (DOMs).

5160 DOMs are placed under the ice of Antarctica along 86 vertical strings. The DOMs
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are deployed between 1450 m and 2450 m meter deep (see fig. IV.3). To each string 60

DOMs, spaced by 17 m, are attached. The strings are deployed within an hexagon and

placed triangularly with spacing of 125 m. The total volume corresponds to about one

kilometer-cube [95].

The detector is submerged deep in the ice for two main reasons. First, the ice offers

a great volume target of matter. Such large volume is needed when considering that the

interaction probability of neutrinos is very low when compared to other fundamental

particles.

Second, natural ice is transparent to Cherenkov light. In particular the antarctic ice

has a high purity. Moreover, at a depth of more that 1450 m the pressure is high enough

to remove air bubbles that might increase the scattering of the light and purity increases

further so that light is seen propagate several hundred meters. LED flashers attached to

the PMTs allowed to measure the ice optical properties. These properties are used for the

reconstruction of the neutrino events [95].

Within the in-ice array, a sub-array is located at its center: DeepCore. DeepCore is

essentially a denser version of the in-ice array in the deepest layer of the array, which is

the most transparent. It consists of 8 strings together with 7 strings of the standard array,

separated by mutual distances ranging from 41 m to 105 m. The DeepCore strings have

60 DOMs with inter-DOM distance of 7 m to 10 m depending on the depth of the DOMs.

Additionally, 6 out of the 8 DeepCore string DOMs are equipped with more sensitive

PMTs (about 35% higher quantum efficiency). The increase in quantum efficiency, the

smaller spacing between strings and between the DOMs allow to extend the sensitivity of

IceCube to lower energies of the order of 5 GeV, extending IceCube scope to the physics of

atmospheric neutrino oscillations, indirect searches of WIMP dark matter from neutrino

annihilation and improves the sensitivity for supernovae explosion bursts of ∼ 10 MeV

neutrinos [95].

At the top of array, the IceTop detector is located. IceTop is a cosmic-ray detector at an

altitude of about 2835 m. IceTop is composed of 162 detectors made of ice equipped with

2 PMTs (high gain and low gain) to detect the Cherenkov light emitted by the charged

secondaries produced in EASs. The IceTop array layout is similar to the one of the in-ice

array. Additionally, a denser core is found about where the DeepCore strings are located.

The IceTop detector is sensitive from PeV-energies to 1 EeV-energies of cosmic-rays. The

IceTop detector is also used to veto events for down-going neutrinos [95].

IV.1.3 Digital optical modules

The Digital Optical Modules (DOMs) (see fig. IV.4) are standalone modules respon-

sible for: the detection the Cherenkov light, the signal shaping, the digitization and the

calibration. The module embeds in a spherical glass: a 10
′′
PMT looking downwards; a

board responsible of data acquisition, calibration, communication and voltage conversion;

boards responsible of applying the high-voltage to the PMT, collect the PMT signal, and

generate light pulses with a LED.

The PMTs are able to detect the Cherenkov light of charged particles from 10 GeV to

10 PeV energy which can be as far as 500 m from the DOM. The PMTs produce about

10
7
electron per photo-electron for about 1 mV pulse amplitude. The PMTs response is

linear over a dynamic range of 2 V. Several digitizers are used to record the pulse signals.

The DOMs individually detect the photons and are able to store waveform signals up to
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Figure IV.3. Drawing of the IceCube observatory with its laboratory, the cosmic-ray

detector: IceTop and the in-ice array. The Eiffel tower is drawn for size comparison. Taken

from [96].

6.4 µs following the initial photon. Together with the waveforms are stored the individual

arrival times of detected photons (hit times). The PMT hit rate is recorded as well. This

allows to propagate the information about burst of hits. Bursts could occur when many

low-energy (about 10 MeV) supernova-neutrino interact in the detector.

IV.1.4 Event categories

The IceCube events can be classified in three categories. Depending on the type

of interaction (charged or neutral current) and the flavor of the incoming neutrino, the

signature shape left by the charged particles in terms of Cherenkov light is different.

The three categories are track-like events, cascade-like events and double-bang events.

In fig. IV.5 are shown typical examples of these event types.

Track-like events A track-like event (see fig. IV.5a) leaves in the detector a long track. The

DOMs that detected the Cherenkov photons are placed on a linear track which extends

from the first interaction point to the edge of the detector. These tracks are created by

a muonic neutrino interacting via the charged current interaction producing a muon or

muons produced in the atmosphere that travel through the ice layer. The long-surviving

muons travel distances that can go beyond the detector limits before decaying thus leaving

its signature Cherenkov track. The atmospheric muons are at the origin of a large source

of noise for IceCube (see section IV.1.5).

The energy deposited by the muons is used to estimate the neutrino energy. The
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(a)

(b)

Figure IV.4. Top: Computer image of the DOMs attached to the strings in the ice. Bottom:

Schematic of a DOM. Taken from [96].
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(a)

(b)

(c)

Figure IV.5. Typical track-like event (top), cascade-like event (middle) and double-bang

event (bottom) in the IceCube detector. Each DOM is represented as a sphere its volume

is proportional to the total number of photons detected. The color scale indicates the

time of arrival of the light. Red denotes earliest hits will green denotes latest hits. Taken

from [96].
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muons loses energy via ionization, bremsstrahlung, photo-nuclear interaction and pair

production. The observed energy loss within the sensitive ice volume of the muon offers

a good estimate of its energy.

Due to their elongated shape, the muon event offer great angular resolution when

compared to cascade-like events. The angular resolution for a track-like event is typically

below 1
◦
.

A muon neutrino can interact outside the IceCube detector and the produced muon

could travel through the detector, leaving a track starting at the edged of the detector.

This has the advantage of extending the effective volume of IceCube for track-like events.

However, the distance travelled by the muon before reaching the detector is unknown

which limits its energy estimation.

Cascade-like events Unlike the track-like events, the cascade-like events (see fig. IV.5b)

leave a spherical signature that is contained in a region of the detector. Cascade-like

events originate from NC interaction of all flavor of neutrinos and CC interaction of

electron neutrino νe and tau neutrino ντ.

These events, being contained in the detector, offer a good energy resolution of about

10%. Moreover for the charged current interactions of νe and ντ nearly all the neutrino

energy is deposited in the detector. Thus the energy deposited offers a good estimate

of the neutrino energy. However for NC interactions of all flavors, part of the neutrino

energy is passed to the undetected outgoing neutrino. Therefore, the deposited energy

gives a lower limit of the incoming neutrino energy. IceCube cannot distinguish between

NC cascades and CC cascades. Consequently, the energy deposited is always a lower limit

of the incoming neutrino energy.

Due to their spherical shape, the angular resolution of cascade-like events is about 15
◦
.

Double-bang events TheCC interaction ofντ can be distinguish from theCC interaction

of νe at energies beyond 1 PeV. Above this threshold, the tau lepton produced has enough

energy to travel a longdistance before decaying into a lowermass lepton. At the interaction

point, the tau neutrino initiate a hadronic cascade and the tau produced travels a distance

greater than the inter-string separation before decaying. While travelling the tau leaves a

track. The decay of the tau lepton leaves a second cascade in the detector. These events

are referred as double-bang events (see fig. IV.5c) for there two distinct cascades.

The neutrino tau are of particular interest for IceCube because they are less present in

the atmospheric background and thought to originate from astrophysical sources.

IV.1.5 Atmospheric background

Being able to detect neutrinos with energy above 100 GeV, the IceCube detector is sen-

sitive to atmospheric neutrinos produced in cosmic-ray showers (see fig. I.12). Moreover,

the hadronic extensive air showers produce secondary muons that can be miss-identified

as muon neutrino from astrophysical origin. In fact, the atmospheric background is the

main source of background observed by IceCube. In fig. IV.6, the different sources of

neutrinos seen by IceCube are illustrated.

Several techniques are in place to discriminate atmospheric events from astrophysical

events. The astrophysical-ness of the events is established based on: the reconstructed

energy; the type of event; the point of first interaction and the reconstructed direction.
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Figure IV.6. Illustration of the neutrinos seen with the IceCube telescope from up-going

and down-going directions. The IceCube detects atmospheric muons and neutrinos as

well as cosmic neutrinos. The up-going region corresponds to the northern sky while the

down-going region corresponds to the southern sky. Taken from [97].

It can be seen in fig. I.12 that above a certain energy the astrophysical neutrinos

are dominating the atmospheric background. This threshold depends on the supposed

spectral index of the astrophysical neutrino sources.

Additionally, the fact that a track-like event is starting within the detector volume rules

out the possibility that it is an atmospheric muon. An atmospheric muon would, as its

name suggests, be produced outside of the ice. The fact that the detector is placed between

1450 m and 2450 m depth under the ice, offers a natural shielding for atmospheric muons

to some extent.

Cascade-like events rule out the atmospheric muon hypothesis as its signature shape

is significantly different from a muon track. However cascade-like events can originate

from atmospheric electron neutrinos or atmospheric tau neutrinos and all-flavour NC

interactions. However the flavor composition of atmospheric neutrinos is about (νe :

1,νµ : 2,ντ : 0). This means that two third of the atmospheric neutrinos are muon

neutrinos and about one third are electronic neutrinos. The proportion of tau neutrino is

very small.

The detector is able to reconstruct events coming in all directions. IceCube distin-

guishes two event directions: down-going and up-going. Down-going events are events

that traverse the detector from the surface of the ice to the bottom of the ice. Up-going

events are events that traverse in the opposite direction (see fig. IV.6). As the detector is

located at the Geographic South Pole, down-going events correspond to events coming

from the southern skywhile up-going events come from the northern sky. In the northern

sky, almost no atmospheric muon can reach the detector. This is particularly true at dec-

lination δ ∼ +90◦ where Earth’s crust absorbs almost all atmospheric muons. However in

the northern sky, part of the neutrino flux at high energy is absorbed by the Earth.
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(a) (b)

Figure IV.7. Left: Median angular distance between the reconstructed muon and the

neutrino direction as a function of the neutrino energy. The dashed lines represent the

median bias for the 10 year analysis in [100] for the northern sky (blue) and southern sky

(green). Right: Effective area for muon neutrinos as function of the neutrino energy and

for different declination angles δ. Taken from [100] .

IV.1.6 Performance

IceCube has shown evidence for astrophysical neutrinos by showing an excess of the

observed neutrino flux at energies above 50 TeV incompatible with the expected atmo-

spheric background [98]. Several searches are conducted to cross-correlate known source

of gamma-rays with neutrinos or to cross-correlate transient phenomena with neutrinos.

Aflaring gamma-ray source: the blazar TXS 0506+056 initiated amulti-wavelength search.

IceCube identified an excess of neutrino events at the blazar location over several years.

It showed that blazars are sources of neutrinos [99].

The search for sources of neutrino is still an on-going activity for the collaboration.

IceCube published recently an all-sky scan in the aim to detect neutrino sources with 10

years of track-like events [100]. Here are reported the median angular bias and effective

area (see fig. IV.7). The neutrino source sensitivity flux is shown in fig. IV.8.
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Figure IV.8. IceCube neutrino source flux sensitivity (dashed) and 5σ discovery potential

(solid) as function of the declination angle δ. Two neutrino source fluxes hypothesis are

drawn: spectral index γ � −2 (orange) and γ � −3 (blue). The sensitivity is shown for

track-like events. Taken from [100] .
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Chapter V

Calibration of a Cherenkov telescope
camera using Silicon Photo-Multipliers

Silicon Photo-Multipliers (SiPMs) are becoming a standard for low light level detection

in nuclear and particle physics experiments. Presently, the majority of Cherenkov cam-

eras used in gamma-ray astronomy on imaging air Cherenkov Telescopes (IACTs) are

equipped with photo-multiplier tubes (PMTs). Their operation in the presence of moon-

light is possible, but it requires either lowering the high-voltage applied to the PMTs or

the use of UV-pass filters [63, 64]. The FACT telescope [65] has shown that SiPMs can

replace PMTs for Cherenkov cameras allowing to observe during strong moonlight and

even with the Moon in the field of view (FoV), therefore, increasing the duty cycle [86],

i.e. the observation time. Over the years, SiPMs have shown to have many advantages

when compared to PMTs. As example their insensitivity to magnetic fields, the absence

of ageing or the high level of reproducibility, being solid state devices, and their progres-

sively lower cost. In terms of performance, SiPMs show consistent improvements of the

photo-detection efficiency towards ultra-violet light, while reducing the correlated noise

probability and dark noise rate. For these reasons, SiPMs are taking over PMTs in many

fields of particle and nuclear physics. As mentionened in section III.2, the new generation

of gamma-ray observatory, the Cherenkov Telescope Array (CTA), adopts SiPMs for the

small size telescope (SST) cameras [101]. Also the LHAASO experiment adopted SiPM

for the cameras of the fluorescence/Cherenkov array of telescopes [102] and the TAIGA

experiment is also considering them for their IACTs [103].

This work defines the methods to measure the relevant calibration parameters in the

laboratory and monitoring during operation on the field of a SiPM-based camera for

gamma-ray astronomy. Here, the precision at which the calibration parameters are mea-

sured together with the methods and the calibration devices used for their determination

are described. Through the measurement of these parameters, the camera performance

can be fully assessed. The delivery schedule for the CTA southern observatory imposes

a production and delivery of two telescopes per month for a total of up to 70 SSTs. The

CTA project imposes strict requirements on the performances of its instruments. These

are verified during the production phase. Therefore, emphasis has been put on the au-

tomation of the calibration (see section V.2) and validation (see section V.3) processes for

large scale production of cameras.

In sectionV.1 I present the reconstruction of the arrival time and the number of photons
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from the waveform signals. In section V.2, I describe the mandatory characterization, in

the laboratory, of the different camera elements and of the full assembled camera. The

characterization is performed using a likelihood maximization of the multiple photo-

electron spectra of each pixel and for various light intensity. Compared to previous work,

here the likelihood includes the optical cross-talk as modeled in [80]. It also combines the

multiple photo-electron spectra of various light intensity to achieve better precision. The

characterization of the camera elements is essential to understand the camera performance

and define the methods and strategy to calibrate the signals at the site. For the calibration

in the laboratory, the camera test setup (CTS) is a key element, therefore a brief description

is also given there. The precision achieved for the measurement of the critical parameters

is presented. Finally, the optical efficiencies of the camera elements are presented. In

particular, the optical efficiency of the filtering window has been determined as function

of wavelength and on its entire surface. In section V.3, I present two of the most important

parameters to assess the camera performance, the charge and time resolution of the camera

as a function of the impinging light intensity for differentNSB levels. Finally, in sectionV.4,

we describe the calibration and monitoring strategy envisaged to be performed on-site.

The on-site calibration provides information about the trigger stability, the aging of the

PDP components and the correction of the sensor bias voltage drop induced by the NSB.

The following work was published in the Journal of Instrumentation and can be found

in [85]. The parts for which I mainly contributed are extracted.

V.1 Signal reconstruction
The main scope of the calibration of a SiPM based gamma-ray camera is to convert raw

data expressed in Least Significant Bit (LSB) units into a number of photons per pixel

and a respective arrival time. Ultimately, the number of photons and the reconstructed

arrival time profile of an extensive air-shower event are used to determine the energy and

direction of the primary particle. The precision at which they are measured is linked

to the energy and angular resolution of the detector, respectively. The determination

of the characterizing parameters of the camera is also relevant to accurately simulate

the response of the camera to Cherenkov light. This is particularly relevant to estimate

the performance of the telescope and properly infer the fluxes of gamma-ray sources.

It is also relevant when energy and direction of the primary particle are reconstructed

with machine learning algorithms, trained onMonte Carlo simulated images of extensive

air-showers.

V.1.1 Reconstruction of the number of photons

The DigiCam FPGA features a ring buffer capable of storing up to 2048 samples at

f � 250 MHz. Each sample is a 12-bit integer marked as Wk, with k ∈ [0, 2047]. When

a trigger (internal or external) is satisfied, the raw signal waveform per pixel, which is

composed by an ensemble of ring-buffer samplesWk, is acquired in a readout window, as

it is shown in figure V.1. To reconstruct the number of photons, the rawwaveform needs to

be converted into a photon signal. The first step is to extract the number of photo-electrons

Np.e. from the waveform of the pixel. The signal baseline is mainly due to the average

uncorrelated noise, such as the dark noise or NSB. Therefore, it needs to be subtracted

from each waveform, to extract the signal contribution. The baseline B is computed by
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V.1. Signal reconstruction

Figure V.1. Waveform scheme as seen in the ring buffer of DigiCam FPGA. The readout

window contains between 50 and 91 samples depending on the used configuration. The

charge is computed as the sum of the samples around the Cherenkov signal after the

baseline subtraction (as in equation V.2). To be able to represent the full buffer size the

waveform is truncated.

the DigiCam FPGA for each pixel as the average of the 1024 samples (4.096 µs) preceding

the readout window of the triggered event (see equation V.1).

B �
1

1024

i+1023∑
k�i

Wk; (V.1)

Np.e. �
1 − µXT
G

j+f∆t∑
k�j

(Wk − B), (V.2)

where i is an adjustable parameters of the DigiCam. It allows to adjust from which

ring buffer sample k the baseline is calculated. This parameter is set such that the baseline

is computed before the start of the readout window.

The baseline-subtracted waveforms are then integrated within the readout window

over a duration ∆t from the sample j, where j is the start of the integration window. The

resulting value is converted into photo-electrons using the gain, G, and corrected for the

average excess of photo-electrons induced by optical cross-talk µXT, as in equation V.2.1 In

order to maximize the signal-to-noise ratio, an optimal integration window of ∆t � 28 ns

was found.

Finally, the number of photons arriving at the camera photo-detection plane Nγ is

obtained by correcting also for the window transmittance ηwindow, the cone collection

efficiency ηcones (this includes the coating reflectance and geometrical fill factor) and the

1µXT represents the average number of total cross-talk avalanches initiated by a primary avalanche,

while

∑∞
i�0 µ

i
XT

�
1

1−µXT

is the total number of discharged micro-cells resulting from a primary avalanche.
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photo-detection efficiency (PDE) of the SiPM sensor, ηSiPM:

Nγ �
Np.e.

ηwindow × ηcones × ηSiPM
. (V.3)

Since the PDP efficiency depends on the photon’s wavelength, we refer to the efficiency of

the various camera components ηwindow, ηcones and ηSiPM as their wavelength dependent

efficiencies folded with the Cherenkov signal light spectrum.2

Among the calibration parameters defined above, the gain G, the baseline B and the

optical cross-talk µXT aremeasured for each camera pixel. Therefore the number of photo-

electrons Np.e. can be computed per pixel. On the contrary, the overall photo-detection

plane efficiency ηtotal cannot be calculated for each pixel individually. As a matter of

fact, the determination of Nγ requires to measure individually the SiPM photo-detection

efficiency and the cone collection efficiency, which are quite time consuming procedures.

However the transmittance of the camera window is determined on its entire surface (see

sectionV.2.2.1). On the other hand, the relative pixel-to-pixel PDE canbedeterminedusing

a diffuse light source, with a known irradiance profile (see section V.4.3), by comparing the

reconstructed number of photo-electrons in each pixel. This relative efficiency is converted

in an absolute efficiency, using a set of 12 reference-calibrated pixels (corresponding to a

PDP module), whose optical efficiencies have been precisely measured.

It is important to stress that the SiPM gain, and therefore the overall gain G, the

optical cross-talk µXT and the photo-detection efficiency of the SiPM, ηSiPM, depend on the

operation voltage of the SiPM.3 To prevent a high current to flow through the SiPM, which

increases its temperature and in the long term might damage it, it is necessary to have a

resistor at its bias stage which acts as a current limiter. The steady current produced by

NSB light induces a voltage drop across the resistor, which reduces the operational voltage

of the SiPM [104]. As a consequence, these parameters vary for different NSB levels. This

voltage drop effect has been both modeled and measured [105] and it is corrected for in

this analysis. For simplicity, the reported values in this work for G and µXT are given in

the absence of any background light. Nonetheless, the necessary corrections are applied

in the presence of background light.

V.1.2 Reconstruction of the arrival time of photon light pulse

For atmospheric showers, the typical time spread of the Cherenkov signal within

a single pixel (on average ∼ 1.7 ns for diffuse cosmic ray protons with a spectrum of

E−2.7) is much shorter than the duration of the SiPM response signal (full width at half

maximum ∼ 20 ns). Thus, the Cherenkov flashes collected in each pixel can be viewed

as an instantaneous flash of light. Moreover, the flash of light produces a waveform

with the same shape as a typical single photo-electron pulse, but with an amplitude

and integral proportional to the number of photo-electrons producing it (in the linear

range of the amplification chain). As a consequence, a typical normalized SiPM pulse or

pulse template, h(t), fitted to the waveform is used to determine the arrival time of the

2
The efficiency of an optical component is η �

∫∞
0

g(λ)dNdλ dλ∫∞
0

dN
dλ dλ

, where g(λ) is the transfer function of the

optical component and
dN
dλ is the number of photons emitted by the source per unit wavelength λ.

3
The overall gain G corresponds to the average signal charge produced by the full readout chain (SiPM,

front-end pre-amplifying electronics, and back-end digitizing electronics) for one photo-electron.

90
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photons. The procedure to derive the pulse template from measurements is illustrated in

section V.2.1.3.

To extract the photon arrival time t′, thewaveforms (composed ofNsamples samples) and

the template are normalized to their integrals around their maximum. One defines kmax �

argmax

k

Wk as the samplewhere thewaveform ismaximumand
ˆkmax � argmax

k

h(k/f+dt)

as the sample of the maximum of the pulse template, sampled with the time offset dtwith

respect to the kth sample (sampled at tk � k/f, where f is the sampling frequency of

FADCs). The normalization coefficients AW and Ah(dt) are obtained with the sum over

eight consecutive samples (three before the maximum and four after) for the waveform,

once the baseline has been subtracted, as

AW �

4∑
k�−3
(Wk+kmax

− B) (V.4)

and for the template as

Ah(dt) �
4∑

k�−3
h(tk + ˆkmax/f + dt) . (V.5)

The residual rk(dt) of the comparison of the normalized waveform with the normalized

template is:

rk(dt) �
Wk − B
AW

− h(tk + dt)
Ah(dt)

, (V.6)

while the estimated error is the normalized combination of the electronic noise σe and

the uncertainty on the template σh(t) with:

σk(dt) �

√(
σe

AW

)
2

+

(
σh(tk+dt)
Ah(dt)

)
2

. (V.7)

The χ2(dt) obtained comparing the normalized pulse template and the normalized wave-

form is computed for different offsets dt of the template in time according to :

χ2(dt) � 1

Nsamples

N
samples∑
k�1

r2
k
(dt)

σ2
k
(dt)

, (V.8)

and the photon arrival time t′, defined as the timewhere the fitted amplitude ismaximum,

is calculated as:

t′ �
kmax

f
− argmin

dt

χ2(dt) . (V.9)

V.2 Off-site calibration strategy

V.2.1 Photo-sensor and electronics properties

V.2.1.1 The Camera Test Setup and its LED calibration

To assess the camera performance and extract all the relevant parameters of its calibration,

the Camera Test Setup (CTS), shown in figure V.2, has been developed. The CTS is a
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Figure V.2. From left to right: CTS seen from the LED side, from the back and details of

the LED placement.

hexagonal structure that can be mounted in front of the PDP. It has been conceived to

have each pixel of the camera facing two nearby LEDs, one operated in pulsed mode (AC

LED), while the other in continuous mode (DC LED). For each pixel, the AC LED is meant

to emulate the prompt Cherenkov signal produced by atmospheric showers, while the

continuous DC LED emulates the NSB. The intensity of the AC LED can be controlled for

patches of three neighboring pixels, while the continuous DC LED intensity is adjustable

by groups of 24 pixels. The light intensity of the LED is controlled by a 10 bit DAC. The

AC and DC LEDs have both a peak wavelength of λ � 470 nm (Broadcom / Avago ASMT-

BB20-NS000). The AC LED is operated from 0 up to ∼ 8000 photons (about 2000 p.e.),

while the DC LED is operated to emulate a NSB with frequency up to 1 GHz per pixel.

The CTS is fully programmable and controllable via an OPC-UA server controlled by

scripts written in the ALMA Control Software [106] (ACS) framework. Its programmable

feature allows injecting different kinds of patterns; therefore also simulated images of

showers or muon rings can be injected in the CTS to test the camera performance and

trigger algorithms.

The trigger signal and the communication bridge are provided to the CTS byDigiCam.

Its mechanics have been optimized such that the CTS can be mounted on the camera

without removing the shutter doors nor the protection window and still providing light

tightness. The light tightness of the CTS allows to re-calibrate the camera on-site without

needing to remove it from the telescope structure, thus saving on the maintenance time.

V.2.1.2 Acquisition and processing

The data are acquired as if the camera was mounted onto the telescope during standard

observations: The camera is connected via the two 10 Gbps optical fibers (one for the data,

one for the slow-control) to the camera server, where the acquisition software runs. All

data acquisition components are controlled via ACS by the use of ACS scripts. This feature

allows programming all steps of the measurement, from the light generation to the data

recording. All measurements performed with the CTS use DigiCam as a trigger source

that offers stable synchronization (estimated to be ≤ 100 ps) between the light pulses and

the data acquisition. In addition to the event number, timestamp, and 1296 waveforms,

each event contains:

1. 16 bit unsigned integers providing the baseline for each pixel computed as the

average of the 1024 samples preceding the trigger decision (see equation V.1);

2. the sum of the baseline-subtractedwaveforms from three neighboring pixels clipped

at 8 bit;
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Figure V.3. Schematic of the CTS data acquisition setup.

3. 1 bit waveforms per cluster (a group of 7 triplets or 19) and per trigger algorithm,

identifying when in the readout window the trigger condition was satisfied.

The first item provides a precise measurement of the baseline while the second and

third allow studying the trigger. For example, they allow to measure the trigger efficiency

as both external and internal triggers can be flagged as true for the same event.

The data analysis is performed using a dedicated software package digicampipe [107]
developed by the SST-1M team.4 The code contains calibration scripts, reconstruction and

data quality pipelines for the SST-1M telescope. A schematic of this acquisition setup is

shown in figure V.3.

AC/DC scan A scan of pulsed and continuous light-level is realized to infer the photo-

sensor properties. A set (referred to as AC/DC scan in the following) of Nw � 10
4

waveforms, per pixel, for each level of pulsed and continuous light (AC and DC light) is

acquired with the CTS. The AC light ranges from 0 up to ∼ 2 × 10
4
photons in NAC � 50

levels, while the DC light ranges from 0 up to ∼ 1 GHz equivalent night-sky background

rate in NDC � 10 levels. The scan without continuous light is used to determine the

reference SiPM characteristic parameters. Using the single photon-counting capabilities

of SiPMs, the average number of photo-electrons µj for the j
th

pulsed-light level can be

determined allowing to calibrate the AC LEDs at the same time. The LEDs have been

calibrated using the SiPM sensors in the pre-amplifier linear range (Np.e. ≤ 600 p.e.).

In the non-linear range, the calibration of the LEDs is extrapolated using a calibrated

photo-diode as described in [84]. Figure V.4 shows the calibration of a pair of LEDs.

4
It has been constructed to be based on the core components of ctapipe [108], the reconstruction pipeline
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Figure V.4. Left: Pulsed CTS LED (AC LED) calibration curve for the LED pair numbered

18. The number of photo-electrons is obtained from the pulse amplitude in the linear

regimeof the amplification chain. Theywere extrapolatedusing a forthdegree polynomial

above saturation. Right: Continuous CTS LED (DC LED) calibration curve for the LED

pair numbered 18.

Time delay scan Compared to the sampling frequency f � 250 MHz of the FADCs,

the full width at half-maximum of the photo-electron pulse of ∼ 20 ns is quite short,

meaning that the rising and falling edges of the pulse typically fall within 5 samples (each

of 4 ns). Therefore, for a given time delay between the flash of light and the readout

window, the pulse waveform might not be sampled at its maximum. To artificially obtain

a higher sampling frequency, the delay between the trigger and the readout window

can be adjusted in DigiCam by steps of 77 ps over 32 steps. This allows to shift up to

2.464 ns (32×77 ps) the readout and trigger windows within the 4 ns sample of the FADC,

therefore capturing nearly all features of the waveform. Low jitter and stable light source

are required to be able to combine the waveforms for the different delays and obtain a

precise pulse template for each pixel. This scan is referred to as the time delay scan in the

following.

V.2.1.3 Analysis and results

Single photo-electron spectrum The single photo-electron spectrum (SPE) is derived

from the charge distribution within the readout window in absence of external light

source, therefore containing only thermal pulses. It is obtained in dark conditions, namely

in the absence of AC and DC light. An example of a SPE is shown in figure V.5.

From the SPE, the number of events N0, corresponding to the number of times no

dark pulses were observed within the readout window, is obtained by fitting the SPEwith

equally spaced Gaussians. Using Poisson statistics the dark count rate (DCR) is given by

(as in [87]):

DCR �
< Npulses >

Twindow

�

− ln
(
Nw

N0

)
N

samples

f

, (V.10)

software for CTA.

94



V.2. Off-site calibration strategy

0 20 40 60 80 100 120
Charge [LSB]

0

500

1000

1500

2000

2500

3000

3500

4000

co
u

n
t

0 p.e.

1 p.e.

2 p.e.

3 p.e.

SPE pixel 0

Fit 
N0 = 29236.1 ± 172.1

Figure V.5. Example of a single photo-electron spectrum fitted with equally spaced

Gaussians.

where < Npulses > is the average number of dark pulses in a duration Twindow, Nw is

the number of waveforms acquired and Nsamples is the number of time samples recorded

in each waveform. An average dark count rate of 3.08 MHz per pixel is observed (see

figure V.6 (left)).5 On the right of this figure, the dark count map over the plane of the

camera is shown. A lower dark count rate can be noticed at the lower left edge of the

camera, corresponding to a different batch production of the SiPMs. As expected, the

dark count rate is correlated with temperature, as can be seen from figure V.9 (bottom

right) and figure V.6 (right).

It should be noted that the dark count rate, as defined above, actually measures the

number of thermal pulses above 0.5 p.e. Thus this value also includes after-pulses induced

by dark counts with amplitude higher than 0.5 p.e. As the after-pulse probability is of

the order of 2% [87] and the readout window used is long enough (Twindow � 364 ns)

the dark count rate is only slightly overestimated as can be seen from figure 15 in [87].

Since the dark count rate is about 13 times lower than the expected NSB rate at a high-

quality observational site (e.g. the NSB rate in a moon-less night is about 40 MHz in

Paranal, Chile), it is not relevant to obtain an DCR measurement unbiased by afterpulses.

Moreover, the results are compatible with the ones reported in [87].

The rather high dark count rate observed in the SiPM, due to its large active surface

of 93.6 mm
2
, makes it difficult to extract with high precision the optical cross-talk and

the gain. This is due to the high probability of having coincident uncorrelated dark

count events. Therefore, to extract the calibration parameters the multiple photo-electron

spectrum (MPE) is used as presented in the following section.

5
Corresponding to 32.9 kHz/mm2

at 26.5
◦
C
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Figure V.6. Left: Dark count rate distribution over the camera pixels. Right: Dark count

rate viewed for each pixel.

Multiple photo-electron spectrum To extract the gain G, the optical cross-talk µXT, the

SiPM gain smearing σs and the mean number of photo-electrons µj of the j
th

pulsed

light level for each pixel, the single photon counting capability of the SiPM is used. The

reconstructed charge C distribution of prompt signals from the AC LED can be expressed

with a smeared generalized Poisson distribution as in [80]:

P(Cj � x) �

∞∑
k�0

µj(µj + kµXT)k−1
k!

e−µj−kµXT

1√
2πσk

e
− (x−kG− ¯B)2

2σ2
k (V.11)

with G � ¯G

∫∆t
0

h(t)dt, (V.12)

σ2k � f∆tσ2e + kGσ
2

s, (V.13)

where σe is the electronic noise per time slice,
¯G is the amplitude of a single photo-electron

signal and
¯B is a free parameter allowing to center the first photo-electron peak to a null

value, that can be interpreted as the residual charge after baseline subtraction as defined

in section V.1.1.

A maximum log-likelihood estimation (MLE) on a smeared generalized Poisson dis-

tribution is applied to the charge spectrum (or multiple photo-electron spectrum) of each

pulsed light level j acquired, where the log-likelihood is defined as:

lnL(®θ) � 1

Nw

Nw∑
i�1

lnP(®θ;Cij), (V.14)

with P(®θ;Cij) defined from equation V.11 and represents the likelihood of the param-

eters
®θ given the observed charge Cij of the i

th
waveform and the jth AC light level. All fit

parameters
®θ, except the mean number of photo-electrons µj, are not changing with the

amount of light emitted by the LEDs. Therefore the fit results for each input pulsed light
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level should be consistent. To achieve that the log-likelihood lnL is further reduced by

summing over the pulsed light level j:

ln
ˆL(®θ) � 1

NwNAC

NAC∑
j�1

Nw∑
i�1

lnP(®θ;Cij). (V.15)

By combining the MLE of each light level, the number of fit procedures is reduced

fromNAC to 1 and the number of independent fit parameters from 6×NAC toNAC+5. The

number of fit parameters can be again drastically reduced by imposing that the sample

mean < Cij >i and the mean number of photo-electrons µj follow the relation derived

from the mean of the smeared generalized Poisson distribution (in equation V.11):

µj �
< Cij >i − ¯B

G
(1 − µXT) (V.16)

The overall reduction and simplification of the MLE increases the robustness of the

fit and reduces the chances of falling into local minima. The number of independent

fit parameters is, in the end, reduced to 5 (the gain G, the optical cross-talk µXT, the

electronic noise σe, the gain smearing σs and the residual baseline
¯B). It allows to fit

consistently the MPE from the lowest light levels, where the photo-electron peaks are

clearly distinguishable, up to the highest light level, where one cannot resolve single

photo-electrons.

Figure V.7 shows four distinct light levels of the same pixel together with the fit results.

Only themean light level µj differs from one distribution to the other, all other parameters

being common.

Thismethodhas been applied to all the camera pixels individually. The distributions of

the fit parameters are shown in figure V.8 andV.9 and summarized in table V.2. The results

were obtained after the first round of gain equalization of the full readout chain using the

FADCs variable gain (described in section V.2.1.3). We observe an average optical cross-

talk of 0.08 p.e. (this value corresponds to the average number of cross-talk photo-electrons

inducedbya single avalanche)which is comparable to themeasurementsperformed in [87]

(10% optical cross-talk at the operational voltage). A higher optical cross-talk is observed

on the left edge of the camera. This part corresponds to the second batch of production of

SiPMs. The differences observed are within the producer specifications (typical value 8%

optical cross-talk, maximum value 15% optical cross-talk). It also highlights the precision

at which the optical cross-talk can be determined (≤ 0.01 p.e.). A similar pattern is

observed for the SiPM gain smearing on the same part of the camera. In that case, the gain

smearing is lower, consequently the photo-electron resolution (∼ 0.09 p.e. on average)

is improved. Lower values of gain smearing can be also observed at the camera center

because the SiPM with the best photo-electron resolution were mounted on purpose at

the camera center for better image resolution. An average electronic noise of 16% of a

single photo-electron signal is observed. The baseline residual, on average, is of the order

of 1.17 LSB, which translates to a systematic underestimation of the baseline evaluated by

the DigiCam FPGAs of 5.7% of the photo-electron amplitude. This can be explained by

the 16 bit limitation of the baseline computation and rounding effects. Nevertheless the

systematic baseline offset can be coped off-line by adjusting the baseline value provided

by DigiCam accordingly.

The systematic biases of the parameters measured from multiple photo-electron spec-

tra, described in this section, is determined using a Monte Carlo simulation. The Monte
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Figure V.7. Multiple photo-electron distributions, of pixel 0, acquired with different light

levels. It shows four distinct light levels: 0.31 p.e. (top left), 1.74 p.e (top right), 10.2 p.e.

(bottom left) and 145.15 p.e. (bottom right) fitted with the probability density function

defined in equation V.11. The fit for these light levels is performed in a combined way

by maximizing the log-likelihood defined in equation V.14. The reduced chi-squared for

each fitted spectra is reported individually as an estimate of the goodness of fit.

Carlo is designed to reproduce the PDP response to a prompt light-source and a continu-

ous background light-source. TheMonte Carlo simulates the baseline and its fluctuations

due to NSB, dark count rate and electronic noise. It simulates also the amplification chain

gain and gain smearing. The Poisson fluctuations and optical cross-talk are also simu-

lated. It is similar to the one described in [84] but it includes optical cross-talk as modeled

in [80]. The result shows that the bias increases with an increased thermal noise rate. In

particular, the relative differences between the true and reconstructed parameters for a

dark count rate of 3.08 MHz (observed average dark count rate for the off-site calibration)

shows negligible systematic error and good resolution in the reconstructed parameters

(see tableV.1). Moreover, the bias induced in the reconstructed number of photo-electrons,

from equation V.2, is of the order of 1% (assuming a typical value for optical cross-talk of

0.08 p.e.).

The distributions of the calibration parameters can be used to identify outlier pixels.

Pixels for which at least one of the six calibration parameter values shows a 5 standard

deviation from the camera-averaged value are flagged. In figure V.9 the identified outlier

98



V.2. Off-site calibration strategy

Table V.1. Results of the systematic study of the calibration parameters for a dark count

rate of 3.08 MHz

G σe σs µXT µ

Relative resolution [%] ≤ 0.1 1 7 9 1

Relative systematic error [%] ≤ 0.1 1 2 4 1

Figure V.8. Measured fit parameter distributions for all the 1296 pixels. In reading order,

the gain G, the optical cross-talk µXT, the gain smearing σs, the electronic noise σe, the

baseline residual
¯B and the average temperature of the SiPMs during the measurements

are shown.

pixels are drawn in black. It can be seen that two outlier pixels are identified for each

calibration parameter. For these pixels theMPE spectrum cannot be obtained, because the

corresponding AC LEDs on the CTS are damaged. Furthermore, among the 1296 pixels,

none showed to be inoperable. A few pixels have a lower gain than the central value

or poor photo-electron resolution. But these out-off-spec pixels have been characterized

ensuring raw data to photo-electron conversion.

Gain equalization To reach a uniform signal response of the camera, each one of the

1296 read-out channel are equalized in gain. Each SiPM is provided with its operating

voltage and a compensation loop on the slow control boards is implemented to cope with

breakdown voltage changes with temperature, as described in [88]. To further improve

signal uniformity the DigiCam allows to adjust the FADC gain by steps of 0.01% for each

readout channel within ±5% (see [84, 109] and [110] for more details) .

A gain uniformity of 2.6% is achieved after one round of equalization as can be seen

in figure V.8. The gain is measured as described in section V.2.1.3. The updated gains are

99
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Figure V.9. Measured fit parameter maps across the camera. In reading order, the gain

G, the optical cross-talk µXT, the gain smearing σs, the electronic noise σe, the baseline

residual
¯B and the average temperature of the SiPMs during themeasurements are shown.

The pixels appearing in black are considered as outliers.

Table V.2. Summary of the fit results.

Parameters Units Mean Std Spread [%]

Gain [LSB/pe] 20.47 0.54 2.6

µXT [p.e.] 0.08 0.01 12.5

σs [LSB] 1.78 0.69 38.8

σe [LSB] 3.37 0.40 11.81

Baseline residual [LSB] 1.17 0.68 58.12

Dark count rate [MHz] 3.08 0.67 21.7

T [
◦
C] 26.45 0.82 3.1
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equalized to the previouslymeasured camera average gain. The uniformity can be further

improved with many iterations, but a larger data sample is needed to achieve a precision

below the percent level. The gain correction coefficients are loaded at each boot of the

camera. This equalization process can also be regularly performed on-site, with the CTS

mounted in front of the camera.

DigiCam also permits to equalize the baseline of each FADC within ±138 LSB.
The method is similar to the one applied for the gain equalization. The baselines were

measured in dark conditions with the SiPMs at their operational voltage over a collection

of ten thousand waveforms of 50 samples each.

Pulse template As can be seen in section V.1.2, the pulse template h(t) is used to recon-

struct the timing information of the signal. It is also used for Monte Carlo simulations of

the telescope as it describes the typical signal response to a single photo-electron signal. In

addition, it provides a conversion factor between a single photo-electron amplitude
¯G and

single photo-electron integrated charge G, as can be seen from equation V.12. Moreover,

to be able to extract charge and timing information the pulse template characterisation in

the saturation region of the pre-amplifier and of the FADC is important.

The time delay scan, discussed in section V.2.1.2, is used to evaluate the pulse template.

The flashes of the CTS are triggered by the camera and a delay is adjusted by steps of 77 ps

to vary the position of the light pulse in the sampling window. Given that each LED has a

different response to a given DAC value and that the DACs control groups of neighboring

pixels, the homogeneity of the light is not guaranteed with the CTS. Therefore, the timing

scan is done by scanning theACDAC level to ensure thatmost of the pixels are illuminated

between 50 and 400 p.e. This light level range ensures a good signal-to-noise ratio and no

saturation.

For each camera pixel and each flash of light, a charge estimation is done summing

up the FADC samples in a large enough window to fully contain the pulses for all LEDs,

despite the offset in time between LEDs of the CTS. A large number of samples allows

also to detect saturation when the pulse amplitude flattens, but the pulse width increases

as shown in figure V.10.

Pulses whose estimated charges are between 50 and 400 p.e are added to a single 2D

histogram (combining all pixels). The histogram is binned as a function of the time of half

maximum amplitude and as a function of the normalized amplitude (normalized by the

estimated integral charge). The template value and its uncertainty are taken as the mean

and standard deviation of the normalized amplitude of each bin of time with significant

number of entries. Figure V.10 shows the obtained average template.

V.2.2 Optical element properties

The efficiencies ηi of the different optical components (namely the light funnels, the

SiPMs and the entrance window) have been measured for the wavelengths in the range of

the spectrum of Cherenkov emission in the atmosphere. The efficiencies as a function of

the wavelength are shown in figure V.11 (left) together with the product of the efficiencies

(in red). Their measurements provide the photo-electron to photon conversion factor,

as illustrated in equation V.3. The average efficiencies for all elements, convoluted with

the Cherenkov spectrum over the wavelength range 300 nm to 550 nm (as defined in the
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Figure V.10. Left: Average normalized pulse template for the whole camera between 50

and 400 p.e. The error bar width corresponds to the standard deviation of the measure-

ment for all pixels and all flashes. Right: Pulse template as a function of the number of

photo-electrons.
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Figure V.11. Left: Transmittance of the filteringwindow (blue), photo-detection efficiency

of the SiPM (orange), the collection efficiency of the cones (green) and the overall efficiency

(red) as a function of the wavelength. Right: Spectra of the calibration devices measured

with a spectro-photometer (AvaSpec-ULS3648) and the CTA reference Cherenkov light

spectrum in the atmosphere.

CTA requirement B-TEL-1170), are provided in table V.3. Also the total PDP efficiency,

ηtotal � ηwindow × ηcones × ηSiPM � 17%, is indicated.

The average optical collection efficiency for the light concentrators below the cut-

off angle corresponds to 0.88 for the Cherenkov light spectrum. Taking into account

a geometrical fill factor of 0.92 the average collection efficiency of the cones reduces to

ηcones � 0.81. The verification of the cone performance cannot be done for each individual

camera cone, being too time consuming. For this, in the validation phase of the technique

(described in [82]), the uniformity of the quality over a batch of production has been

verified allowing to qualify a batch just measuring few samples. The photo-detection

efficiency (PDE) for SiPM is very uniform across each silicon wafer and overall for SiPMs

of the same type, being solid state device produced with well controlled and reproducible
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TableV.3. Window transmittanceηwindow, cone collection efficiencyηcones, SiPMefficiency

ηSiPM and total efficiency ηtotal for the Cherenkov light spectrum from 300 nm to 550 nm

(as defined in the CTA requirement B-TEL-1170). In this range the CTA requires ηtotal ≥
20%).

Cherenkov Spectrum (300-550 nm)

ηwindow 0.68

ηcones 0.81

ηSiPM 0.29

ηtotal 0.17

techniques over the same batch of production. In addition, the manufacturer has to

comply with precise specification on the spread in breakdown voltage between the four

channels of a single SiPM (< 0.3 V). The PDEmeasurement done to characterize our sensor

are described in detail in [87].

Table V.3 gives the average efficiencies, but as shown in figure V.12 (right), the optical

efficiency varies from pixel to pixel. These differences need to be evaluated to properly

reconstruct the number of photons in each pixel (flat-fielding). The flat-fielding correction

is one of the main goals of the on-site calibrations (see section V.4). This operation can be

done at the site using an external light source, mounted at the center of the mirror dish,

which illuminates the camerawith a given known photon intensity. The number of photo-

electrons in each camera pixel is measured and corrected for the light in-homogeneity.

This in-homogeneity was measured in the laboratory using a calibrated photo-diode

(see section [85]). Therefore, the relative differences in the number of reconstructed

photo-electrons between the camera pixel gives a flat-fielding correction. The flat-fielding

correction comprises the window transmittance, the cone collection efficiency and the

SiPM PDE.

V.2.2.1 Window transmittance

N.B The work presented in this section was the work of the master thesis of N. de Angelis

which can be found in [111]. Here the results are reminded and discussed in the context

of the overall camera efficiency.

Coataing the window is a complex process for such large optical elements as the

window (' 0.81 m
2
), given the scarce availability of large coating facilities. Additionally,

it is extremely challenging toproduceuniformcoating layers over large surfaces, in order to

guarantee uniform transmittance. To correct the images for disuniformities, themeasured

transmittance as a function of thewavelength and position across thewindow can be used.

Figure V.12 (left) shows the camera with the window installed on it.

To optimize the coating uniformity, the window rotates in the coating chamber around

its center and therefore, the coating profile has a radial symmetry. Consequently, in

principle it is sufficient to measure the transmittance only from one corner to the center,

given the rotation symmetry. However, in [41], this hypothesis was verified by measuring

the 6 diagonals of the hexagonal window.

The window transmittance as a function of the wavelength is illustrated in figure V.11

(left) and it is consistent with the expected design specifications. Further details on the

103



V. Calibration of a Cherenkov telescope camera using Silicon Photo-Multipliers

FigureV.12. Left: The SST-1M camera equippedwith its filteringwindowon the telescope

structure in Krakow. The yellowish color of the reflected image is due to the window

coating, which cuts off light beyond 540 nm, which is then reflected out of the camera.

The filter is optimized for transmission in the blue. It also reduces Fresnel losses with

an anti-reflective layer. Right: Relative efficiency of transmission for the Cherenkov light

spectrum from 300 nm to 550 nm per camera pixel with respect to the average value over

all pixels.

window transmittance can be found in [111]. Themulti-layer coating optical transmittance

property depends on the light incidence angle. However, the maximal incidence angle of

the light on the window is 25
◦
and the wavelength transmittance shift is negligible. The

window is effective in reducing the NSB as the expected rate, for a dark night, in each

pixel is about 40MHz (from 200 nm to 1000 nm) thanks to the low pass filter coating. As a

matter of fact, with a simple windowwithout any filter, even with a more UV transparent

material as PMMA, theNSBwould have been about 3.75 times bigger. The non-uniformity

among the six diagonals as a function of the distance to the center was measured to be

lower than 2%. Therefore, the average radial profile was used to generate the window

transmittance map. From this map, the relative per-pixel correction was derived and is

shown in figure V.12 (right). These corrections can be used to derive the per-pixel ηSiPM×
ηcones value from a measurement with uniform illumination or using muon ring images

on-site (as described in [112]).

V.3 Characterization of the camera performance

V.3.1 Charge resolution

The charge resolution plays a crucial role for the energy resolution of the telescope.

The number of photons impinging on the camera and the density of photons at ground

are directly related to the primary gamma-ray energy starting the electromagnetic shower.

It is therefore fundamental to assess the error in reconstructing the number of photons

and that this estimate is not affected by any systematic effect. The charge resolution

is ultimately limited by the nature of the source, which has Poisson fluctuations in the

emitted number of photons. It also takes into account the resolution of the camera photo-

sensors, pre-amplifying electronics and data acquisition chain.

The data analysis performed here is similar to the one described in [84], but we
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now perform the measurement for each of the 1296 camera pixels and express results

in photon units rather than photo-electrons. The results are also compared against the

CTA requirements.

The charge resolution CR is defined as the ratio between the variance and expected

value of the reconstructed charge in units of photons:

CR(Nγ) �
Var(Nγ)
�(Nγ)

(V.17)

where, the variance and expected value are computed as standard deviation andmean

of the acquired sample. The charge resolution presented here takes into account: Poisson

fluctuations of the LED source, electronic noise from the photo-detection plane, SiPM gain

smearing, optical cross-talk, precision of the computed baseline, and non-linearity of the

amplification chain.

In order to meet the requirements on the dynamic range (0-2000 p.e.) and on the

charge resolution (see figure V.13) and in order to have a single amplifying channel per

pixel, which is mandatory to keep the cost and the power consumption reasonable, the

analogue stage has to saturate. The saturation of the response allows to reach the required

charge resolution across the whole dynamic range, while the signal shape remains within

the 12-bits range of the FADCs. This feature allows to retrieve as much information as

possible from the digital pulse, which would be lost in the case of a digital saturation. For

this reason, the measurements of the gain G obtained from the MPE fit are reliable only

in the linear regime. In figure V.13 (left), the pulse integral as a function of the number

of p.e. was extracted. As can be seen in figure V.10, the pulse shape is conserved up to

saturation. A saturation threshold of 600 p.e. (respectively 3500 LSB) on average for all

pixels is obtained. It is defined as a deviation from > 20% of a linear extrapolation of the

slopeG, which is determined in section V.2.1.3. To cope with the saturation of the readout

chain the waveform integration window is extended, as the pulse width increases with

increased light intensity.

The estimated number of photons sent by the LED is obtained from the number of

photo-electrons µij extracted from the MPE spectrum fit described in section V.2.1.3. The

number of photons is then assessed by correcting for the efficiencies of the SiPMs, the

filter window transmittance and the light concentrators as in equation V.3. The effect of

voltage drop from the NSB (see [105]) is also taken into account in the correction of the

number of photons.

The charge resolution, presented in figure V.13 (right), has been measured with the

AC/DC scan data. The solid lines represent the average resolution over the camera

pixels and the contoured area represents its 1-σ deviation. The theoretical Poisson limit

(fluctuations of the light source) is shown as a black dashed line. The charge resolution is

given for two distinct NSB rate levels, given as a rate of photo-electrons per pixel in MHz.

The effects of the saturation can be seen at around four thousand photons but are well

coped with as the resolution does not drastically worsen.

V.3.2 Time resolution

The AC/DC scan data are also used to evaluate the time resolution of the camera

pixels. The CTS LEDswere triggered by the camera in order to have the light pulse always

in the same position within the sampling window. The reconstructed time t′ is obtained
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FigureV.13. Left: Charge linearity of all pixels. Right: Charge resolution in photons for all

pixels and for two distinct NSB rates per pixel. The ranges of NSB rate correspond to dark

sky conditions at 40 MHz, and a half Moon night at 670 MHz in Paranal, Chile. The CTA

requirement curves, B-TEL-1010 and B-TEL-1630, for the small-sized telescopes of CTA

are also drawn with dotted and dashed lines, which correspond to two data processing

levels .

from the χ2 minimization as defined in equation V.9. It is calculated over the timewindow

every dt � 0.1 ns (as smaller steps did not improve the results), for each pixel and each

flash of light. The time with the lowest χ2 is chosen as the reconstructed time t′ for the
event. The time resolution for each pixel is obtained as the standard deviation of the

sample. Flashes of light whose measured amplitude are below 2.5 p.e. are not used in

order not to affect the estimate of the time resolution with thermal noise and NSB.

This measurement is repeated for several LEDs pulse amplitudes and the correspond-

ing number of p.e. is derived using the LED calibrations (see figure V.4). Figure V.14

shows, for the whole camera, the evolution of the time resolution as function of the charge

(Np.e.) for 0 and 125 MHzNSB rate. As can be seen, the time resolution, without any NSB,

is always below 1 ns and reaches 0.1 ns at 400 p.e. At 125 MHz of NSB, the resolution is

mainly affected below 50 p.e. and goes above 1 ns only for pulse amplitudes below 7 p.e.

(30 photons).

V.4 On-site calibration strategy
During the summer 2018, the SST-1M camera was mounted on the SST-1M telescope

at IFJ PAN in Kraków. This period allowed to commission the telescope and perform

preliminary science observations. The site conditions are, however, not adequate to

perform gamma-ray astronomy nor calibration tasks. In fact the telescope is located

within the institution area and is exposed to many sources of background light: street

lights; office lights; nearby airport; nearby national road. The NSB light rate per pixel

was estimated to range between 0.5 GHz and 1.5 GHz depending on the cloudiness of the

sky [83]. When compared to the darkest nights, at the foreseen CTA southern site, this is

at least 12.5 times higher. Additionally, the external light source was not yet mounted on

the telescope structure. For these reasons most of the calibration tasks at the site could

not be performed. In 2021, the telescope will be installed at the Ondřejov Observatory in
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Figure V.14. Time resolution of all pixels as a function of the number of photo-electrons in

dark conditions (black) andwith 125MHzNSB (green). The time resolutions are compared

to the CTA requirements as a reference for 125 MHz NSB and two data processing levels

(B-TEL-1640 and B-TEL-1030).

Czech Republic. Following this, the on-site calibration tasks, described in the following,

will be performed there.

Thegoal of theon-site calibration activities is tomonitor that the calibrationparameters,

listed in table V.2 and table V.3, extracted off-site and used for the image reconstruction

still apply when operating at the site. Moreover, it also allows to determine the flat-field

coefficients. To do so, three event types can be used for each observation night, i.e. muon

events, dark count events and external light source events.

Muon events (see section V.4.1) allow to monitor the stability over time of the optical

throughput of the telescope, providing an overall correction factor for telescope shad-

owing, mirror reflectivity, window transmittance, cone collection efficiency and sensor

PDE.

The dark count events (see section V.4.2) allow to reproduce data that were acquired in

the laboratory and can, therefore, be directly compared to it. If a significant discrepancy

between on-site and laboratory results is observed, the parameters in equation V.2, used

to reconstruct the number of photo-electrons, have to be re-evaluated to ensure unbiased

photo-electron reconstruction.

The external light source events (see section V.4.3) are affected by the ambient back-

ground light (typically 40MHznight-sky background for amoon-less night), whichmeans

that SiPM parameters cannot be extracted as done in section V.2.1.3. However, provided

that the light source has been thoroughly characterized, it allows the monitoring of the

model presented in [104] and the extraction of the flat-field coefficients to equalize the

trigger among the pixels as presented in section V.4.3.2.

Additionally, as mentioned in section V.2.1.1, the CTS can be used on-site for a re-

calibration or to identify components that need replacement. The re-calibration can also

be performed yearly independently of any corrective maintenance activities.
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Figure V.15. Left: Normalized distribution of the projection of the raw waveform in LSB

for all the pixels and one run. Right: Merged distribution of all pixels and all nights.

V.4.1 Muon events

Muon events, which produce ring images or arc images in the camera plane, are

expected to be triggered with the same trigger configuration as the one used for the at-

mospheric showers. Dedicated muon triggers, more adapted to the ring-like structure,

are possible to tag the muons on-line without requiring any data processing. The overall

optical efficiency of the telescope can be assessed by comparing the expected number

of photons within a muon image (assessed from Monte Carlo simulations) to the recon-

structed number of photo-electrons within the muon image. The method is widely used

in the current generation of IACTs as can be found in [113, 114, 115]. A dedicated study

for the SST-1M telescope was carried on and is presented in [112].

V.4.2 Dark count events

The dark counts events are acquired at a fixed rate of 1 kHz using the internal clock

of the digital readout. Dedicated dark runs are envisaged each night before and after sky

observation,while the lid is closed. During eachdark run ten thousandwaveforms for each

pixel are registered. The charge spectra can be used to evaluate the SiPMparameters. Even

though the SiPM parameters cannot be measured with the same precision as presented

in section V.2.1.3, it is a useful procedure to track their evolution with temperature. It is

worth noting that the dark count events also probe the camera component aging, such

as the front-end and digital electronics aging. Figure V.15 shows the projection of the

raw waveform in LSB for each camera pixel. Up to 6 p.e., the sensor parameters are

easily measurable on a per night basis and can be extracted with satisfactory precision.

Additionally, merging all the dark runs and/or merging all the pixels allows building up

the necessary statistics to correct the optical cross-talk model, as shown in [116].

The dark count runs are also used to measure the baseline in the absence of NSB.

This is used to determine the baseline shift per pixel induced by the NSB. The baseline

shift is used to correct the pixel gain, photo-detection efficiency and crosstalk as described

in [105]. The baseline shift is also used to evaluate the NSB.
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V.4.3 External light source events

The external light source, which will be referred to as the flasher in the following

sections, is mounted at the focal distance of the telescope, in the middle of the mirror dish

but not exactly on the optical axis as this position is occupied by the lid CCD camera used

for the telescope pointing. Short light flashes (few nanoseconds) will be emitted during

the science data taking at a rate of 100 Hz. This rate is low enough not to affect the physics

data taking. Events are acquired using the flasher which acts as a trigger source. Upon

reception of a trigger signal emitted by the light source, the readout of the entire camera

is started and the event is tagged with a specific trigger type.

The flasher (LUMP Calibration box), has been designed and built by the astroparticle

group at the University of Montpellier for the CTA medium-sized telescope (MST) [117]

and having in mind the CTA requirements. It consists of an IP65 box containing an

array of 13 LEDs whose peak wavelength is 390 mn (see figure V.11-right) to resemble the

Cherenkov spectrum, followed by a diffuser which is transparent to wavelength from 350

to 800 nm and whose diffusion angle is equal to 10
◦
. The FWHM of the pulsed light is

between 4 to 5 ns, similar to Cherenkov flashes. In addition, the user can turn on and off

individual LEDs, vary their intensity and adjust the frequency of the flashes from 100 Hz

to 10 kHz. The flasher temperature characteristics, light stability and spatial light profile

have been characterized. The characterization can be found in [85].

V.4.3.1 Monitoring of optical efficiencies with muon and flasher events

The degradation of the mirrors performance is expected due to dust deposition or degra-

dation induced by environmental condition, e.g. acid rain, bird feces, etc. In particular,

dust sedimentation has the tendency to increase diffuse reflectivity [118] but can be re-

covered by cleaning the mirrors regularly. From the experience of current generation

of IACTs, we can expect a decrease of specular reflectivity of about 2% per year due to:

dust deposition, mechanical damage of the upper protective layer and oxidation of the

aluminium coating. Thewindow is also exposed to an open environment and damages on

its surface are expected as well. However it is much less exposed as it is sheltered by the

lid when not observing. Concerning the cones, we expect minimal degradation of their

reflecting coating with time, as they are in the sealed environment of the camera. The

same applies to the SiPM sensors, which are not subject to significant aging even when

exposed to high light level.

The total optical efficiency to the muon event ηmuon
and to the flasher events ηflasher

are probing different optical elements as can be seen from equations V.18 and V.19.

ηmuon

� ηshadowing × ηmirror × ηwindow × ηcones × ηSiPM (V.18)

ηflasher � η′
window

× η′
cones
× η′

SiPM
(V.19)

The difference between η and η′ comes from the spectrum of the light source: the

Cherenkov spectrum for the muons and the LED spectrum for the flasher (see figure V.11

right).

An efficiency drop cannot be attributed to a given element as only the product is

measured. Using both muon and flasher events, the contribution from the mirrors from

the camera can be disentangled where the wavelengths of the Cherenkov and flasher

109



V. Calibration of a Cherenkov telescope camera using Silicon Photo-Multipliers

spectra overlap. For instance a relative drop of the optical efficiency measured with

muon events indicates a degradation of the mirrors reflectance or/and of the window

transmittance. In particular, if no relative drop of optical efficiency is observed with the

flasher events, the drop can only be attributed to the mirrors. As both muon and flasher

events are acquired during observations, this measurement can be performed on a per

night basis.

As the SiPM response depends on the voltage drop, as described in section V.1.1,

the ηSiPM has to be corrected according to the level of NSB. This effect is assumed to be

corrected in equations V.18 and V.19, meaning that the drop in photo-detection efficiency,

gain and optical cross-talk are accounted in the efficiency drop.

V.4.3.2 Flat-fielding

To get a uniform trigger rate across the camera field of view, the SiPMbias voltage could be

tuned individually. While achieving the desired goal, this would complicate the photon

reconstruction as the parameters of the SiPMs reported in section V.2 are given for a

nominal bias voltage. The same goal can be achieved with a different strategy, which is

applying different trigger thresholds in different camera regions, called clusters.

For the standard triggering scheme (see [119] for more information on the trigger),

the camera is divided into 432 clusters. Each cluster (except for the ones located at the

camera border) comprises 7 neighboring triplets, where each triplets is composed by 3

pixels, for a total of 21 pixels (one pixel belongs to multiple clusters). The signal of each

pixel is baseline subtracted (the baseline is computed as described in equation V.1 by

the DigiCam FPGAs). The signal of each triplet (sum of baseline subtracted triplet pixel

signals) is clipped to form a 8 bit-integer and added to the one of the 6 other triplets. The

resulting signal sum is compared to a threshold which can be adjusted for each cluster

independently and dynamically. This last point is critical to be able to flat-field the trigger

response. A global threshold T is determined from validated Monte Carlo simulation for

a given NSB level. Then the individual cluster thresholds T
j

cluster
are applied accounting

for the possible non-uniformities of the pixel responses, i.e. the flat-field coefficients. The

flasher events are used to compute these coefficients. The coefficient Fi for the pixel i is

the ratio between the pulse amplitude Ai measured in this pixel corrected for the light

profile and the camera average pulse amplitude:

Fi �
Ai

〈A〉 (V.20)

These coefficients not only account for different optical efficiencies between pixels but

also for different electronic responses, including the effect of the voltage drop. For each

cluster j, the threshold is computed as in equation V.21.

T
j

cluster
�
T

21

21∑
i�1

Fi. (V.21)

V.5 Conclusion
The method to reconstruct the number and arrival times of photons for a gamma-ray

telescope camera has been presented. In addition, the methods to extract the relevant
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calibration parameters have been presented and illustrated using the SST-1M camera

prototype with its calibration devices. Moreover, the model of SiPM optical cross-talk

described in [80] has been applied and has shown that it can be reliably used with a

large number of sensors to extract the photo-sensors properties. It has been applied

to various light levels (up to 200 p.e., i.e. well below the sensor saturation) reducing

the number of free parameters, while increasing the sample size allowing to achieve

competitive precision. Furthermore, the systematic effects induced by dark count rate

on the measurement have been calculated. It was found that it is negligible. Since the

optical cross-talk affects mainly neighboring cells [120] (the number of which is limited

to 8) and the generalized Poisson model does not take into account this fact, we might

expect systematic problems for higher cross-talk probability than the one reported for

our sensor. The photo-sensor typical properties have to be injected in the Monte-Carlo to

enable reliable predictions of the camera response.

The full calibration procedure is automatized thanks to the integration of the various

sub-systems being controlled by the telescope control software. The data have been

processed with the open-source pipeline of the SST-1M telescope digicampipe that relies
on widely-used python libraries.

The results of the off-site calibration show reliable performances for gamma-ray astron-

omy when compared to the requirements of the next-generation gamma-ray observatory.

In particular: A gain uniformity of the entire readout chain of 2.6% was observed. By

adjusting the trigger delays a precise determination of the pulse template in steps of 77 ps

is obtained even with a 4 ns FADC sampling period. The template has been character-

ized above the linear range allowing to use its features for the charge and arrival time

reconstruction for saturated pulses. The efficiencies of the optical elements have been pre-

sented. In this work, the window transmittance as a function of wavelength was shown.

The measurement showed irregularities of the coating on a surface as large as 0.81 m
2
.

However, the irregularities have been characterized and are comparable in all radial di-

rections. Thus they can be accounted for in the photo-electron to photon conversion.

Moreover, we show that even on large Cherenkov cameras a filtering window can be used

to reduce night-sky background light without losing too much of the Cherenkov light.

The overall optical efficiency of the PDP of ηtotal � 17% was found for the Cherenkov

light spectrum. To increase the PDP optical efficiency above 20% (in order to comply

with the corresponding CTA requirement), a second window was designed extending

the transmittance bandwidth to lower wavelength. Additionally, replacing the S10943(X)

SiPMs with the latest low cross-talk technology from Hamamatsu, S13360(X), could be

considered but this would require redesign of the front-end electronics. The reported

charge and time resolution show excellent performances and satisfy highly demanding

requirements, for instance those of CTA.

The results of the on-site calibration show that the SiPMdegradation can bemonitored

byperformingdark runsonaper-night basis before astronomical observations. Theflasher

will ensure a uniform trigger response of the camera over the night even in the presence

of a highly fluctuating night-sky background level. In the future, we would like to show

that the multiple photo-electron spectrum analysis performed off-site can be repeated

on-site with the flasher. This would require the inclusion of a NSB rate parameter in

the likelihood similarly as done in [121]. However, we expect it could only be performed

during the darkest nights (with a night-sky background less than 60MHz). Following this,

an absolute calibration of the flasherwould be interesting to allow for absolutemonitoring

of the optical efficiencies.
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Chapter VI

Image reconstruction of a Cherenkov
telescope camera using Silicon

Photo-Multipliers

After the extraction of the relevant calibration parameters for charge reconstruction as

described in chapter V, a method for reconstructing the Cherenkov event has been de-

veloped. The method consists of reducing the data waveforms into image parameters.

The image parameters are used to reconstruct the energy of the primary, its direction

and to identify gamma-ray events among background. In section VI.1, the Monte Carlo

sample used to evaluate the performances of the reconstruction and to train the predic-

tive models is described. In section VI.2, the parameterization algorithm of the images

is presented. In section VI.3, the training and testing of the machine learning models is

presented. Finally, in section VI.4, the sensitivity of the analysis to a Crab Nebula like

source is presented.

VI.1 Monte Carlo simulations of the SST-1M telescope
The telescope performances are determined through instruments response functions such

as: the effective area; the energy threshold to gamma-rays; the triggered event rates; the

sensitivity to the Crab nebula spectrum. They are evaluatedwithMonte Carlo simulations

of the EASs and of the telescope. The EASs are simulatedwith theCORSIKA software [38].

In particular the CORSIKA software is used to simulate the Cherenkov photons emitted

by the charged secondaries of the EASs. The telescope response to Cherenkov light is

simulated with sim_telarray [122]. The sim_telarray software simulates: the optical path

of the light rays from the mirrors to the SiPMs, the electronic response of the SiPMs, the

amplification chain, the digitization of the data and the trigger of the camera. Additionally,

it is possible to simulate an array of telescopes for stereoscopic operation but here we used

it to simulate the SST-1M telescope prototype in Kraków.

The simulation parameters were set with the latest available laboratory measurements

of the telescope instrument response function such as the ones presented in section III.4.1.

The laboratory parameters were fine-tuned to match the distribution of ADC counts and

the trigger rate scan of the telescope. In addition a goodmatching of the number of photo-

electron in the images is found between the data taken in Kraków and the simulation.
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This comparison of Monte Carlo and data is presented in [123]. The corresponding NSB

rate at the Kraków site was set at 290 MHz and a zenith angle of 20
◦
is used.

VI.1.1 Simulated event samples

When simulating an EAS event, the energy E, the impact parameter r and the off-axis

angle δ between the telescope pointing direction and the point of origin of the primary

particle has to be randomly chosen according to a probability density function. The upper

and lower bounds of these three parameters are taken large enough to cover the observable

range of the telescope (meaning that the trigger probability of the telescope tends to zero

beyond these ranges).

To simulate the Crab Nebula, its spectrum, in eq. (I.40), could be used as well as the

diffuse proton spectrum in eq. (I.6) to simulate diffuse cosmic-rays. Nonetheless, these

choices are not necessarily optimized for computational speed nor representing the need

for high statistics in a certain range of energy, impact parameter or off-axis angle.

The distribution of the simulated events is given as follow. First, the energy is selected

randomly from Emin to Emax following a power-law spectrum of index γsim:

dNsim

dE
�


Ntot

ln

(
Emax
Emin

)E−1, if γsim � −1
1

γsim+1

Ntot

E
γsim+1

max −Eγsim+1

min

Eγsim , otherwise

, (VI.1)

where Ntot is the total number of simulated events. Secondly, the impact parameter

is selected such that the density of events in an impact area πr2 is constant for all rmax ≥
r ≥ 0. Thus the number of simulated events per bin of impact parameter is:

dNsim

dr
�

2Ntot

r2max
r. (VI.2)

Finally, the off-axis angle δ (for diffuse particles) is selected such that the density of

simulated events in a solid angle Ω of aperture δ is constant for all δmax ≥ δ ≥ 0. Thus

number of simulated events per bin of off-axis angle is:

dNsim

dδ
�

Ntot

1 − cos δmax
sin δ, δmax ≤ π. (VI.3)

The parameters used for simulating the primary particle energy, impact distance and

off-axis angle are summarized in table VI.1. In fig. VI.1 are shown the distribution of the

simulated events in bins of energy, impact parameter and off-axis angle.

VI.1.2 Effective area

The effective areaA represents a surface area on which the telescope is sensitive. It can

be understood that this area is mostly limited by the Cherenkov light pool surface since

the Cherenkov light density reduces after a distance Rpool, as can be seen from fig. II.8

(top-right). The Cherenkov light pool is imprinted on a surface of πR2
pool

. Thus the

effective area can be interpreted as A ' πR2
pool

. However, the brightness of the event

and consequently the energy of the primary particle, has an impact on the detection
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Particle Ntot (10
6
) Nuse γsim Emin (TeV) Emax (TeV) rmax (km) δmax (deg)

Point γ 200 20 -2 0.1 1 0.4 0

15.4 20 -2 1 10 0.6 0

15.6 20 -2 10 100 0.8 0

3.02 20 -2 100 300 1 0

Diffuse γ 314 40 -2 0.1 1 0.8 7

62.8 40 -2 1 10 0.8 7

16.56 40 -2 10 100 1 7

2.36 40 -2 100 300 1.4 7

Diffuse p 682.25 50 -2 0.5 500 1.2 7

Table VI.1. Table of the simulated energy, impact parameter and off-axis angle range.

For each particle (point gamma, diffuse gamma and diffuse proton): the total number

of showers Ntot simulated; the number of times a simulated EAS is re-used Nuse; the

spectral index simulated γsim; the minimum Emin and maximum Emax energies; the

maximum impact parameter rmax and the maximum off-axis angle δmax are given.

probability. A faint event, although falling close to the detector, might not trigger. On

the contrary a bright event, falling far from the telescope could be triggered even if the

detector is outside the Cherenkov light pool. From this, it can be understood that the

effective area depends on the energy of the primary particle. It comes therefore natural to

define an effective area based on the trigger probability as:

Aγ(E) � 2π

∫∞
0

P(E, r)rdr, (VI.4)

where E is the energy of the primary particle initiating the EAS, r is the radial distance

and P(E, r) is the trigger probability of an event of energy Ewith impact distance r.

It is important to point out that the effective area in eq. (VI.4), represents the effective

area for a source located at center of the camera frame. For diffuse protons the effective

area takes into account the off-axis angle δ. Thus the effective area for diffuse protons is:

Ap(E) � 2π

∫∞
0

∫
4π

0

P(E, r,Ω)rdrdΩ, (VI.5)

whereΩ � 2π(1 − cos δ) is the solid angle of aperture δ. The triggering probabilities P

are estimated by the ratio of triggered eventsNtrigger to the number of simulated events

Nsimulated in bins of energy E, impact distance r and off-axis angular distance δ:

P(Ei, rj,Ωk) �
Ntrigger(Ei < E ≤ Ei+1, rj < r ≤ rj+1, Ωk < Ω ≤ Ωk+1)
Nsimulated(Ei < E ≤ Ei+1, rj < r ≤ rj+1, Ωk < Ω ≤ Ωk+1)

; (VI.6)

∆Ei � Ei+1 − Ei, ∆rj � rj+1 − rj, ∆Ωk � Ωk+1 −Ωk; (VI.7)
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Figure VI.1. Number of simulated events as function of the primary particle energy, the

impact distance and the off-axis angle δ. Top: Simulated diffuse proton events. Middle:

simulated diffuse gamma events. Bottom: simulated on-axis gamma events.

with ∆Ei, ∆rj and ∆Ωk being small enough.

The trigger probabilities for diffuse protons, diffuse gamma-rays and on-axis gamma-

rays are shown infig.VI.2. In this figure, it is observed that themaximumtriggering impact

parameter depends on energy. It is observed that there is a minimum triggering energy

at about ∼ 3 TeV for gamma-rays. For diffuse protons this minimum triggering energy

is higher at about 7 TeV. This can be understood by the fact that hadrons, for the same

energy, produce less Cherenkov light than gamma-ray particles. The trigger probability

of the diffuse protons above the maximum impact distance parameter is higher than

for gamma-rays (both diffuse and on-axis). This can be understood by the sub-showers

created by the proton induced showers. For instance in fig. II.10, one can see that spread

of Cherenkov light is larger for protons than for gamma-rays. These sub-showers, can

propagate far from themain shower thus being able to trigger the telescope even if located

outside the Cherenkov light pool. Finally, it can be observed that the energy threshold for

the gamma-rays is lower at about r ∼ 180 m than at r < 180 m. This is explained by the

peak of the Cherenkov light density at about this distance, as can be seen from fig. II.8

(top right).

The effective areas as function of the primary particle energy are shown in fig. VI.20.

The effective area are given at different selection cuts of the analysis: at trigger level; at

cleaning level and after the reconstruction. The effective area for SST-1M reaches 10
6
m

2
at
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Figure VI.2. Trigger probabilities as function of simulated energy, impact parameter and

angular offset δ for diffuse protons (top), diffuse gammas (middle) and on-axis gammas

(bottom).

about 300 TeV for on-axis gamma-rays. A point of inflection at about 2 TeV is observed, it

corresponds to the threshold energy at which the detection probability is close to 1 when

the telescope is within the light pool.

VI.1.3 Differential trigger rate

The effective area allows to represent a complex Cherenkov telescope into a simple

detector of surface A. This representation is used to determine the flux of the observed

source (or the cosmic-ray flux). The observed rate of events after the event reconstruction

has to be translated into a flux of the source. This is where the effective area comes handy.

If the observer sees a rate of event per energy
dN
dEdt then the flux of the source is given by:

Φ(E) � 1

A(E)
dN(E)
dEdt

, (VI.8)

where Φ is the number of gamma-ray per unit time per unit surface per unit energy.

Equation VI.8 can be used to predict the expected rates per energy bins for a given

source spectra or for the cosmic-ray spectrum. In fig. VI.21, the differential trigger rates for
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the Crab and the cosmic-ray spectra are shown. The Crab spectrum is defined in eq. (I.40)

while the cosmic-ray spectrum is defined in eq. (I.6).

The total trigger rate ftrigger is computed as:

ftrigger �

∫∞
0

dN(E)
dEdt

dE. (VI.9)

VI.1.4 Re-weighting of the simulated events

As can be seen from table VI.1 the simulation parameters do not reflect the spectra

of cosmic-ray protons, in eq. (I.6) and of gamma-rays from the Crab Nebula, in eq. (I.40).

In particular the spectral indices are different from the expected ones and the ratio of the

total number of events between point gamma-rays and diffuse protons do not reflect the

reality. In fact, the expected trigger rate of cosmic-ray protons is about 1000 times higher

than for the gamma-rays from the Crab Nebula. In order to simulate that a weight is

attributed to each simulated events. The weights are computed in bins of energy, impact

parameter and off-axis angle as the ratio between the expected events per unit time and

the simulated events. The weight wijk is defined as:

wijk �

dN
dt (Ei < E ≤ Ei+1, rj < r ≤ rj+1, Ωk < Ω ≤ Ωk+1)
Nsim(Ei < E ≤ Ei+1, rj < r ≤ rj+1, Ωk < Ω ≤ Ωk+1)

, (VI.10)

where
dN
dt is computed from the flux of the particle Φ as:

dN

dt
(Ei < E ≤ Ei+1, rj < r ≤ rj+1, Ωk < Ω ≤ Ωk+1) � (VI.11)

� Φ∆Ei(r2j+1 − r
2

j)π∆Ωk. (VI.12)

The weights for the diffuse protons and the on-axis gamma-rays are shown in fig. VI.3.

VI.2 Image reconstruction with a calibrated camera
As the camera has been characterized, the raw data EAS images can be processed. The

raw data, consisting of Npixels ×Nsamples 12-bit unsigned integer, has to be translated

into: an energy estimate, a direction in the sky and a particle identification. Intermediate

steps to reconstruct these parameters are required. In particular, the waveforms of each

pixel are integrated to reconstruct the number of photo-electrons in each pixel. Then

the resulting camera image is used to compute image parameters sometimes referred as

the Hillas [50] parameters. The parameters of the image are then used to reconstruct

the end parameters. For this last stage various method have been investigated like look-

up tables or semi-analytical formula[124, 125], but as in other science fields, supervised

machine learning is becoming the standard. In particular, an analysis based on the Hillas

parameters and using random forest models for the SST-1M telescope has been shown

in [126].

In the following, the standard Hillas reconstruction method will be presented in sec-

tion VI.2.1 and a new image parameterization technique, based on the results obtained

for the camera calibration (in chapter V), will be compared to in section VI.2.2.
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Figure VI.3. Weights of the simulated events as function of energy, impact parameter

and off-axis angle. The weights are calculated as in eq. (VI.10). For diffuse protons (top),

the proton cosmic-ray spectrum (in eq. (I.6)) is used. For point gamma-rays (bottom), the

Crab Nebula spectrum (in eq. (I.40)) is used.

VI.2.1 EAS images standard parameterization

The Hillas parameters, introduced by A. M. Hillas in 1985 [50] have been used widely

by the current and past generations of Cherenkov telescopes. It allows to compress the

data volume to a much smaller amount while keeping the most important information

of the EAS image. In his publication, Hillas showed that his parameters can be used to

discriminate between EASs induced by gamma-rays and EASs induced by hadrons. As

can been seen from simulations of EAS in the atmosphere (see fig. II.1), it is rather natural,

at first order, to parameterize the observed Cherenkov image in terms of first and second

order moments.

Charge reconstruction Prior to theparameterizationof the image theNpixels×Nsamples
12-bit integer are reduced to a photo-electron image by summing each pixel waveform

individually over a time period ∆t:

Ci �

k+∆tf∑
j�k

Wij − Bi, (VI.13)

where k is the starting sample of the integration window and Bi the baseline of the

pixel i. As a side remark, the starting sample from pixel to pixel might be different.

Photo-electron reconstruction The reconstructed charges Ci have to be equalized in

terms of photon response. Meaning that the intensity in each pixel has to be corrected

for non uniformity in the optical efficiency of the overall optical chain. Nonetheless, here

it is assumed that the optical efficiency among pixels is the same and that corrections in
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terms of photo-electrons are only required. To achieve that, the calibration of the camera

offers the needed parameters to reconstruct the number of photo-electrons. The gain

G of each SiPM is known allowing to translate the charge into a photo-electron scale.

One of the disadvantage of SiPM is the fact that total amount of micro-cell discharge

is overestimating (or exactly estimating, never underestimating) the number of photo-

electrons. This is because of optical cross-talk within the SiPM. Therefore the optical

cross-talk µXT has to be accounted for in the photo-electron reconstruction. Additionally,

after-pulsesmight also induce an overestimation of the number of photo-electron however

they are neglected since characterization of the SiPMs as shown that they were negligible.

The number of photo-electron in each pixel is given by:

N
p.e.
i

�
Ci − ¯Bi

Gi
(1 − µXTi) , (VI.14)

where
¯B is a parameter to account for the baseline correction.

The photo-electron reconstruction allows to maximize the Cherenkov signal to NSB

ratio. In fact, the signal-to-noise ratio depends on the duration of the integration ∆t. A

short timewindowwould efficiently avoid integrating NSB pulses but would also weaken

the Cherenkov signal. While a large ∆t would ensure that most of the Cherenkov signal

is collected at the cost of also integrating NSB pulses.

Image cleaning Additionally, to reduce background fluctuations induced by NSB in the

reconstructed image it is common to apply an image cleaning. The cleaning method takes

into account the fact that the EAS image is clustered within a region of the camera and

its reconstructed number of photo-electron is expected to be above the NSB fluctuations.

The cleaning method mostly used is commonly referred as "tail-cut cleaning". It consists

of keeping all pixels i that satisfy at least one of the two following conditions:

N
p.e.
i
≥ Tpicture

N
p.e.
i
≥ Tboundary and ∃ j ∈ Si | Np.e.j

≥ Tpicture, (VI.15)

where Tpicture is referred as the picture threshold, Tboundary the boundary threshold

and Si is the set of direct neighbor pixels of the pixel i. The picture threshold is the

primary threshold. This threshold finds the core pixels of the Cherenkov signal image.

Then the secondary threshold, the boundary threshold, allows to recover the signal from

the direct neighbors of the primary cleaned pixels. As can be seen from eq. (VI.15), this

two-thresholds cleaning method do not guarantee that all the pixels in the cleaned image

are neighbors. In fact, it is common to have more than one island of pixels in the image

especially for hadron showers which tend to have sub-showers that can be far from the

dominant shower (see fig. II.10). A secondary island can find its origin inNSB fluctuations

as well. For these reasons the number of island is sometimes computed and kept as an

additional parameter of the event. In the following, only the brightest island is kept. The

cleaning of the image can also be dilated by adding the direct neighbors of the initially

cleaned pixels.

Image parameterization Once the charge has been reconstructed and the image cleaned,

the photo-electron image is parameterized. The number of photo-electrons in the pixels
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that did not pass the cleaning conditions is set to zero. The total charge in the event is

given by:

size �

Npixels∑
i�1

Nip.e. (VI.16)

The centroid of the image is computed as theweightedmean of the x and y coordinates

of the pixels:

xCM �
1

size

Npixels∑
i�1

xiN
i
p.e. (VI.17)

yCM �
1

size

Npixels∑
i�1

yiN
i
p.e., (VI.18)

where xi and yi are the central coordinates of the pixel i.

The second order momenta offer a parameterization of the width σw, length σl and

orientation angle of the image ψ. One defines a covariance matrix:

Σ2

�
1

size

Npixels∑
i�1

Nip.e.
©­«

(xi − xCM)2 (xi − xCM)(yi − yCM)
(xi − xCM)(yi − yCM) (yi − yCM)2

ª®¬ (VI.19)

The two eigenvectors ®v1 and ®v2 of the covariance matrix Σ2
give a basis in the reference

frame of the image. The orientation of this basis gives the orientation angleψ of the image

major axis with respect to camera coordinate system:

ψ � arctan

(
v2y

v2x

)
. (VI.20)

The eigenvalues λ1 and λ2 (with λ1 ≤ λ2) associated to the eigenvectors ®v1 and ®v2
represent the width and length of the image:

σw �

√
λ1 (VI.21)

σl �
√
λ2. (VI.22)

Two additional parameters are added to measure the image asymmetry and if it is

tailed or not. These two parameters are the skewness and kurtosis. They are measured

along the major axis (along the axis of propagation of the EAS):

skewness �
1

size × length3
Npixel∑
i�1

((xi − xCM) cosψ + (yi − yCM) sinψ)3Nip.e. (VI.23)

kurtosis �
1

size × length4
Npixel∑
i�1

((xi − xCM) cosψ + (yi − yCM) sinψ)4Nip.e. (VI.24)

In fig. VI.6-left, an example of the reconstruction of the event is represented on the

camera frame.
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Figure VI.4. Schematic of the image parameters viewed in the camera frame coordinate

system. The EAS image is approximated by a 2D Gaussian centered at (xCM,yCM) of
given width σw and length σl. The orientation angle of the ellipse is ψ. The α angle

represents the off-axis angle between the image major axis and the source position. The

DISP is the vector between the image centroid and the source position. Taken from [127].

Additional imageparameters As shown, the photo-electron image is finally reduced to a

set of eight independentparameters
®θ � (size, xCM, yCM, ψ, σw, σl, skewness, kurtosis).

Since these parameters are used to reconstruct the event primary particle direction and

energy by a supervised machine learning algorithm, an additional representation is also

suited. In particular the centroid coordinates are represented in polar coordinates rCM
and φ:

rCM �

√
x2
CM

+ y2
CM

(VI.25)

φ � arctan

(
yCM

xCM

)
. (VI.26)

An other representation of the orientation of the EAS with respect to the source is the

angle α. It measures the off-axis angle between the source position and the orientation

angle of the EAS. If the source is expected to be at a position xsource, ysource in the

camera field of view, the α angle is given by:

α � ˆφ −ψ,α ∈
[
0,

π

2

]
, (VI.27)

where
ˆφ � arctan

(
yCM−ysource
xCM−xsource

)
is equal to φ in the case of the source being at the

center of the camera (when the telescope is tracking the source). The angle α shows

to be a useful parameter to detect sources of gamma-rays. In fact, over the many EAS

background events which are diffuse (as the hadron flux is diffuse), hence showing a

uniform distribution of the α parameter, the gamma-ray coming from a source located at

the center of the camera should in principle have α ∼ 0. Which shows an excess of events
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VI.2. Image reconstruction with a calibrated camera

coming from the center of the field of view. A representation of the image parameter is

shown in fig. VI.4.

Parameters reflecting the shape of the EAS reconstructed image like:

• width over length �
σw
σl

;

• area � π × σw × σl;

• density �
size
area ,

are also used.

As some of the events will inevitably fall at the camera edges, the image parameters

of those might be miss-reconstructed. To reject those events a containment parameter is

used. It computes the ratio of the area of the 3-σ ellipse to the area of the pixels contained

in the same ellipse and is defined as:

containment �
3 × area
Apixels

(VI.28)

Apixels �
∑
j∈S
Ai, (VI.29)

where S is the set of pixels contained in the 3-σ ellipse. Analogously, one can define

a leakage parameter. Usually it is defined as ratio of the image intensity of the last two

rows of pixels to the total image intensity.

Timing reconstruction As for the charge contained in each pixel gives information on

the EAS event direction, energy and primary particle, the timing information is also

relevant for the reconstruction of the event. The reconstructed arrival time in each pixel t̂i
is computed as the arrival time of the pulse. The pulse arrival time can be reconstructed in

different ways (see section V.1.2 for an other time reconstruction method). For simplicity

we consider the arrival time of the pulse as the time sample of the maximum of the

waveformWij:

t̂i �
1

f
argmax

j

Wij, (VI.30)

where f is the sampling frequency of the FADCs. The timing information of each pixel

are also cleaned to remove NSB fluctuations. The same pixels that survived the tail-cut

cleaning (see eq. (VI.15)) are kept.

Timing parameters If one considers a vertical EAS falling onto the telescope and if

we consider that the shower front moves at a constant velocity it can be understood

that the Cherenkov light emitted at the top of the atmosphere will reach the telescope

after the light emitted at the bottom of the atmosphere. This is the case because the

Cherenkov light travels slower than the charged particles responsible for it. In reality, the

situation is more complicated as the shower loses energy while propagating through the

atmosphere. Moreover the delay observed between the top Cherenkov photons and the

bottom Cherenkov photons depend on the orientation angle of the shower, the impact

parameter (distance between impact point and the observer) and its energy. For instance,
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Figure VI.5. Left: Time containment as a function of the impact parameter for on-axis

gamma-ray. Left: Total charge µ in the reconstructed event as function of the simulated

energy for on-axis gamma-rays.

in fig. VI.5 (left) one can see dependency of the duration of the signal with the impact

parameter of the EAS. Finally, the delays are not only in the longitudinal direction (from

top to bottom) but also in the lateral direction.

The time structure of gamma-ray and cosmic-ray showers have been studied in [128].

It is found that a first order polynomial can be used to represent the arrival times of the

Cherenkov photons in the longitudinal directionwhile a second order polynomial is better

suited in the lateral direction. Here a parameterization in the longitudinal direction is

used, where the pixel coordinates are projected in the longitudinal direction x̂:

t̂i � tCM + v−1(®xi − ®xCM) · x̂, x̂ � (cosψ, sinψ), (VI.31)

where t̂i is the expected arrival time in the pixel i, tCM is the arrival time in the image

center of mass ®xCM � (xCM,yCM) and ®xi � (xi,yi) are the pixel coordinates of the pixel
i.

The parameters tCM and v−1 are computed by doing a linear regression with the

reconstructed arrival times of the pulse t̂i. The first (sometimes referred as "intercept")

represents the arrival time of the center of mass of the image relative to the readout

window time. This parameter is of no particular interest as the relative time at which

the event arrives carries no information on the primary particle. The second (sometimes

referred as "time gradient") represents the velocity at which the image develops in the

camera. It is an important parameter in order to reconstruct the impact parameter of the

EAS. As can be seen from fig. VI.5 the impact parameter depends almost linearly on the

time duration of 68% containment of the event (t68 � σlv
−1
). Above 130m impact distance

the slope is about +30 µs ·m−1. While for impact distances closer than 130 m the slope is

negative and is about −8 µs ·m−1, it can be seen, that if the telescope is within the light

pool (i.e impact distance ≤ 130 m) the event is almost instantaneous. On the contrary, if

the telescope is outside the light pool the event lasts longer.

It is important to add that further time delays can be introduced by the telescope.

As a matter of fact the delays introduced by the mirrors have to be taken into account if

shown to be relevant. Moreover the electronic delays in the camera could also affect the

measurement of the timing parameters.

An example of the timing parameter reconstruction is shown in fig. VI.6-right.
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Figure VI.6. Example of a 107 TeV gamma-ray simulated event reconstructed with the

standard analysis. Left: Reconstructed number of photo-electron Np.e. within each pixel

as defined in eq. (VI.13). Pixels that do not satisfy the cleaning conditions, as defined

in eq. (VI.15), are greyed. The 3-σ contour of the reconstructed ellipse is drawn in red.

The arrow (in black) indicates the reconstructed orientation angle ψ of the EAS and its

direction shows the time development direction. Right: Relative reconstructed time of

each pixel (satisfying the cleaning condition) as function of the longitudinal coordinate of

the pixel (black points). The red line represents the linear fit from eq. (VI.31).

VI.2.2 EAS images likelihood maximization

In section VI.2.1 the standard reconstruction for EAS images was presented. The

standard reconstruction first reduces the waveforms into a charge and a time image of

the event. The reconstruction of those is subject to the noise fluctuations (primarily NSB)

therefore the tails of the EAS image might be miss-estimated. The image parameters

are then reconstructed on these two images that require an image cleaning. The image

cleaning introduces two additional parameters (picture and boundary thresholds) that

need to be optimized for. Usually the analysis is performed with multiple cleaning

threshold and the best configuration is used. Moreover, the charge image is described

as a two dimensional normal distribution. It is well known that the longitudinal profile

of an EAS is not symmetric [128] therefore the two dimensional normal distribution

might not be well suited. Additionally, the time gradient v−1 computation depends on

the predetermined shower orientation ψ as can be seen from eq. (VI.31). On the other

hand, the time gradient is not used to infer the shower orientation as the spatial and time

images are separated. Finally, the reconstruction of the charge assumes that all pixels have

identical charge resolution. While the per-pixel gainG, optical cross-talk µXT and baseline

residual
¯B are used, no information on the uncertainty of the reconstructed number of

photo-electrons is used.

Here, an independent approach for reconstructing the image parameters while trying

to solve some of the problems pointed above is described.

Pixel photo-electron likelihood In order to include the resolution of each pixel into the

reconstruction we introduce a likelihood approach to reconstruct the number of photo-

electrons. Instead of applying a linear transformation between the reconstructed charge

C and the number of photo-electrons (as in eq. (VI.14)), the number of photo-electrons µ

maximizing the likelihood:
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Lp.e.(µ;C,σe,σs,µXT , ¯B,G) �
∞∑
k�0

µ(µ + kµXT )k−1
k!

e−µ−kµXT
1√

2πσk
e
− (C−kG− ¯B)2

2σ2
k , (VI.32)

σ2k � σ2e + kσ
2

s (VI.33)

is found given that the pixel calibration parameters (σe,σs,µXT , ¯B,G) are known and

that the observed reconstructed charge is C. The parameter σe represents the pedestal

fluctuations. These fluctuations arises primarily from NSB but also from electronic noise

and SiPM dark noise. The parameter σs is the single photo-electron resolution (or SiPM

gain smearing). The likelihood given in eq. (VI.32) is obtained from the calibration of the

camera pixels. Further information can be found in chapter V.

In fig. VI.7 a two dimensional likelihood map as function of the reconstructed charge

and the number of photo-electronsis shown. It can be seen that for a given observed

charge many true numbers of photo-electron are likely. This is mainly due to the Poisson

fluctuations of the Cherenkov photon source. On the other side it can be also seen that for

a given number of photo-electrons many reconstructed charges are likely as can be seen

from the bottom figure. The approach for reconstructing the number of photo-electron

as in eq. (VI.14) is represented with the solid white line. While the maximum likelihood

approach is represented with the white dashed line. Both approaches give the same

results on average. However the former tends to round the number of photo-electron

toward integer values. For instance an observed charge of 10 LSB would result in a most

probable value of 1 p.e. while the standard computation would reconstruct ∼ 0.5 p.e.

Spatial modeling of an EAS Cherenkov image As seen before, the likelihood and the

standard reconstruction approach do not drastically change the reconstructed number of

p.e.. However, if a spatial model for the image profile is provided, the likelihood approach

should tolerate Poisson and sensor fluctuations. Therefore the image maximizing the

likelihood given the observed image is different from the imagemaximizing the individual

pixel likelihoods. In order to be consistent with the standard image parameterization

(described in section VI.2.1), a 2-dimensional Gaussian is used. For each camera pixel

i � 1, 2, . . . , Npixel the expected number of p.e. µi is given by:

µi � µAi
1

2πσwσl
exp

(
−a(xi − xCM)2 − 2b(xi − xCM)(yi − yCM) + c(yi − yCM)2

)
,

(VI.34)

where µ represents the total number of p.e. in the image which is equivalent to the

size parameter of the standard reconstruction from eq. (VI.16), Ai is the area of the pixel

i, (xi, yi) are the pixel coordinates of the pixel i, (xCM, yCM) are the center coordinates

of the 2-dimensional Gaussian, σw is the length of the minor axis and σl the length of

the major axis. The a, b and c coefficients are function of the 2-dimensional Gaussian

orientation angle ψ, the width σw and the length σl:
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Figure VI.7. Example of a pixel likelihood (from eq. (VI.32)) as function of the recon-

structed charge and of the number of photo-electrons. The white dashed line represents

the number of photo-electrons maximizing the likelihood as function of the reconstructed

charge. The white solid line represent the number of photo-electrons as function of the

reconstructed charge as obtained from eq. (VI.14). Below is shown a profile of the likeli-

hood for 1.5 p.e.. The following calibration parameters were assumed : G � 20 LSB/p.e.,

µXT � 0.1 p.e.,
¯B � 1 LSB, σe � 1 LSB and σs � 2 LSB.

a �
cos

2ψ

2σ2
l

+
sin

2ψ

2σ2w
(VI.35)

b �
1

4

sin 2ψ

(
1

σ2w
− 1

σ2
l

)
(VI.36)

c �
sin

2ψ

2σ2
l

+
cos

2ψ

2σ2w
. (VI.37)

Time modeling of an EAS Cherenkov image The pixel likelihood from eq. (VI.32) and

the 2-dimensional Gaussian of eq. (VI.34) can be combined in order to constrain the

expected image. However doing so would require to integrate the waveforms Wij into

reconstructed charge Ci as in eq. (VI.13). The charge reconstruction requires to find an

optimal integration window ∆t and also to know where the Cherenkov signal falls into

the readout window. There exists different integration methods to extract the maximum

amount of signal. For instance it is common to search for the maximum reconstructed

charge in a sub-window around the expected arrival time of the Cherenkov photons. Also

the maximum reconstructed charge in each pixel can be searched individually without

considering that neighborpixels shouldhave theirmaximumsignal close in time. Another

widely used method consists of using the time profile of the event to adjust dynamically
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FigureVI.8. Left: Example of awaveform (black) fittedwith a pulse template (red). Right:

Reduced χ2 as function of reconstructed time t̂ and number of photo-electron Np.e. for

the waveform presented in the left figure. The minimum is found atNp.e. � 6.97 p.e. and

t̂ � 48.36 ns.

the position of the integration window. This method requires to first integrate the signal

with a static integration window in order to characterize the timing parameters as defined

in section VI.2.1. Then using the timing parameters the integration window position is

moved along the shower time propagation axis. Inclusion of the timing information in the

reconstruction and especially in the image cleaning has shown to improve the performance

of event reconstruction [129].

In order to avoid to find the optimal integration window ∆t and the location of the

integration window, the waveform Wi can be fitted to a typical pulse template hi(t) by
minimizing the χ2

i
for each pixel i:

χ2i(N
i
p.e., t̂i;Gi,Bi,Wij,σi) �

Nsamples∑
j�1

1

σ2
i

(
Nip.e.Gih(tj − t̂i) + Bi −Wij

)
2

, (VI.38)

i � 1, 2, . . . , Npixels (VI.39)

where G is the gain, B the baseline and σ a parameter to account for baseline fluctuations

(mainly composed of NSB fluctuations) are the calibration parameters. While Np.e., the

number of photo-electron, and t̂, the arrival time of the pulse, are the fit parameters.

An example of the time reconstructionminimizing the chi-square defined in eq. (VI.38)

is represented in fig. VI.8. The time reconstruction obtained from the maximum of the

waveform in section VI.2.1 has a resolution which depends on the sampling frequency

f: 1√
12f

. While the time obtained from the chi-square minimization in eq. (VI.38) has

a much finer resolution since the fit allows to scan for times less than
1

f � 4 ns. This

can be seen in fig. VI.9. However finding the minimum of all the χ2
i
of all the pixels

can be computationally expensive. Moreover doing it in a independent way (each pixel

independently of its neighbor pixels), could lead to fit thermal pulses as these pulses have

the same shape of a Cherenkov light pulse.

Time and space linking of the photo-electron likelihood The time and space modeling

of an EAS Cherenkov image can be combined into a single likelihood function. To achieve
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Figure VI.9. Time resolution of the time reconstruction using the maximum of the wave-

form as defined in section VI.2.1 (blue) and minimizing the chi-square in eq. (VI.38)

(orange) as a function of the number of photo-electrons. The theoretical limit for the

method using the maximum of the waveform is indicated with the dashed black line. The

signal waveforms have been produced with a dedicated Monte Carlo simulation of the

camera electronics. For simplicity the waveform have been simulated without thermal

noise (no dark count nor night-sky background light).

this, the pixel photo-electron likelihood in eq. (VI.32) is used for each pixel i and each

sample j. One defines the following log-likelihood:

lnL �

Npixels∑
i�1

Nsamples∑
j�1

lnLp.e.(µi;Wij,σei ,σsij ,µXTi , ¯Bi,Gij), (VI.40)

whereµi is the expectednumberofphoto-electrons in thepixel idefinedas in eq. (VI.34)

and Wij is the observed digitized waveform value in pixel i and time sample j. As can

be noticed, the calibration parameters
®θc � (σe, σs, µXT , ¯B, G) are used pixel-wise. This

allows to take into account the resolution differences among the camera pixels. The gain

and σs parameters are depending on the time sample j in order to take into account the

pulse shape h(t). For a Cherenkov light pulse arriving at time t̂i, with respect to the read-

out window, the gain Gij and the gain smearing σsij of the pixel i and the time sample j

are given by:

Gij � Gih(tj − t̂i) (VI.41)

σsij � σsih(tj − t̂i), (VI.42)

where Gi and σsi are the amplitude and fluctuations in LSB of a single photo-electron

pulse and tj � j
1

f the clock time cycles.

The time of arrival in the pixel i, t̂i, can be parameterized using eq. (VI.31). Using the

constraints defined above the log-likelihood reads:
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lnL(®θ; Wij, ®θc) �
Npixels∑
i�1

Nsamples∑
j�1

ln

∞∑
k�0

µi(µi + kµXTi)k−1√
2πσkijk!

e
− (Wij−kGij−

¯Bi)2

2σ2
kij

−µi−kµXTi

(VI.43)

®θ � (µ, xCM, yCM, σw, σl, ψ, v, tCM) (VI.44)

σ2kij � σ
2

ei
+ kσ2sij (VI.45)

Approximation of the pixel photo-electron likelihood function As can be seen from

eq. (VI.32), the pixel photo-electron likelihood function is a series. In practice such function

cannot be computed. However it can be approximated. An approximation allows to

reduce the computational time,whichhas to be kept low to be able to process observational

data on a reasonable time scale. The computation time of the photo-electron likelihood

function is particularly important as it will be evaluated many times by the maximization

algorithm maximizing the likelihood of eq. (VI.43).

Three kinds of approximations are possible: neglect the least contributing terms; use

the law of large numbers; neglect the gaussian photo-peaks.

First, by neglecting the least contributing k-terms, the computation time is kept finite.

The sum can be performed from k � kmin to k � kmax:

Lp.e. '
kmax∑
k�kmin

µ(µ + kµXT )k−1
k!

e−µ−kµXT
1√

2πσk
e
− (C−kG− ¯B)2

2σ2
k . (VI.46)

The number of considered photo-peaks is directly linked to the expected number of

photo-electrons in a single pixel µ. The values of kmin and kmax can be derived from the

Generalized-Poisson probability mass function P(X � k). The bounds of the sum can be

computed by finding the k-terms forwhich the probability of observing k photo-electrons,

given that the expected number of photo-electron is µ and the optical cross-talk is µXT , is

smaller than ε > 0:

P(X � k) � µ(µ + kµXT )k−1
k!

e−µ−kµXT , k � kmin, kmax (VI.47)

P(X � kmin + 1) ≥ ε > P(X � kmin) (VI.48)

P(X � kmax − 1) ≥ ε > P(X � kmax) (VI.49)

Examples of Generalized-Poisson probability mass distribution together with the cor-

responding kmin lower and kmax upper bounds, for ε � 10
−6
, are illustrated in fig. VI.10.

As can be noticed from fig. VI.10, the number of k-terms: kmax − kmin + 1 increases

with the expected number of photo-electron µ. As a consequence the computational

time increases with larger µ. However, by the nature of the source observed (following a

spectrum which weakened with increased energy), a number of photo-electron per pixel

higher than about 1000 p.e. rarely occurs. Therefore the increase of significant k-terms in

series with increased µ should not drastically affect the overall data processing time.

Secondly, the law of large number can be applied to the pixel photo-electron likelihood

to reduce the complexity of its computation. Therefore the likelihood is approximated as:
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Figure VI.10. Examples of Generalized-Poisson probability mass P(X � k) function (in

red) as function of the number of photo-electron k assuming an optical cross-talk of

µXT � 0.08 p.e. In reading order are shown the Generalized-Poisson probability mass

function for an expected number of photo-electron µ � 1, 10, 100, 1000 p.e. The dashed

line indicates the ε � 10
−6

probability threshold as defined in eq. (VI.48) and eq. (VI.49).

The lower (kmin) and upper (kmax) indices of the approximated series in the pixel photo-

electron likelihood (defined in eq. (VI.32)) are indicated with arrows. If there exist no

kmin satisfying the conditions in eq. (VI.48), kmin � 0 is chosen.

Lp.e. '
1√
2π ˆσ2

exp

((
C − µ̂√

2σ̂

)
2

)
, (VI.50)

µ̂ �
µ

1 − µXT
G + ¯B, (VI.51)

σ̂ �

√
µ

(1 − µXT )3
G. (VI.52)

Finally, the photo-peaks of the likelihood Lp.e. can be neglected. This is achieved by

transforming thediscreteGeneralized-Poissonprobabilitymass function into a continuous

Generalized-Poisson probability density function. It is equivalent to consider that the

width of the photo-peaks σk to be infinite. The approximated likelihood reads:
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Lp.e. '
µ(µ + ˆkµXT ) ˆk−1

GΓ ( ˆk + 1)
exp

(
−µ − ˆkµXT

)
, (VI.53)

ˆk �
C − ¯B

G
, (VI.54)

where Γ (x) is the gamma function.1

The three approximation of the pixel photo-electron likelihood have been compared

to the true one. The results are shown in fig. VI.11. As demonstrated by fig. VI.11

bottom-right, where the L2 norm of the difference between the approximation and the

true function as function of the expected number of p.e. µ is drawn, the first approxi-

mation is the most accurate.2 However, as previously mentioned, this approximation is

computationally expensive as µ increases. For small numbers of photo-electrons (µ ≤ 20)

the two other approximations are not accurate since the photo-peaks are eliminated. For

large number of photo-electron (µ ≥ 100), the photo-peaks are blurred and thus the

continuous Generalized-Poisson and the Gaussian approximations are well suited. In

this range, the continuous Generalized-Poisson approximation converges faster than the

Gaussian approximation. This can be explained by the asymmetry, induced by optical

cross-talk, of the true distribution .

To conclude, the three approximations presented offer a suited simplification of the

pixel photo-electron likelihood which can reduce the computation time. However a

increasing computation speed decreases the numerical precision. A trade off between the

two is found by neglecting the least significant k-terms in the series for low number of

expected photo-electron. At large number of photo-electron the continuous Generalized-

Poisson approximation is well suited. It is important to point out that the threshold of

transition between the two approximations depends on the calibration parameters
®θc. In

particular if the photo-electron resolution σs is lower the threshold is shifted towards

higher values. Here, typical calibration parameters of the SST-1M camera are assumed.

Initialization of the likelihood maximization The maximization of the log-likelihood

defined in eq. (VI.43) is achieved by minimizing the negative log-likelihood with the

minimization software Minuit [130]. In particular, the python-based interface software

iminuit [131] is used. Most of minimization algorithms need to be initialized with pa-

rameters where the negative log-likelihood is already close to its minimum. As ini-

tialization parameters, the parameters reconstructed by the standard analysis are used.

The standard reconstruction requires to set the cleaning thresholds in eq. (VI.15). The

threshold are kept low in order to not discard the event. The values of the thresholds

Tpicture and Tboundary depend on the NSB light level. For a NSB rate of about 250 MHz,

Tpicture � Tboundary � 10 p.e. is chosen. In principle, the waveformsWij do not need

to be cleaned when minimizing − lnL since the spatial modeling of the EAS is included

in the likelihood function. However, to reduce the number of summing terms in the

log-likelihood (and therefore reduce the computation time), the pixels and time samples

in which no Cherenkov light is expected can be removed. The set of pixels S that are

1
The gamma function is defined as: Γ (x) �

∫∞
0

zx−1e−zdz, for all x > 0 and in particular Γ (n) � (n − 1)!
for any positive integer n.

2
The L2 norm of a function f(x) is defined as: | |f(x)| |2 �

√∫∞
−∞ f(x)2dx
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Figure VI.11. Pixel photo-electron likelihood (dashed black), as defined in eq. (VI.32), as

function of the reconstructed charge C for different expected number of photo-electron:

µ � 1 p.e. (top left), µ � 10 p.e. (top right) and µ � 100 p.e. (bottom left). The

following typical SST-1M calibration parameters are assumed:
®θc � (σe � 3.37 LSB, σs �

1.78 LSB, G � 20 LSB/p.e., µXT � 0.08 p.e.,
¯B � 100 LSB). The approximations are drawn

for comparison: the k-terms approximation (blue) from eq. (VI.47); the approximation of

the law of large numbers (orange) from eq. (VI.50); the continuous Generalized-Poisson

approximation (green) from eq. (VI.53). The bottom right figure shows the L2 norm of

the difference between the pixel photo-electron likelihood Lp.e. and its approximation

Lapprox.p.e as function of the expected number of photo-electron µ.
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Figure VI.12. Example of a 107 TeV gamma-ray event reconstructed by minimizing the

negative log-likelihood defined in eq. (VI.43). Left: Within each camera pixel is indicated

the number of photo-electrons reconstructed from eq. (VI.14). The 3-σ contour of the

reconstructed ellipse minimizing − lnL is drawn in red. The black arrow indicates the

time development direction of the image. The greyed pixels correspond to the set of

pixels for which the cleaning condition from eq. (VI.55) is not satisfied (with nspace � 5

). Right: Waveforms of the pixels, as function of time. Only the pixels and times samples

satisfying eqs. (VI.55) and (VI.57) are drawn. The waveforms are placed in longitudinal

coordinate order. The white-dashed line shows the reconstructed time development of

the image. The corresponding likelihood profiles are illustrated in fig. VI.13.

contained within the nspace-σ initialization ellipse contour are kept. This set is defined

as:

S �

{
i � 1, 2, . . . , Npixels

����� (
(®xi − ®xCM) · x̂

σl

)
2

+

(
(®xi − ®xCM) · ŷ

σw

)
2

≤ n2

space

}
(VI.55)

x̂ � (cosψ, sinψ), ŷ � (sinψ,− cosψ). (VI.56)

Similarly, the time samplesprior andafter the event expected arrival times are removed.

The set T of time samples being in ntime-σ of the expected arrival times in the major-axis

direction is defined as:

T �
{
j � 1, 2, . . . , Nsamples

�� v−1σlntime ≤ tj − tCM ≤ v−1σlntime + tpulse} , (VI.57)

where tpulse is thepulseduration, for SST-1Mthepulsedurationused is tpulse ' 50ns.

The optimum parameters that reduce the event size while not removing too much of the

tails of the event are found for nspace � 3 and ntime � 4.

An example of a reconstructed gamma-ray event is presented in fig. VI.12. The cor-

responding projected likelihood profile as function of each of the EAS parameters
®θ is

shown in fig. VI.13

Conclusion The log-likelihood defined in eq. (VI.43) allows to intertwine the time and

space development of the EAS asmodelled in eqs. (VI.31) and (VI.34). Thus the orientation

angle of the image ψ is not only constrained by the spatial part but also by its time part.

Additionally, the time and space reconstruction use the pulse template h(t) offering better
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VI.2. Image reconstruction with a calibrated camera

Figure VI.13. In red, negative log-likelihood profiles as function of the fit parameters
®θ.

The negative log-likelihood is divided by the number of pixels and samples kept for the

minimization. The initialization parameter are indicated with dashed-blue lines while

the end parameters are indicated with dashed-black lines. The profiles correspond to the

event shown in fig. VI.12.
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resolution than using the procedures from section VI.2.1 and eq. (VI.13). Moreover, the

log-likelihood lnL includes pixel-wise fluctuations caused by the Poisson statistics or by

the sensor response. In particular, the optical cross-talk µXT is statistically propagated

through the reconstruction while the charge reconstruction from eq. (VI.13) only assumes

average optical cross-talk. The resolution to single photo-electron is part of the likelihood

via theparameterσs. Theparameterσe takes into account thefluctuations of thewaveform

signal induced by electronic noise and NSB.3 This parameter can be computed with

interleaved images. These clocked-triggered images are acquired during gamma-ray

observation and allow to retrieve snapshots of the night-sky. The parameter σe can be

estimated from standard deviation of the images waveforms. Finally, the log-likelihood

offers a way to self-clean the images as its maximization finds the optimal parameters
®θ

given the expected time-space parameterization and the observed waveforms knowing

the calibration parameters
®θc.

The problems of the standard image parameterization, pointed out in the previous

section, such as: the need to find an optimum integration window ∆t of the waveforms

maximizing signal-to-noise ratio; the necessity to clean the images based on two optimized

thresholds; the fact that the timingparameters are dependent on the initially reconstructed

direction of the image; the fact that the Poisson, NSB and sensor fluctuations are not taken

into account by the standard image parameterization are all solved by maximizing the

log-likelihood defined in eq. (VI.43).

VI.3 Reconstruction and identification of the primary
particle

The processing of the raw data waveforms by maximizing the log-likelihood defined

in eq. (VI.43) reduces directly the waveforms into image parameters. These image param-

eters are used to reconstruct the energy and direction of the primary particle initiating

the EAS as well as the type of the particle. Here is presented the reconstruction of the

properties of the primary particle for a single telescope. The analysis can be performed

for an array of Cherenkov telescopes, which increases the precision of the end result.

Specifically, the reconstruction of the incoming direction of the primary particle is much

improved for stereoscopic reconstruction since the first interaction point in the atmosphere

can be obtained from the crossings of the EAS images. In the case of a single telescope,

the primary particle direction has to be inferred from a single image.

The properties of the primary particle are reconstructed using random forests regres-

sion and classification models. Other regression or classification model could be used but

the fact that these are decision trees makes the model easily understandable. To be more

precise, the importance of each of the image parameters can be obtained. This ensures that

the models are properly interpreting the physical properties of the EAS event. The prop-

erties could also be inferred from semi-analytical formula but this approach has shown to

have poorer performance than supervised training models [132]. Machine learning based

reconstruction are currently investigated for IACTs [133, 134, 135].

The simulated triggered events, presented in section VI.1, are parameterized by maxi-

mizing the likelihood defined in section VI.2.2. The surviving probability of the events as

3
These fluctuations are assumed to be normally distributed. While this is certainly a goodmodel for the

electronic noise, it is only a valid approximation of the NSB induced fluctuations at large NSB light levels.
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VI.3. Reconstruction and identification of the primary particle

Figure VI.14. Probability of the events surviving the likelihood reconstruction defined

in section VI.2.2 as function of the energy, the impact distance and the angular offset δ

of the primary particle. Top: Diffuse protons. Middle: Diffuse gamma-rays. Bottom:

On-axis gamma-rays.

function of the energy, impact distance and angular offset is shown in fig. VI.14. An event

for which the minimum of the negative log-likelihood − lnL is found is defined to have

survived the reconstruction.

The random forests are trained on the Monte Carlo simulation data described in sec-

tion VI.1 using the scikit-learn python library [136].

In sectionVI.3.1, the quality cuts applied to the data-set are presented. In sectionVI.3.2,

the performance of the gamma versus hadron classification is presented. In section VI.3.3,

the energy reconstruction random forest regressor is presented as well as its bias and

resolution. Finally, in section VI.3.4, the performance of the direction reconstruction of

the primary particle is shown.

VI.3.1 Data quality cuts

The trigger settings allow to select events which look like EAS images by selecting

events that show an excess of clustered photo-electrons in time and space. Although this

is efficient in reducing the number of triggered events induced by NSB fluctuations, it

requires additional data selection criteria to keep the highest quality images. The quality
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of the images can be assessed from the total number of photo-electrons contained in the

image (the higher the better), from area of the reconstructed ellipse in comparison to the

pixel area, from the ratio of the width to length of the reconstructed ellipse and from the

containment of the ellipse within the camera frame.

First, if the brightness of the image is low in comparison to the background fluctuations

it would lead into badly reconstructed parameters. Second, if the eccentricity of the

reconstructed ellipse is to small it can be expected that the image is contained in a straight

row of pixels therefore the width of the ellipse is poorly reconstructed (i.e. the width is

comparable to the pixel radius). Third, if part of the Cherenkov signal is leaking out the

camera frame the image parameters are not reliable. The quality cuts are defined as:

µ ≥ µ0; (VI.58)

σw

σl
�

√
1 − e2 ≥ e0; (VI.59)

c0 ≤ containment ≤ c1, (VI.60)

whereµ is the reconstructed number of photo-electron in the image, e is the eccentricity

of the reconstructed ellipse of width σw and length σl and the containment as defined as

in eq. (VI.28).

The threshold values: µ0, e0, c0 and c1 are estimated from the distributions of the

image quality parameters shown in fig. VI.15. The 2D correlation figures for the data

quality parameters are found in figs. VI.16 to VI.18.

The cosmic-ray spectrum (and gamma-ray sources spectra) can be described by a

power-law spectrum depending of the energy as E−γ, γ > 0. Therefore the observed

Cherenkov light emitted by the EASs should follow a power-law spectrum as well. As can

be seen from fig. VI.15a, the total number of photo-electron follows a power law above

∼ 100 p.e.. At this threshold the distribution reaches a maximum. A further descend of

the distribution is expected below this maximum. Below ∼ 60 p.e the slope changes. This

is due to the NSB background fluctuations that artificially increases the total number of

p.e. in the image. Thus this value is used as a quality cut. As the on-axis gamma-rays

are always positioned between the center of the camera and its edge, the steepening of

the slope of the size parameter distribution from 10
4
p.e. can be explained by the fact that

these events are leaking out of the camera as can be seen from figs. VI.16 to VI.18.

The distribution of the width over length is shown in fig. VI.15b. As can be seen the

protons have a larger width than the gamma-rays. This is understood by the fact that

hadronic showers tend to create sub-showers which can be far from the main shower.

The gamma-ray events (diffuse or on-axis) have the same distribution of eccentricity apart

from an excess seen at about ∼ 0.18 width over length for the on-axis gamma-rays.

In fig. VI.15c the distribution of the containment parameter is shown. The diffuse

gamma-rays andprotons show the same containment parameter distribution. As expected

the diffuse particle are less contained than the on-axis gamma-rays. In figs. VI.16 to VI.18,

the distribution of the containment parameter against the distance of the centroid of the

ellipse to the camera center rCM can be seen. From this figure, it can be seen that events

which have a containment smaller than 0.5 are leaking out of the camera.

Based on the observations in figs. VI.15 to VI.18 the following quality cuts have been

applied:
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(a) (b) (c)

Figure VI.15. Image quality parameters distribution for on-axis gammas (blue), diffuse

protons (orange) and diffuse gammas (green) obtained from the Monte Carlo simulation

presented in section VI.1. From left to right are shown: the size parameter, the width

over length ratio and the containment parameter. The distributions are shown before the

quality cuts (all triggered events). The vertical lines indicate the quality cuts used.
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Figure VI.16. Two dimensional distribution of the quality cut parameters: width over

length; containment; size as well as the distance of the ellipse centroid to the camera

center for diffuse protons.
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Figure VI.17. Two dimensional distribution of the quality cut parameters: width over

length; containment; size as well as the distance of the ellipse centroid to the camera

center for diffuse gamma-rays.

µ0 � 60 p.e.;

e0 � 0.1;

c0 � 0.5, c1 � 1.5. (VI.61)

In fig. VI.19 the distribution of the simulated events after the quality cuts are shown.

These distribution can be compared to the distribution of the trigger probability in fig.VI.2.

It can be seen that the quality cuts discard events regardless of their energy, impact

parameter nor angular offset. This can also be seen from figs. VI.20 and VI.21, where the

effective areas and differential trigger rates as function of the energy after each steps are

shown. The quality cuts are discarding events only based on their quality. Nonetheless,

it can be noticed that a few events have been removed at the highest energies and small

impact parameter. This can be understood by the fact that such event appear very large in

comparison to the camera frame. Therefore they are removed by the containment quality

cut.
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Figure VI.18. Two dimensional distribution of the quality cut parameters: width over

length; containment; size as well as the distance of the ellipse centroid to the camera

center for on-axis gamma-rays.

VI.3.2 Gamma-ray and hadron separation

As can be seen in fig. VI.21, even after the quality cuts, most of the events are protons.

The sample is still dominated by diffuse protons. There is about 1.86 × 10
3
more proton

background events than gamma-ray events. The distribution of the image parameters,

after the quality cuts, for diffuse gamma-ray and diffuse protons is shown in fig. VI.22.

One can see, that the parameters that differentiate the most gammas between protons are

related to the shape of the image, i.e. width, length, area and width over length. It is also

observed that the distributions of the diffuse particles (gammas and protons) is different

that from on-axis gammas. The differences in ellipse centroid coordinates (xCM, yCM, φ

and rCM) between diffuse particles and on-axis gammas are understood by the fact that

the source, for the first are located anywhere in the camera frame, and for the second at

the center of the camera frame. The same reasoning applies to the α distribution, where

α is computed as in eq. (VI.27) with xsource � ysource � 0 mm.

The gamma against hadron separation algorithm is applied to the sample (after the

quality cuts) in order to maximize the signal over noise ratio. For this purpose a random

forest classification is used. The training sample is composed of diffuse gammas and

diffuse protons, although for real data the gammas are on-axis and not diffuse. Choosing,

diffuse gammas allows to not bias the reconstruction based on the alignment of the shower
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(a) (b) (c)

(d) (e) (f)

(g)

Figure VI.19. Probability of the events surviving the likelihood reconstruction defined

in section VI.2.2 and the quality cuts defined in eq. (VI.61) as function of the energy, the

impact distance and the angular offset δ of the primary particle. Top: Diffuse protons.

Middle: Diffuse gamma-rays. Bottom: On-axis gamma-rays. For the initialization of the

fit the standard reconstruction from section VI.2.1 is used with the cleaning parameters

Tpicture � Tbound � 10 p.e.

142



VI.3. Reconstruction and identification of the primary particle

(a) (b)

Figure VI.20. Effective areas as function of energy for on-axis gamma-rays (left) and

diffuse protons (right). The effective areas after each step of the reconstruction are shown:

triggered events (dashed-dotted); are the parameterization (dashed); after the data quality

cuts (solid). The effective areas are computed as explained in section VI.1.2

(a) (b)

Figure VI.21. Differential rates as function of energy for on-axis gamma-rays (left) and

diffuse protons (right). The differential rates after each step of the reconstruction are

shown: triggered events (dashed-dotted); are the parameterization (dashed); after the

data quality cuts (solid). The differential rates are computed as explained in section VI.1.2

143



VI. Image reconstruction of a Cherenkov telescope camera using Silicon

Photo-Multipliers

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure VI.22. Image parameter distribution after the quality cuts for: on-axis gamma-rays

(blue); diffuse protons (orange) and diffuse gamma-rays (green).
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Figure VI.23. Left: ROC AUC of the random forest gamma/hadron classifier as function

of the number of trees and for different maximum depths of the trees. The dashed

line represent the average ROC AUC on the k-fold testing data-sets while the solid lines

represent the same score on the training data-sets. The error bars represent the variance

of the k ROC AUC scores. Right: Average ROC AUC of the k-fold testing data-sets as

function of random forest hyper-parameters: number of trees and maximum depth.

toward the center of the camera frame. Moreover, it allows to discriminate gammas against

protons based on the shape of the image rather that its position. Additionally, some of the

image parameters related to the ellipse position, used for the classification, are discarded.

The parameters used are:

• the total number of photo-electron µ;

• the kurtosis;

• the skewness;

• the length σl;

• the width σw;

• the velocity v;

• the time duration t68;

• the density ρ;

• the longitudinal density ρl;

• the lateral density ρw;

• the area.

In order to prevent the random forest to over-fit training sample, a k-fold cross-

validation is applied, with k � 5. The hyper-parameters of the random forest: the

number of decision trees and maximum depth of the trees have been explored to find the

best ROC (Receiver Operating Characteristic) AUC (Area Under Curve). The results are

shown in fig. VI.23. The hyper-parameters maximizing the training scores are found for a

random forest with 30 trees of maximum depth 14 nodes.

The ROC for this configuration is shown in fig. VI.24 together with the confusion

matrices, considering a gammaness cut of 0.5.4 The ROCs for the training and testing

datasets are comparablewhich shows that the random forest is not over-trained. Moreover,

the ROC AUCs, for both samples, are comparable and reach ∼ 0.87. The gammaness

distributions, as calculated by the random forest, are shown in fig. VI.25.

4
Each event with a gammaness above 0.5 is considered as a gamma-ray while below it is considered as

a proton/hadron.
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Figure VI.24. Top: ROC curve for the training and testing data-sets. Bottom: Confusion

matrix for the test sample (left) and the train sample (right).
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Figure VI.25. Gammaness, as calculated by the random forest classifier, distributions for

the testing (left) and training samples (right).
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Figure VI.26. Left: Feature importance of the random forest classifier. Right: ROC AUC

in bins of energy for the training and testing data-sets.

This score is given for all of the primary particle energies. As shown in fig. VI.26,

the ROC AUC in bins of energy is worse at the lowest energies, even passing below 0.5,

and reaches a plateau of ROC AUC ∼ 0.9 after ∼ 2 TeV. Below 2 TeV, the large differences

between the training and testing scores, and the fact that testing score drops below 0.5

for energies lower than 0.6 TeV can be understood by the poor statics at these energies.

In fig. VI.26 is also shown the feature importance for the gamma/hadron separation. The

width appears as themost important feature. This can be understood from thedistribution

of the width parameter in fig. VI.22. From this figure it can be noticed that the features

related to the shape of the image are used and important to discriminate between the two

classes. The orientation angle ψ of the images does not play an important role as it is the

least contributing feature. Therefore, the model understood that the orientation of the

image has no importance in the determination of the particle type.
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VI.3.3 Energy reconstruction

To reconstruct the energy of the gamma-ray events, a random forest regressionmodel is

used. The length of first interaction of the gamma-ray depends on its energy, the centroid

distance rCM of on-axis gamma-ray is correlated to the primary energy. In order to avoid

to bias the energy reconstruction, it is trained on diffuse gamma-rays but evaluated on

on-axis gamma-rays. The training image parameters used are the same as the ones used

for the gamma/hadron separation. A k-fold cross-validation, with k � 5, is also applied.

The hyper-parameters of the regressor are optimized by maximizing the coefficient of

determination R2.5

The feature importance of the energy regressor is shown in fig. VI.27 (left) where it

can be observed that the three most important features are the time of 68.2% containment

t68, the size parameter µ and the area of the ellipse. Obviously, the number of Cherenkov

photons created by the EAS’s chargedparticles is increasingwith increased energy. Within

the Cherenkov light pool the photon density is quite constant (for a given energy) but

outside the density of photons decreases rapidly and therefore the detected number of

photo-electrons is lower. This can be seen in fig. VI.5 (right). The size parameter gives a

lower limit for the energy estimate. In fig. VI.5 (right), the events observed from the light

pool correspond to the maximal intensity in each energy bin. The parameters t68 and the

ellipse area allow the RF to interpret the impact parameter of the EAS (see fig. VI.5 left).

In fig. VI.27 (right) is shown the energy migration matrix. The resolution and bias

of the energy reconstruction can be observed from fig. VI.28. On the right of this figure

is shown the distribution of the relative energy difference as function of the simulated

energy. On the left of this figure is shown the energy bias (median) and energy resolution

(68.2% containment) in bins of simulated energy. The energy bias is above 0.25 for energies

lower than 10 TeV and reaches down to 0 for energies between 10 TeV and 100 TeV. The

bias then becomes negative (underestimation) for energies higher than 100 TeV down to

about −0.1. The rather large biases below 10 TeV and above 100 TeV can be explained by

the lack of statistics. The quality cuts remove a lot of the lowest energy events while the

number of simulated events at the highest energy is low. The energy resolution reaches

0.4 above 10 TeV and goes down to 0.2 at about 300 TeV.

VI.3.4 Direction reconstruction

To reconstruct the point of origin in the sky of an EAS event a RF regression model is

used. To reconstruct the source camera coordinates (xsource,ysource), the model has to

learn that it is located on the major axis of the ellipse and at a certain distance of its center.

In order to simplify, the reconstruction the RF is trained to reconstruct the displacement

vector (DISP). The vector DISP,

−−−−→
DISP, is the vector between the camera coordinates of the

source and the reconstructed centroid coordinates (xCM,yCM):
−−−−→
DISP � (xsource − xCM,ysource − yCM). (VI.62)

An illustration of the DISP vector is shown in fig. VI.4.

5
The coefficient of determination is defined as R2 � 1 − SSresSStot

. Where SSres is the sample squared sum

of the differences between the sample values and the sample mean. SStot is the sample squared sum of the

differences between the sample values and the predicted values. A perfect regression model has an R2 of 1.
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Figure VI.27. Left: Feature importance of the random forest energy regression model.

Right: Reconstructed energy versus simulated energy migration matrix. The dashed line

indicates the ideal energy reconstructor.
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Figure VI.28. Left: two-dimensional histogram of the relative energy resolution as func-

tion of the simulated energy. Right: Median (blue) mean (black), standard deviation

(green) and 68.2% containment (red) of the relative energy resolution as function of the

simulated energy.
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This coordinate transformation, simplifies the training process since the RF does not

need to know the position of the ellipse in the camera frame to reconstruct the source

position. Additionally, if the RF would be trained on point gamma-rays, the source

position to reconstruct would always be the same (i.e. xsource � ysource � 0). Therefore

the regression model would learn to return the same value for all inputs and would not

learn to reconstruct the source position.

The RF is trained on diffuse gamma-rays and tested on point gamma-rays. The model

uses the same regression features as for the energy regressor. The model is trained using

a k-fold (k � 5) cross-validation technique to search for the best combination of the RF

hyper-parameters (number of trees and maximum depth of a tree) that maximize the

coefficient of determination R2. The result of this search are shown in fig. VI.29 (right).

The best combination of hyper-parameters is used to evaluate the performances of the RF.

The feature importance of the RF regressor are shown in fig. VI.29 (left).
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Figure VI.29. Left: Feature importance of the random forest DISP regressor. Right:

Average of the cross-validation (k � 5) test coefficient of determination R2 for the DISP

random forest regressor.

The most important feature is the orientation angle of the ellipse ψ since the source is

supposed to be on the major axis of the ellipse. Then come parameters that measure the

longitudinal displacement: t68 and v
−1

which inform on the velocity at which the image

moves; length σl and longitudinal skewness which measure the second and third order

momenta of the ellipse in the longitudinal direction. The rest of the parameters do not

play any significant role in the direction reconstruction.

The reconstructed source position of the test samples (diffuse protons and on-axis

gammas) are shown in fig. VI.30. It can be seen that the reconstructed source position

of diffuse protons is indeed diffuse. In fact the 68% containment radius R68 measures

4.2 deg which correspond to about half of the camera FoV. On the contrary, the angular

resolution, defined as R68, for the on-axis gamma-rays is about 0.67 deg.

The angular resolutionmentioned correspond to the angular resolution for all triggered

event. In fact, the resolution depends on the energy of the primary particle of the EAS. The

angular resolutions as function of the simulated and reconstructed energies are shown

in fig. VI.31.
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FigureVI.30. Reconstructed source coordinates of thediffuseprotons test sample (left) and

point gamma-rays sample (right). The dashed circle, centered at the mean reconstructed

position, indicates the 68% containment radius.
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Figure VI.31. Angular resolutions (red) and angular bias (blue and green) in bins of sim-

ulated energy (left) and reconstructed energy (right). The angular resolution is computed

as the 68% containment radius R68.

Additionally, to understand what improves the angular resolution, the distribution of

the α parameter as function of width over length and t68 is shown in fig. VI.32. One can

see that elongated ellipses (i.e. small width over length) have better angular resolution

than "rounded" ellipses (i.e. width over length ∼ 1). Additionally, the longer the event

lasts the better the angular resolution. For almost instantaneous events (i.e. t68 ∼ 0 ns)

there is no lever arm to constraint the ellipse direction based on the image velocity.
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Figure VI.32. Off-axis angle α between the source position and orientation angle of the

ellipseψ for on-axis gamma-rays. The α parameter is shown as function of the width over

length (left) and t68 (right) parameter. The sample is shown after the quality cuts defined

in section VI.3.1.

VI.4 Sensitivity to the Crab energy spectrum
In section VI.2 reduction of the waveforms into image parameters is explained and in sec-

tion VI.3 is explained how these image parameters can be used to infer the energy, gam-

maness and direction of a triggered EAS events. The performances in terms of gam-

ma/hadron separation, angular and energy resolutions are given. However, these do

not inform on the sensitivity of the reconstruction pipeline and the telescope to a given

gamma-ray source.

VI.4.1 Final event selection

The sensitivity of the telescope is computed by looking at the significance of gamma-

identified events excess for various bins of energy. Each on-axis gamma-ray and each

diffuse proton of the test sample are reconstructed using the image parameterization

described in section VI.2.2 while the energy, direction and gammaness are reconstructed

using the trained RF models from section VI.3. The events are re-weighted such that the

rates of each events correspond the to the proton spectrum (see eq. (I.6)) for the diffuse

proton sample and to the Crab Nebula spectrum for on-axis gamma-rays (see eq. (I.40)).

The weights are computed as explained in section VI.1.4.

To identify the gamma-like events two of the RFs output are used: the gammaness

and the DISP. The first, as its name suggest informs on the likelihood of an event to be a

gamma-ray event. While the second is used to define a circular region, of angular radius

θ, around the expected source position (xsource,ysource).
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VI.4.2 Differential flux sensitivity computation

The differential flux sensitivity F to a flux Φ is computed in bins of energy Ei. The

energy binsEi are logarithmically spaced and 5 energy bins are created per energy decade.

The differential flux sensitivity is defined as:

F(Ei) �
Non − αNoff

N5σ(Non,Noff,α)
Φ(Ei) �

Nγ

N5σ(Non,Noff,α)
Φ(Ei) (VI.63)

where Ton � 50 h is the observation time on the source, Toff � 250 h is observation

period off the source, α �
Ton
Toff

� 0.2 is the ratio between the observation times, Non
is the number of events on the source, Noff is the number of events off the source and

whereN5σ is number of excess (gamma-ray) required to reach a Li&Ma [137] significance

SLi&Ma of 5. The Li&Ma significance is defined as:

SLi&Ma �

√
2

(
Non ln

[
1 + α

α

(
Non

Non +Noff

)]
+Noff ln

[
(1 + α)

(
Noff

Non +Noff

)] )
.

(VI.64)

Additionally, two conditions are required to compute the sensitivity:

• The number of excess gamma should be greater or equal to 10 in each energy bin:

Nγ � Non − αNoff ≥ 10.

• The excess should be above 5% of the background in each energy bin:

Nγ
αNoff

≥ 0.05.

VI.4.3 Optimization of the differential flux sensitivity

Final selection cuts on the events are applied to reject background events. Events

from which the gammaness is smaller than a threshold g0 are rejected. As gamma-ray

events should come from a point in the sky, events for which the reconstructed source

position is at an angular distance θ bigger than a certain threshold θ0 are also rejected. The

two selection cuts, θ0 and g0, are chosen such that the differential flux sensitivity, defined

in eq. (VI.63), is minimized. Thisminimization of the sensitivity is done independently for

each bin of reconstructed Ei (obtained from the RF energy regressor). The corresponding

scan of gameness and θ2 cuts are shown in fig. VI.34.

The gammaness cuts g0 and θ2
0
cuts minimizing the differential flux sensitivity for

each reconstructed energy bin are shown in fig. VI.33. The corresponding differential flux

sensitivity is shown in fig. VI.35. As can be seen, even after 50 h of observation the SST-1M

telescope is not able to detect the Crab with at 5σ confidence level. This can be explained

by the high NSB simulated for the Krakow observational conditions (290 MHz NSB rate).

The NSB fluctuations reduce the image quality and pushes the minimum trigger image

to high values which in the end reduces the number of events at the lowest energies.

For ideal observational conditions, a lower energy threshold is expected as well as better

sensitivity below 30 TeV.
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Figure VI.33. Gammaness (left) and θ2 (right) cuts minimizing the differential flux sensi-

tivity shown in fig. VI.35 for each bin of reconstructed energy.

VI.5 Event reconstruction of the CTA large-sized telescope
The sensitivity of the analysis for the SST-1M telescope was presented. However, it was

shown that with the high NSB condition of the Kraków site it is difficult to detect the

Crab Nebula at a significant level. To compare the likelihood-based method that has been

applied to the SST-1M, the analysis has been carried to an other Cherenkov telescope: the

CTA LST. Fortunately, the LST simulations have been widely used and the sensitivity for

the standard analysis, as described in section VI.2.1, have been computed by member of

the LST collaboration. In particular, the LST collaboration uses the lstchain [138] software

for the reconstruction of the image parameters.

The LSTMonte Carlo prod3was used. It corresponds to a simulation production of the

CTA. These simulations are produced with the same simulation software as for the ones

in section VI.1. However, the configuration is adapted for the LST telescope and uses the

latest instrument description.

First, a brief explanation on how the method was adapted to the LST is given. Then,

the sensitivities and performances are compared and discussed.

VI.5.1 Configuration

The likelihood defined in eq. (VI.43) requires to define the calibration parameters. In

particular, the pulse template of the LST has been changed. In fig. VI.36 are shown the

LST pulse templates h(t) for the high and low gain channels. The gain selection is based

on the pulse amplitude. The likelihood is calculated for the selected channel only.

The single photo-electron gain smearingwas estimated at σs � 0.57 p.e. Then since the

optical cross-talk is an effect present in SiPMs and not in PMTs (the photo-sensors used

for the LST) the optical cross-talk was set to µXT � 0.
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Figure VI.34. Differential flux sensitivity as a function of the cut in the angular distance

θ2 and the gammaness for different reconstructed energy bins. The bins in energy are

increasing in reading order. The minimum differential sensitivity is indicated on each

plot with a red cross corresponding to the optimal cuts shown in fig. VI.33.

VI.5.2 Performance comparison

The sensitivity is computed as described previously. In addition the diffuse electron

background is added to calculation.

A fare comparison between the lstchain sensitivity and the one of this work is shown

in fig. VI.37. The sensitivities with lstchain are computed with three waveform integration

methods, namely: GlobalPeak, LocalPeak, NeighborPeak. The first integrates the waveforms

within a time window that is identical for all pixels. The second integrates the waveforms

within a time window that is unique for each pixel and centered at the maximum of the

waveforms. The last, integrates the waveforms within a time window centered at the

maximum of the averaged waveforms of neighboring pixels. The same quality cuts (size

greater than 200 p.e. and leakage6 smaller than 0.2) were used. Moreover, the same θ2

6
The leakage is defined as the fraction of cleaned pixels that fall on the last two pixel rows of the camera

155



VI. Image reconstruction of a Cherenkov telescope camera using Silicon

Photo-Multipliers

1 10 10
2

10
3

Reco energy [TeV]

10
-8

10
-7

10
-6

E
2
F

[T
eV

m
−

2
s−

1
]

100% Crab

10% Crab

SST-1M (50 h) (this work)

Figure VI.35. Differential flux sensitivity as a function of the reconstructed energy for the

SST-1M telescope (red). The differential flux sensitivity is multiplied by E2. An on-axis

exposure of 50 h is assumed. The gray lines represent fractions of the Crab Nebula flux.

(a) (b)

Figure VI.36. Pulse templates for the low (left) and high (right) gain channels of the LST

prod3 simulations. The amplitude is given in units of LSB for 1 p.e. which correspond to

2.2 LSB per p.e. for the low gain channel and 40 LSB per p.e. for the high gain channel.

The two pulses are identical.
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VI.5. Event reconstruction of the CTA large-sized telescope

Figure VI.37. Comparison of the flux sensitivity obtained with the lstchain reconstruction

software with three charge integration reconstruction (blue, orange and green). The flux

sensitivity obtained with this work is shown in red and uses the same quality and final

selection cuts.

cuts are used for all energy bins and an optimization of the gammaness cut is done for

each energy bin individually. The "standard" analysis sensitivities and the "likelihood"

analysis sensitivity are comparable. This work, however, extends the sensitivity to one

energy bin in the low energy and to two energy bins at the highest gamma-ray energies.

The improved sensitivity at low energy is particularly interesting for the LST since the

sensitivity of the CTA at high energy will be covered by the MSTs.

The sensitivity was then computed by optimizing the θ2 and gammaness cuts for

the lowest flux sensitivity (as done in section VI.4.3). The obtained sensitivity and the

correspondingfinal selection cuts are shown infig.VI.38. The sensitivity is improvedwhen

compared to the "standard" analysis is all bins of energy. In particular, the improvement

is significant above 0.1 TeV. The flux sensitivity almost reaches 1% of the Crab Nebula flux

around 1 TeV.

The flux sensitivity for different quality cuts is shown in fig. VI.39. It reaches similar

flux sensitivity compare to the MAGIC stereoscopic array. The figure shows also that an

increase in the leakage cut improves the flux sensitivity at high-energy (above 1 TeV). The

size cuts explored do not seem to significantly affect the flux sensitivity.

The features importance for energy and direction regression as well as for the classifier

are shown in fig. VI.40.

The energy and angular resolution as well as the performance of the gamma/hadron

classifier are shown in fig. VI.41.

field of view.
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VI. Image reconstruction of a Cherenkov telescope camera using Silicon

Photo-Multipliers

Figure VI.38. Left: Flux sensitivity as function of the reconstructed energy compared to

the standard analysis (orange, blue, green). Right: Corresponding gamma-ness and θ cut

as function of energy. The standard analysis uses a θ < 0.3
◦
cut and an optimized cut of

gamma-ness.

Figure VI.39. Flux sensitivity as function of the reconstructed energy compared to the

MAGIC (stereo) sensitivity and for different quality cuts.
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VI.6. Conclusion

(a) (b) (c)

FigureVI.40. Feature importance for: energy regression (left), gamma/hadron separation

(center) and direction reconstruction (right) of the LST random forests.

VI.6 Conclusion
A likelihood-based method for reconstructing the image parameters has been described.

This likelihood results from the calibration of SiPM which is presented in chapter V. The

likelihood combines the spatial and time part of the Cherenkov signal. This method has

been applied to the SST-1M and LST Monte Carlo simulations.

In particular, when applied to the SST-1M it was shown that the sensitivity of the

telescope is not sufficient to detect the Crab Nebula in 50 h of observations for the Kraków

night-sky background conditions. However the analysis can be used for the next obser-

vational site of the SST-1M telescope in the hope to detect the Crab Nebula.

When compared to the LST standard reconstruction technique the method shows

improvement in terms of sensitivity. To be more precise the sensitivity when optimizing

the final selection cut reaches the one of the twoMAGIC telescopes. Moreover themethod

is able to extend the sensitivity to low and high energies. In particular at high-energy the

method is able to reconstruct leaking events at the edge of the camera and thus improves

the sensitivity of the instrument. The improvement at low energy is supposedly attributed

to "self-cleaning" feature of the method which is able to detect at lower signal over noise

ratio.

Further improvement of the method could yield better sensitivity. For instance, the

simplistic two-dimensional normal distribution could be replaced by a more realistic

model taking into account the asymmetric longitudinal shower particle density profile.

This would allow to measure the shower maximum and supposedly increase the energy

resolution. Additionally, the time representation of the photon arrival time could be

improved. The lateral time spread of the shower could also be taken into account. A

better time representation of the event could improve again the sensitivity of the analysis.

Reconstruction of muon events (used for calibration purposes, see section V.4), could also

be performed with the method presented here. The spatial model would need to be

adapted to a ring shape. For the time model, one can consider that muon signals are

instantaneous as they have intrinsic time-spread of O(200 ps)) [139].
As an additional remark, the method takes into account the single pixel resolution

via the use of the pixel likelihood. This in principle should enhance the sensitivity of

the analysis for well characterized Cherenkov cameras. Thus the method performances

should improve as the instrument is better characterized. In this work, the simulation

considered that each pixel has similar charge resolution.
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VI. Image reconstruction of a Cherenkov telescope camera using Silicon

Photo-Multipliers

(a)

(b)

(c)

Figure VI.41. Top: ROC AUC as a function of the reconstruct red energy. Middle:

Angular resolution as a function of the reconstructed energy. Bottom: Energy resolution

as a function of the reconstructed energy.
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VI.6. Conclusion

Furthermore, the method could be more sensitive for high-resolution cameras where

the EAS Cherenkov image is seen in great detailed. For instance, the LST camera foresees

an upgrade with smaller (∼ 0.05
◦
pixel angular size) SiPM pixels and the SCT telescope

has slightly bigger pixels (∼ 0.07
◦
) but with wider field of view.

One disadvantage of this method is its computational time consumption. Nonetheless,

several possible approximations of the likelihood function have been presented in order

to reduce the computation time.

The method was applied to single telescope but could be adapted to stereo recon-

struction. The log-likelihood would need to be summed over the telescopes. In this case,

geometrical consideration on the orientation and position of the telescope with respect to

the EAS would need to be implemented.

Finally, the results obtained here need to be confirmed by applying the presented

analysis on telescope real data.
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Chapter VII

Neutrino correlation analysis with ultra
high-energy cosmic rays in the galactic

magnetic field

As seen in section I.4.1 there is a connection between hadronic cosmic-rays and neutrinos.

The hadronic interactions of cosmic-ray protons or nuclei produce charged pions which

decay into neutrinos. In this context a correlation study between astrophysical neutrino

directions and cosmic rays directions has been conducted.

However, as mentioned in section I.7, the angular resolution of cosmic-ray particle is

limited as they undergo successivemagnetic deflection along their voyage towards us. The

deflection angle in the galactic magnetic field can be estimated with eq. (I.46). Moreover,

the deflection angle is inversely proportional to the cosmic-ray energy E and proportional

to the atomic number Z.

Following this, the correlation study has been limited to the highest energetic cosmic-

rays in order to reduce the deflection scale. UHECRs from the Telescope Array (TA) [36]

and the Pierre Auger Observatory (PAO) [34] respectively above 57 EeV and 52 EeV are

used.

On the other side, the neutrinos being neutral particle are not deflected by magnetic

fields. Thus they should point back to the sources of cosmic-rays. As already mentioned

in section IV.1.5, the detection of astrophysical neutrinos on the ground is affected by a

large atmospheric neutrino background. Based on this, the background has been reduced

by selecting the best astrophysical neutrino candidates.

In section VII.1, the data sample used in this analysis is presented. In section VII.2,

the analysis method is explained and its sensitivity is given. Finally, in section VII.3 the

results of the correlation study are presented.

This work is the continuation of an analysis presented in [140] with updated statistics

and refined galactic deflectionmodels. The work has been presented in [141]. In addition,

the sensitivity and upper limits of this analysis are given.
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VII. Neutrino correlation analysis with ultra high-energy cosmic rays in the galactic

magnetic field

VII.1 Data sample

VII.1.1 Neutrino data sample

The neutrino sample comprises neutrino events from two neutrino detectors: Ice-

Cube [95] (see chapter IV) and ANTARES [142]. The samples from both telescopes are

selected for their high signalness. In particular, high-energy events are less likely to come

from atmospheric background.

The IceCube sample is composed of three sub-datasets:

• 7.5 years of Higher-Energy Starting Events (HESE) [143];

• 9 years of Extremely High-Energy event (EHE) alerts [144];

• 7 years of through-going muons from charged current interactions of νµ from the

northern sky [145].

The HESE sample is composed of both cascade-like events and track-like events

(see chapter IV for a definition of the event types). The cascade-like events have an

angular resolution of about 15
◦
(above 100 TeV) while the track-like events have an angu-

lar resolution of about 1
◦
. The EHE event sample is composed of high-resolution (≤ 1

◦
)

track-like event in energies from 500 TeV to 10 PeV. The through-going muons sample is

composed of tracks with energies beyond 200 TeV from the northern sky (reducing the

atmospheric background).

Regarding the neutrino sample from ANTARES, it is selected from the 9 year point-

source sample [146]. It comprises CC and NC interactions of all neutrino flavors. The

angular resolution of this sample is estimated to be less than 0.5
◦
at 10 TeV. Additionally, a

selection on signalness greater than 40% is applied to this sample. This selection reduces

the ANTARES sample to 3 track-like events.

The neutrino sample is then divided into two samples of track-like events and of

cascade-like events. This is done in order to distinguish events with high angular res-

olution from low angular resolution. Additionally, cascade-like events suffer less from

atmospheric background. In total, the neutrino sample is composed of 76 cascade-like

events and 84 track-like events (see table VII.1). The likelihood sky-maps for both samples

are shown in fig. VII.1. These maps are obtained from the stacking of single likelihood

sky-maps. Each sky-map represents a neutrino event direction probability. The HESE

sample provides likelihood maps which are computed for each event. However for the

other samples only the angular uncertainty is given. In this case, the likelihood maps

were generated from the angular uncertainty associated to the event using a gaussian

point spread function. If the events angular uncertainty were undetermined, the sample

median angular error was used as substitute.

VII.1.2 Ultra high-energy cosmic ray sample

From PAO NPAO � 324 events with energies above 52 EeV and zenith angle below 80
◦

are used. These events have an angular resolution less than 0.9
◦
. The energy statistical

uncertainty is less than 12% while the energy systematic uncertainty is estimated to be
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VII.1. Data sample

(a)

(b)

Figure VII.1. Likelihood sky-maps of the neutrino cascade-like (top) and track-like (bot-

tom) event samples in equatorial coordinates.
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VII. Neutrino correlation analysis with ultra high-energy cosmic rays in the galactic

magnetic field

Event type Cascades Tracks

Sample name HESE ANTARES HESE EHE Through-going muon

Number of events Nν 76 3 26 20 35

Table VII.1. Summary of the neutrino cascade-like and track-like samples selected from

IceCube and ANTARES.

14% [147, 148, 149]. These events have been recorded with the surface detector of the PAO

from January 2004 up to April 2017.

From the TA, NTA � 143 events with energy beyond 57 EeV and zenith angle below

55
◦
have been selected. Regarding the energy resolution it is estimated to be 20% with

a systematic uncertainty of 22%. TA estimates the angular resolution of these events to

about 1.5
◦
[150].

For both PAO and TA, the atomic number of each event is not provided. The atomic

number measurement is only well constrained for EASs observed with fluorescence tele-

scopes (where the shower maximum Xmax can be measured). These telescopes collect

the fluorescence light emitted by ultra-high energy EASs similarly as done by Cherenkov

telescopes. The light yield of fluorescence light is much smaller than Cherenkov light

(for the same EAS energy). However, its isotropic emission allows to detect showers at

large distances. Thus, these telescope are well suited for very high-energy EASs. As for

Cherenkov telescopes, they suffer from night-sky background and moon light and thus

their duty cycle is limited. For these reasons, the majority of events from PAO and TA

are obtained with the surface detector only. Thus the composition of UHECRs above

O(100) EeV is poorly constrained due to the lack of statistics. Nonetheless, measurements

of theUHECR composition by TA andPAO [151, 152] attribute a lightmixture composition

of proton and helium of the UHECRs between ' 10 EeV and ' 100 EeV.

The PAO and TA energy scale at the energies beyond O(EeV) do not match between

the two experiments. In particular the energy spectra measured by both experiments are

different [153]. To correct for that a scaling of both energy measured by each experiment

is applied. Thus an increase of 14% to the PAO reconstructed energies and of -14% for

the TA reconstructed energies are applied. These corrections are in accordance with the

estimated systematic uncertainties. The UHECRs are shown in fig. VII.2 on the celestial

sphere and the distribution in bins of energy is shown in fig. VII.3.

VII.2 Analysis method
In this analysis, the neutrino likelihood maps (see fig. VII.1) are considered as cosmic-ray

sources maps. The analysis searches for the number of cosmic-ray events ns that come

from theneutrino sources. Theparameterns is obtainedbymaximizing the log-likelihood:

lnL(ns) �
NPAO∑
i�1

ln

(
ns

NCR

Si
PAO

+
NCR − ns
NCR

Bi
PAO

)
+

NTA∑
i�1

ln

(
ns

NCR

Si
TA

+
NCR − ns
NCR

Bi
TA

)
, (VII.1)

where NCR � NPAO +NTA, S
i
is the signal Probability Density Function (PDF) of the

event i and Bi is the background PDF of the event i. The log-likelihood is separated in
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VII.2. Analysis method

(a)

(b)

Figure VII.2. UHECRs events selected for this analysis. The figures show the UHECRs

and their energy on the celestial sphere (in equatorial coordinates) from TA (top) and PAO

(bottom).
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VII. Neutrino correlation analysis with ultra high-energy cosmic rays in the galactic

magnetic field

Figure VII.3. Number UHECRs in bins of energy from TA (blue) and PAO (orange).

two terms: one for each UHECR observatory. This is because the exposure and angular

uncertainties of both observatories are different.

Additionally, one defines the null hypothesis H0 as the background hypothesis where

no UHECR event is correlated to the neutrino direction and the alternative hypothesis

H1 (signal hypothesis) is defined has when at least one UHECR event is correlated to the

neutrino direction:

H0 : ns � 0, (VII.2)

H1 : ns > 0. (VII.3)

Background PDF The background PDF determines the probability of an event coming

from background. For an isotropic background the background PDF is defined by the

exposure of the instrument. For PAO and TAwhich use surface detectors (for this sample)

the exposure is determined by geometrical consideration and only depend on the decli-

nation δ [154]. For a detector at latitude a0 being efficient to detect particles with zenith

angle less that θm, the exposure is given by:

ω(δ) ∝ cosa0 cos δ sinαm + αm sina0 sin δ, (VII.4)

where

αm �


0 if ξ > 1,

π if ξ < −1,
cos
−1 ξ otherwise.

, (VII.5)

and

ξ �
cos θm − sina0 sin δ

cosa0 cos δ
. (VII.6)

The exposure of TA and PAO as function of the declination δ are shown in fig. VII.4.

The two experiments complement well each other allowing to reach a full-sky sensitivity.
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VII.2. Analysis method

Figure VII.4. Relative exposure of the PAO (orange) and the TA (blue) as function of the

declination.

Signal PDF The signal PDF Si for the event i is determined by the stacked neutrino

likelihood sky-maps (seefig.VII.1). In addition, the exposureωof theUHECRobservatory

is also taken into account. The signal PDF is defined as:

Si(αi, δi, Ei) � ω(δi)
Nν∑
j�i

Sj(αi, δi, σi(Ei)), (VII.7)

where Sj(αi, δi,σi(Ei)) is the likelihood of the event i to come from the neutrino

event j, σi(Ei) is the angular error of the cosmic-ray event i which depends on energy

(see section VII.2.1), Nν is the number of sources (i.e. the number of neutrino sky-maps),

αi and δi the right ascension and declination of the UHECR event i.

The angular uncertainty of the event i depends on the angular uncertainty of the

experiment and the magnetic deflection θRMS (see eq. (I.46)). It is expressed as:

σ2i � σ
2

TA/PAOi + θ
2

RMSi
. (VII.8)

The likelihoodmapsSj(Ei) are obtained from the convolutionof theneutrino likelihood

mapswith a two-dimensional normal distribution of angular width σi. Depending on the

location of the neutrino event j (i.e. the source j) different magnetic deflection are used.

VII.2.1 Galactic magnetic deflection

In previous analysis, the magnetic deflection was considered as in eq. (I.46) and for

three atomic numbers (Z �1, 2, 3) since the composition of UHECRs is not known. Here

the deflection model is updated to consider the significant different deflection scale from

galactic northern and southern hemispheres. As shown in fig. VII.5 for both galactic

magnetic field models in [32, 33] the deflection scale for 100 EeV protons is different. In

169
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magnetic field

(a) (b)

(c) (d)

Figure VII.5. Galactic magnetic deflection scale for 100 EeV protons (Z � 1). The top

figures show the deflection scale on the celestial sphere in galactic coordinates. The

bottom figure shows the distribution of galactic magnetic deflections. For top and bottom,

the figures show the model of [32] (left) and of [33] (right).

fact the median deflection scales for the galactic northern hemisphere are 2.4
◦
and 2.3

◦

respectively for themodels in [32, 33]. For the galactic southern hemisphere the deflection

scales are 3.9
◦
and 3.4

◦
respectively.

Averages deflection scales of the two galactic magnetic field models are considered.

For the galactic northern and southern hemispheres this corresponds to 2.4
◦
and 3.7

◦
.

In order to attribute a deflection which corresponds to the northern or southern galactic

hemisphere the central coordinates of the neutrino are used.

VII.2.2 Sensitivity and discovery potential

Simulations of the UHECRs are performed to evaluate the significance of the results,

the sensitivity and discovery potential of the analysis. To be more precise, the simula-

tions generate ns UHECRs coming from sources and NCR − ns background event. This

operation is repeated once sufficient statistic is reached.

For each simulated sample ofNCR UHECR the log-likelihood, defined in eq. (VII.1), is
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VII.3. Results

Neutrino event type Z Sensitivity ns 3σ discovery potential ns

Cascades

1 56.6 113.9

2 60.9 128.6

3 64.2 135.1

Tracks

1 9.79 20.00

2 9.82 20.76

3 10.32 20.82

Table VII.2. Sensitivity and discovery potential of the correlation analysis of neutrino

arrival directions and UHECRs arrival directions.

maximized and the corresponding n̂s is obtained. In addition, one defines a test statistic

(TS) as:

TS � −2 (lnL(0) − lnL(n̂s)) , (VII.9)

with L(0) being the likelihood of the null-hypothesis H0 (see eq. (VII.2)).

The NCR − ns isotropic background events are generated according to the exposures

of their respective experiment.

The ns signal event energies are randomly chosen according to the energy spectra

measured for each observatory. The position is attributed by the signal PDF which takes

into account: detector exposure, galactic magnetic deflection and neutrino coordinates.

The number of background and signal events is randomly shared between events

from PAO and TA according to the probability of belonging to each observatory. This

probability is given by the fraction of events in each observatory (e.g. NPAO/NCR for

PAO).

One defines, the sensitivity as the lowest simulated ns for which 90% of its TS distri-

bution is above the background (ns � 0) TS distribution. While the 3σ discovery potential

is defined as the lowest simulated ns for which 50% of its TS distribution is 3σ above the

background (ns � 0) TS distribution.

The analysis was performed for three deflection scales corresponding to three atomic

numbers Z �1, 2, 3. The sensitivities and 3σ discovery potentials for the track-like and

cascade-like events are shown in table VII.2.

VII.3 Results
The results of this analysis are summarized in table VII.3. The most significant result

is obtained for the cascade-like events with an atomic number Z � 3. This corresponds

to a pre-trial p-value of 0.26 but when accounting the trial factor for having tested three

different deflection scales the p-values increases to 0.78. Thus no significant correlation

between the selected neutrino sample and the UHECRs from TA and PAO is observed.

In addition, the 90% confidence level (CL) upper limits for this analysis have been

computed. The upper-limits are defined similarly as for the sensitivity. The are defined

as the simulated ns for which 90% of its TS distribution is above the TS observed from the
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magnetic field

Neutrino event type Z p-value TS ns Upper limit ns (90% CL)

Cascades

1 0.51 ± 0.01 2.61 × 10−6 0.12 56.6

2 0.38 ± 0.01 0.096 14.4 75.7

3 0.26 ± 0.01 0.436 32.2 101.3

Tracks

1 1 0 0 9.79

2 1 0 0 9.82

3 1 0 0 10.32

Table VII.3. Results of the correlation analysis of neutrino arrival directions andUHECRs

arrival directions.

data. In the case track-like events, where all TS obtained values are zero, the upper limits

correspond to the sensitivity. The upper limits are show in table VII.3.

VII.4 Conclusion
A method for evaluating the significance of correlation between astrophysical neutrinos

and UHECRs has been presented. The motivation behind this analysis arises from the

hadronic processes in astrophysical accelerators. Such correlation might reveal source of

neutrinos and UHECRs.

The dataset used from four different experiments have been introduced. The analy-

sis, when compared to previous publications [140], has been updated to consider more

realistically the galactic magnetic deflection. The performances in terms sensitivity and

discovery potential of the analysis have been evaluated through Monte Carlo simulation

of UHECRs.

The results from this analysis do not allow to conclude any significant correlation be-

tween UHECRs and neutrinos from IceCube and ANTARES. These results are compliant

with the analysis presented in [141]. In particular, the third analysis in [141], which consid-

ers the UHECRs as sources rather than the neutrinos, obtains p-values all compatible with

the background only hypothesis. Moreover, the first analysis presented in [141], which

counts the neutrino-UHECR pairs for different angular scales, leads to similar conclusion.

The previous results obtained in [140] showed p-values for cascade-like events of the

order of 10
−4

when considering a magnetic deflection of 6
◦
for 100 EeV helium. Thus the

increased statistics in this work has revealed that the results presented in [140] might be

attributed to statistical fluctuations.

Nonetheless the results of this analysis do not allow to conclude on the absence of

correlation between the UHECRs and neutrinos. The galactic magnetic deflection and

extra-galactic deflection are poorly known. Here the latest models of galactic magnetic

field were applied. Additionally, the composition of UHECRs is not perfectly known

and the atomic numbers used in this analysis might be too small. Besides, the UHECR

horizon is limited by the GZK effect (see section I.7). This horizon is estimated between

10-100 Mpc depending on the UHECR composition. However the neutrinos might come

from cosmological distances thus being not correlated to theUHECRs observed by TA and

PAO. To conclude, the energy band of the UHECR considered in this analysis might be
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VII.4. Conclusion

to high for the ANTARES and IceCube neutrinos. The IceCube and ANTARES neutrinos

might originate from hadronic interaction of lower energy cosmic-rays.
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Conclusion

In this thesis, the fundamentals of cosmic-ray physics have been introduced. The composi-

tion and spectra of primary and secondary cosmic-rays have been shown. The cosmic-rays

below the knee might originate from galactic accelerators, while the one above the ankle

might primarily come from extra-galactic sources. The Fermi acceleration mechanism

might explain the power-law spectral feature in particular for galactic sources such as

SNRs. The hadronic and leptonic processes responsible for the production of neutrino

and gamma-ray secondaries allow us to locate and characterize the cosmic-ray accelera-

tors.

The detection principle of gamma-rays and high-energy neutrinos on the ground have

been explained. The interaction of these messengers with air or ice produce charged

secondaries that are detectable via the Cherenkov effect.

The current and future instruments of ground-based gamma-ray astronomy have been

presented. In particular, the CTA and the SST-1M project have been detailed. The IceCube

neutrino telescope has been also presented.

The calibration of the SST-1M camera has proven that its performance meets the re-

quirement of the CTA. The method developed to calibrate the SiPMs was used to char-

acterize the entire camera on a pixel-by-pixel basis. The photo-electron likelihood (and

its method of maximization) used in the context of this work can be applied to other

SiPM cameras. The parameter extracted allowed us to develop the Monte Carlo simula-

tion models. Nonetheless, additional work is required for the flat-fielding of the camera.

Especially, the on-site characterization with a flasher would be interesting to perform

after appropriate calibration. Moreover, the inclusion of NSB fluctuations in the photo-

electron likelihoodmight be useful to calibrate the camera on-site as done in the laboratory

conditions.

Following the steps of the calibration results, theflux sensitivity of the SST-1Mtelescope

has been obtained. The method used to reconstruct the Cherenkov images is based on

likelihood maximization. Time and spatial constraints of the Cherenkov emission are

used. In addition, the photo-sensor charge resolution is statistically propagated. The

reconstruction method has been compared to standard techniques and promising results

have been shown. In particular, with adequate final selection cuts, the sensitivity of the

LST reaches the one of theMAGIC stereoscopic system. The full potential of the likelihood

reconstruction method has not yet been exploited. Especially, the use of more realistic

image models and time development models could improve the overall performance.

Moreover, modification of the likelihood to account for stereoscopic reconstruction would

be interesting. The geometrical constraints on the orientation of the array with respect to

the EAS need to be found. To confirm the potential of this image reconstruction method,

the processing of real telescope data would be interesting.
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magnetic field

A correlation study between the UHERCs and the neutrinos based on a likelihood

maximization has been conducted. Its application inspired the development of the likeli-

hood based reconstruction for the SST-1M and LST telescopes. The correlation study is the

follow-up of a previous 3σ excess correlation. The increased statistics and refined galactic

magnetic deflection model have shown that this excess was a statistical fluctuation. The

90% confidence level upper limits on the number of correlated UHECRs have been estab-

lished. The results are also confirmed by other similar analyses. Nonetheless, the results

do not allow to draw any conclusion on the correlation between UHECRs and neutrinos.

The horizon differences between neutrinos and UHECRsmight lead to a small correlation

fraction. In addition, the galactic and extra-galactic deflections might be underestimated.

Additionally, the composition of UHECRs above the ankle is poorly known and the atomic

number considered might be too small. Finally, the energy range of the neutrino used

might be associated with lower energy cosmic-rays than UHECRs.
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