
UNIVERSITÉ DE GENÈVE
Département de physique nucléaire et corpusculaire
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Abstract

In this thesis, searches for narrow resonances decaying into pairs of vector bosons (WW , WZ and

ZZ) are presented. The searches are performed using 20.3 fb−1 and 3.2 fb−1 of proton-proton

collision data collected with the ATLAS experiment at the LHC at centre-of-mass energies of

8 TeV and 13 TeV, respectively. Events are selected in the fully hadronic final state, characterised

by two large-radius jets. Requirements on the jet mass and substructure variables are imposed

to select large-radius jets that are compatible with the hadronic decay of highly boosted W or

Z bosons. A variety of techniques are compared to optimise the identification of boosted vector

bosons. The invariant mass spectrum of the two boson-tagged jets is used as discriminating

variable to search for a resonant structure on top of the smoothly falling distribution of the

background processes. In the analysis performed at 8 TeV, an excess of events is observed for

an invariant dijet mass of 2 TeV. The largest deviation from the background prediction occurs

in the WZ channel with a global significance of 2.5σ. On the contrary, no significant deviations

from the background expectations are seen in the analysis using 13 TeV pp collisions. Exclusion

limits at 95% confidence level are set on the production cross-section times branching ratio for

three benchmark models: a bulk Randall-Sundrum model, an extended gauge model and a heavy

vector triplet model. W ′ bosons as predicted in the extended gauge model are excluded in the

mass range from 1.3 to 1.5 TeV at 95% confidence level and W ′ bosons from the heavy vector

triplet model are excluded for masses between 1.38 to 1.6 TeV.
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Résumé

Dans cette thèse, les recherches sur des résonances étroites, se désintégrant en paires de bosons

vectoriels (WW , WZ et ZZ) sont presentées. Les recherches sont effectuées en utilisant les

données de collision proton-proton de 20.3 fb−1 et 3.2 fb−1, enregistrées par le détecteur ATLAS

au LHC avec une énergie au centre de masse de 8 TeV et 13 TeV, respectivement. Les événements

sont sélectionés dans l’état final entièrement hadronique, caractérisé par deux jets de grand

rayon. Des contraintes ont été imposées sur la masse du jet et sur sa structure interne pour

sélectionner des jets qui sont compatibles avec la désintégration d’un boson de jauge (W ou

Z) avec une grande quantité de mouvement transverse. Plusieurs techniques sont comparées

afin d’optimiser l’identification des boson vectoriels boostés. Le spectre de masse invariante

des deux jets est utilisé comme variable de discrimination à la recherche d’une structure de

résonance au-dessus de la distribution des bruits de fonds. Dans l’analyse effectuée à 8 TeV, un

excès d’événements est observé pour une masse invariante de dijet de 2 TeV. La plus grande

déviation est produite dans le canal WZ avec une signifiance globale de 2.5σ. Au contraire,

aucune déviation signifiante par rapport aux attentes de fond n’est vue dans l’analyse en utilisant

des collisions de proton de 13 TeV. Des limites supérieures au niveau de confiance de 95% sont

établies sur la section efficace fois le rapport de branchement pour trois modèles de référence

différents: le modèle bulk Randall-Sundrum, une théorie de jauge prolongée et un modèle de

triplet de vecteur lourd. Les masses d’un boson W ′ dans la théorie de jauge prolongée sont

exclues entre 1.3 et 1.5 TeV et les masses d’un boson W ′ prédit par le modèle de triplet de

vecteur lourd sont exclues entre 1.38 et 1.6 TeV.
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Chapter 1

Introduction

Our current knowledge about the fundamental particles and their gauge interactions is rep-

resented in the Standard Model of Particle Physics (SM). Its predictions are in remarkable

agreement with the measurements that have been carried out in many experiments. The quest

for the last missing piece of the SM, the Higgs boson, ended after about 50 years with its discov-

ery in July 2012. Despite providing such a successful theoretical framework for particle physics,

the Standard Model does not address several experimental observations. For example it cannot

explain the origin of dark matter or provide a source for the observed matter-antimatter asym-

metry. One of the key signatures in the search for physics beyond the Standard Model is the

production of new particles decaying to a pair of electroweak gauge bosons (WW,WZ,ZZ). To

enable searches for these particles at new unprecedented energy scales, more and more powerful

particle accelerators and detectors are built.

The Large Hadron Collider (LHC) at CERN is the world’s largest and most powerful particle

accelerator, which collides protons close to the speed of light in four different main interaction

points. The first collisions at the LHC were recorded in 2009 at a centre-of-mass energy of

900 GeV. Since then, the LHC has constantly enhanced its performance by not only increasing

the centre-of-mass energy up to 13 TeV but also by pushing the instantaneous luminosity beyond

its design value. The exceptional performance of the LHC allowed for a significant extension of

the mass reach in the search for physics beyond the SM with respect to previous high energy

particle colliders. However the high instantaneous luminosity also poses challenges in the recon-

struction of particles in the detector due to the large number of proton-proton interactions in

the same bunch-crossing.

This thesis presents the results of the search for diboson resonances in the fully hadronic final

state using 20.3 fb−1 of 8 TeV pp collisions and 3.2 fb−1 of data collected at
√
s = 13 TeV. The

unprecedented centre-of-mass energy of the pp collisions at the LHC enables the production of

vector bosons for the first time with a transverse momentum pT much larger than their rest

mass m. Hence the decay products of W and Z bosons are collimated, which is also referred to

as boosted, and overlap within the detector. The hadronic decay products of the boosted vector

bosons are captured within one single large-radius jets with typical radius sizes of R = 1.0.

Thus, the final state of the fully hadronic diboson resonance search is characterised by two

large-radius jets. However, the cross-section of the dominating background, the production of

1



Chapter 1 Introduction

QCD multi-jet events, is orders of magnitude larger than that of the signal. To distinguish

between a large-radius jet that contains the two decay products of a W/Z boson from a quark

or gluon-initiated jet, so-called tagging techniques are used to explore the internal substructure

of the jet. Grooming algorithms are used to improve the jet mass resolution by removing the

contamination of soft particles unrelated to the hard scattering and produced in additional col-

lisions in the same bunch crossing. A variety of substructure and grooming techniques have

been studied in the ATLAS Collaboration to find the optimal combination to identify boosted

hadronically decaying vector bosons and these studies are summarised as well in this thesis.

This thesis is organised as follows. The theoretical framework of particle physics, the Stan-

dard Model, is introduced in Chapter 2 and theories beyond the Standard Model are presented

that predict the existence of new particles decaying into a pair of vector bosons. The Large

Hadron Collider and the ATLAS detector are described in Chapter 3. The concept of jets is

introduced in Chapter 4 together with an overview of the available grooming and substructure

techniques. The calibration procedure and derivation of systematic uncertainties for large-radius

jets are described in Chapter 5, followed by a detailed description of the studies performed to

identify boosted hadronically decaying W and Z bosons in Chapter 6. The common aspects for

the 8 TeV and 13 TeV diboson resonance searches, such as the object definitions and the event

selection as well as the strategy of the analysis are detailed in Chapter 7. The results of the

diboson resonance search at
√
s = 8 and 13 TeV are presented in Chapter 8 and 9, respectively

and concluding remarks can be found in Chapter 10.

Personal Contribution

The ATLAS Collaboration is comprised of about 3000 scientists who are involved in the con-

struction of detector components, the operation of the detector, the analyses of the collected

data and many other tasks. The studies presented in this thesis thus rely on the work of many

other people in the collaboration and are not performed by only one individual. The major

contributions of the author in this thesis are listed below.

Chapter 5: Large-R Jet Calibration in ATLAS

The author derived the jet energy and mass calibration for several jet collections that were

studied in the optimisation of boosted boson tagging identification at
√
s = 8 TeV to allow for

a fair comparison between different grooming algorithms. The systematic uncertainties on the

jet energy and mass scale as well as various substructure variables were estimated by the author

using the track-jet double ratio method for different jet collections. The uncertainties were used

by all ATLAS analyses with large-R jets in the final state at
√
s = 8 TeV. Furthermore, the

Monte Carlo based systematic uncertainties for anti-kt R = 1.0 trimmed jets, used in early

Run-II analyses such as the diboson resonance search, were derived by the author. The jet area

2



pile-up correction was studied by the author for both small-R jets as well as large-R jets in MC

simulation and data. In addition, the effect of the correction on large-R jets was studied in the

context of the High-luminosity LHC.

Chapter 6: Identification of Boosted Vector Bosons

As previously mentioned, the author derived the MC based jet calibrations and the in-situ

systematic uncertainties for various jet collections. Furthermore, the author measured the back-

ground efficiency for two different signal efficiency working points in 8 TeV collision data and

compared it to the MC prediction. The author is one of two principal analysers that developed

the boosted boson identification algorithm used in all 13 TeV ATLAS analysis with boosted W

or Z bosons. This includes (but is not limited to) the identification of the optimal grooming

algorithm and substructure variable used in combination with the jet mass but also different

signal efficiency working points.

Chapter 8: Diboson Resonance Search at
√
s = 8 TeV

The author was responsible for the derivation of the jet calibration as well as several cross checks.

The author assured that events were not accumulated in one particular region of the detector

and that the selection efficiency was stable over the whole data-taking period. Furthermore

several control regions in data were studied to ensure that the kinematic selection does not

cause a distortion of the dijet invariant mass spectrum.

Chapter 9: Diboson Resonance Search at
√
s = 13 TeV

The author developed the algorithm to identify boosted hadronically decaying vector bosons

and derived the systematic uncertainties for the variables used in the algorithm. Furthermore,

the author participated in the implementation and running of the object definitions and event

selection and provided the invariant mass spectra needed for the statistical analysis. Several

control regions were studied by the author to ensure that the parametric function describes the

invariant dijet mass of the background processes.

Appendix B: Prospect Studies for the VH→ bb̄ Production at the HL-LHC

The author is one of two main analysers of the WH → `νbb̄ analysis at the HL-LHC and thus

contributed to essentially every aspect of the analysis. The studies were performed in close

collaboration with the small team working in parallel on the ZH analysis.
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Chapter 2

Standard Model of Particle Physics

The Standard Model of particle physics (SM) [1–5] provides the theoretical framework for de-

scribing the elementary particles and their fundamental interactions. It was mostly developed

in the 1960s-1970s and its predictions have been tested with remarkable precision in various

experiments, with no significant deviations observed so far. Approximately 50 years after its

prediction [6–11], the last missing piece of the SM model, the Higgs boson, was discovered in

2012 by the ATLAS and CMS Collaboration [12, 13]. In this chapter, the SM is briefly sum-

marised and its limitations will be discussed, giving rise to theories of physics beyond the SM.

Different theories that predict the existence of new particles that decay into vector boson pairs

will be introduced.

2.1 Introduction to the Standard Model

The SM distinguishes between two types of particles: fermions and gauge bosons. The gauge

bosons are the mediators of the interactions between the fermions. Three of the four fundamental

interactions are incorporated in the SM: the electromagnetic, weak and strong forces which are

based on relativistic quantum field theories. No quantum theory for the gravitational force exist

so far and is not included in the SM, however at the current energy scale of elementary particle

physics it can be neglected.

2.1.1 Fermions

The fermions are spin one-half particles and can be divided into two different groups: leptons

and quarks. They are arranged into three generations each consisting of two left-handed doublets

and three right-handed singlets. The fermion doublets of the SM are shown in Table 2.1 with

their corresponding charges. Each generation contains one charged lepton (electron, muon, tau),

the corresponding electromagnetically neutral lepton, referred to as neutrino, (νe, νµ, ντ ) as well

as an up-type (up, charm, top) and down-type (down, strange, bottom) quark. The fermions

of the first generation are the building blocks of the visible matter and the second and third

generations are duplicates of the first generation with the same quantum numbers but larger

masses. The number of generations is not predicted in the SM, however measurements of the

lifetime of the Z boson, the mediator of the neutral weak interaction, constrain the number of

5



Chapter 2 Standard Model of Particle Physics

Generations
I II III Q

Leptons

(
νe
e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L

0
+1

Quarks

(
u
d

)
L

(
c
s

)
L

(
t
b

)
L

+2/3
−1/3

Table 2.1: The fermions in the Standard Model, arranged into three generations with their
charge Q given in units of the proton charge.

Lepton Mass [MeV] Quark Mass [MeV]

e 0.511 u 2.3+0.7
−0.5

νe < 2 · 10−6 d 4.8+0.5
−0.3

µ 105.658 c (1.275± 0.025) · 103

νµ < 0.19 (90% CL) s 95± 5

τ 1776.86 ± 0.12 t (173.21± 0.51± 0.71) · 103

ντ < 18.2 (95% CL) b (4.18± 0.03) · 103

Table 2.2: Summary of the fermion masses in the SM [15]. The electron and muon masses
are measured with a very high precision, thus their uncertainties are neglected here. For the
neutrinos masses, the standard hierarchy is assumed.

light neutrinos (mν < mZ/2) to be 2.9840± 0.0082 [14]. For each fermion a corresponding anti-

fermion exists with the same mass and spin but opposite charge and weak isospin. Quarks carry

a further quantum number colour, an analogy to the electric charge, which can be either red,

blue or green. The masses of the fermions are summarised in Table 2.2. In the SM, neutrinos

have zero mass, however they have been measured to be very small. Since quarks do not exist

as free particles (as explained in Chapter 2.1.2), their masses are estimated in the MS scheme

except for the top quark whose mass is determined from its decay products.

2.1.2 Interactions

The three fundamental interactions of the Standard Model can be derived from the local gauge

invariance of the Lagrangian under the transformation of the symmetry group SU(N). The

symmetry group of the Standard Model is SU(3)C ⊗ SU(2)L ⊗ U(1)Y and combines the strong

force (SU(3)C) with the electroweak interaction (SU(2)L⊗U(1)Y ). Each SU(N) (U(N)) symmetry

group hasN2−1 (N2) generators which also corresponds to the number of mediators. The indices

of the symmetry group indicate the quantum number that is conserved, the colour C for the

strong interaction and the weak isospin I and hyper charge Y for the electroweak interaction.

6



2.1 Introduction to the Standard Model

The index L implies that only left-handed fermions are involved in the SU(2) group whereas

both chiralities are present in the U(1) group.

Quantum Chromodynamics

The underlying gauge theory of the strong interaction is Quantum ChromoDynamics (QCD) [16–

18]. The corresponding symmetry group SU(3)C is generated by eight three-dimensional Gell-

Mann matrices λa and the mediators of the strong force are eight colour-charged massless gluons

of spin one. Only colour-charged objects, quarks and gluons, interact via the strong interaction.

The Lagrangian of the QCD is defined as

LQCD =
∑
f

q̄f (iγµDµ +mf )qf −
1

4
Gµνa Gaµν , (2.1)

where the first term describes the kinetic term of the quarks and their interaction with the

gluons. The second term of the Lagrangian which is quadratic in the gluon field strength Gµνa ,

defined in Eq. 2.3, gives rise to three- and four-gluon self-interactions. The quark fields are

described by Dirac spinors qf with masses mf and the sum runs over the number of quark

flavours f . The covariant derivative is defined as

Dµ = ∂µ − igs
λa

2
Gµa , (2.2)

with the coupling parameter gs of the strong interaction and the eight gluon fields Gµa . Finally,

given the QCD structure constants fabc, the gluon field strength can be specified:

Gµνa = ∂µGνa − ∂νGµa + gsf
abcGµbG

ν
c . (2.3)

The coupling parameter of the strong force is often also expressed in terms of the coupling

constant αs =
√

4πgs. Due to finite loop corrections, the strong coupling constant is energy

dependent and can be expressed as follows:

αs(Q
2) =

12π

(33− 2nf ) log( Q2

Λ2
QCD

)
, (2.4)

where nf is the number of quark flavours at a certain energy scale Q and ΛQCD a commonly

chosen scale such that αs(Q
2) depends only on one variable. The constant ΛQCD is about

200 MeV. The behaviour of the coupling constant is determined by the gluon self-interaction of

the non-Abelian SU(3) group. At large energy scales (Q2 > Λ2
QCD) the coupling constant αs

decreases. Therefore, quarks can be treated as free particles at short distances which allows the

usage of perturbation theory in QCD. This effect is referred to as asymptotic freedom. On the

other hand, at low energy scales, the coupling constant increases and results in the confinement

of quarks and gluons into bound states. Therefore quarks cannot be observed as free particles

7
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but form colourless hadrons that can be classified as either mesons (qq̄) or baryons (qqq or q̄q̄q̄).

Gluons cannot exist as colour-singlets as this would otherwise result in an infinite range of the

strong interaction. The observation of the Λ++ baryon which corresponds to three up quarks

with their spin aligned in the same direction lead to the introduction of the additional colour

quantum number for quarks to ensure that the Λ++ baryon obeys the Fermi-Dirac statistics.

The number of different colours for quarks were determined from the ratio of the e+e− → qq̄

cross-section measurement with respect to the e+e− → µ+µ− cross-section [19].

Electroweak Interactions

In 1967, Glashow, Weinberg and Salam proposed that the electromagnetic and weak interaction

are different manifestations of the same interaction and formulated the electroweak theory based

on the group SU(2)L ⊗ U(1)Y [3–5]. The non-Abelian group SU(2)L is generated by the three

Pauli matrices σi, with i = 1, 2, 3 and consists of an isotriplet of vector bosons W 1,2,3
µ . The

hypercharge Y is the generator of the Abelian U(1) group which contains only an isosinglet Bµ.

The mediators of the electroweak interaction, the W±, Z0 and photon γ are linear combination

of the gauge boson fields. The charged gauge bosons W± are defined as

W±µ =
1√
2

(W 1
µ ∓ iW 2

µ) , (2.5)

whereas the mass eigenstates of the neutral photon field (Aµ) and Z0 gauge boson field (Zµ)

can be written as

Aµ = W 3
µ sin θW +Bµ cos θW (2.6)

Zµ = W 3
µ cos θW −Bµ sin θW . (2.7)

The mixing of the neutral states depends on the Weinberg angle θW which can be determined

from the coupling constant g and g′ of the SU(2)L and U(1)Y group:

sin θW =
g′√

g2 + g′2
. (2.8)

The W± and Z0 bosons are the mediators of the weak force and are both spin-one particles. In

the SM, gauge bosons are required to be massless to preserve its local gauge invariance. However,

the masses of the W± and Z0 bosons deviate significantly from zero and are 80.376±0.033 GeV

and 91.1876 ± 0.0021 GeV [15], respectively. In 1964, the Brout-Englert-Higgs mechanism was

introduced in which the gauge bosons acquire their masses by the spontaneous breaking of elec-

troweak gauge symmetry, see Chapter 2.1.3. Due to the large masses of the gauge bosons, the

weak force has a limited range and dominates only at high energies.

The massless photon is the mediator of the electromagnetic interaction which has an infinite

range. As the other gauge bosons, the photon has a spin of one. It only couples to electrically

8



2.1 Introduction to the Standard Model

charged particles and thus no photon self-interactions are possible. Therefore, the electromag-

netic coupling constant αem decreases at low energies due to the screening of the electric charge.

The weak interaction is the only interaction that allows for flavour changing charged currents,

e.g. an up-type quark is turned into a down-type quark via the emission of a W boson. The

transition does not only have to occur within the same generation, however the probability for

a transition between two generations are much smaller. The unitary 3 × 3 Cabibbo-Kobayashi-

Maskawa (CKM) matrix relates the weak eigenstates of the down-type quarks q′ to the mass

eigenstates q. Its squared matrix elements |Vij |2 represent the probability of a quark of flavour

i to decay into a quark of flavour j via the emission of a W boson.d
′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 ·
ds
b

 =

0.974 0.225 0.004

0.225 0.986 0.041

0.008 0.040 0.999

 ·
ds
b

 (2.9)

The mixing of mass eigenstates is not restricted to the quark sector, it is also present for leptons.

The Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, an extension to the SM, describes the

mixing between the neutrino flavour eigenstates να (α = e, µ, τ) and the mass eigenstates νi.

2.1.3 Electroweak Symmetry Breaking

The mediators of the weak interaction acquire mass via the spontaneous symmetry breaking

in which the Lagrangian is invariant under SU(2)L ⊗ U(1)Y but the ground state is not. To

accomplish the symmetry breaking, a new self-interacting isospin doublet of complex scalar fields

with four degrees of freedom is introduced

Φ =

(
Φ+

Φ0

)
, (2.10)

and the most general, renormalisable Lagrangian of a scalar field with its kinetic term and the

potential V is added to the electroweak Lagrangian:

LHiggs = (DµΦ)†(DµΦ)− V (Φ) with V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 . (2.11)

The covariant derivative Dµ for left-handed particles is defined as

Dµ = ∂µ + ig
σi
2
·W i

µ + i
g′

2
Y Bµ . (2.12)

The parameter λ is required to be larger than zero to guarantee stable minima and µ2 < 0

is chosen to obtain a non-vanishing vacuum expectation value v =
√
µ2/λ which causes the

symmetry breaking of SU(2)L ⊗ U(1)Y . The ground state is then chosen such that the gauge

group of the electromagnetic interaction is unaffected and the photon remains massless. In

the unitary gauge, the Higgs doublet Φ can be obtained by perturbative expansion around the

9
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ground state and becomes

Φ =
1√
2

(
0

v +H(x)

)
, (2.13)

with the real scalar Higgs field H that corresponds to the Higgs boson. Inserting Eq. 2.13 in

the scalar field Lagrangian in Eq. 2.11 yields the mass terms for the gauge bosons:

LHiggs =
1

2
∂µH∂

µH︸ ︷︷ ︸
kinetic term

+
1

4
g2v2W+

µ W
−µ +

1

8
(g2 + g′2)v2ZµZ

µ − λv2H2︸ ︷︷ ︸
mass terms

− λvH3 − 1

4
H4︸ ︷︷ ︸

Higgs self-coupling

. (2.14)

Terms of the order O(HW+W−, HZZ, HHW+W−, HHZZ) which represent the coupling of the

Higgs field to the massive gauge bosons have been neglected in Eq. 2.14. Three of the four free

degrees of freedom of the complex Higgs scalar are absorbed as longitudinal modes of the W±

and Z0 boson and generate their masses which can be purely expressed in terms of the vacuum

expectation value v ≈ 246 GeV and the coupling constants of the electroweak interaction, g, g′:

mW± =
1

2
gv , mZ =

1

2
v
√
g2 + g′2 . (2.15)

The remaining degree of freedom gives rise to a new scalar boson, the Higgs boson with mH =√
2λv. Its mass is not predicted by the theory since the parameter λ is not known.

The masses of the fermions in the SM are not a priori included in the Brout-Englert-Higgs

mechanism, however the fermions can acquire mass via the Yukawa coupling of the Higgs doublet

to them. The strength of the coupling gf is proportional to the mass of the fermion mf :

mf =
gf · v√

2
. (2.16)

Almost 50 years after its prediction, the SM Higgs boson was discovered in 2012 by the ATLAS

and CMS Collaboration at the Large Hadron Collider using the data taken in 2011 at a centre-

of-mass energies of
√
s = 7 TeV and a partial dataset of about 5 − 6 fb−1 taken in 2012 at

√
s = 8 TeV. The mass of the Higgs boson was measured by the ATLAS and CMS Collaboration

with high precision, mH = 125.09±0.21 (stat)±0.11(syst) GeV [20], and the spin two hypothesis

was excluded with a confidence level above 99.9% by the ATLAS Collaboration [21]. The new

particle was discovered through its decay into boson pairs, γγ,WW and ZZ, and so far only

evidences for the Higgs boson decay into fermions were found. To estimate the sensitivity to the

WH and ZH production with the subsequent Higgs decay into bb̄, a simulation-based analysis

was conducted under the conditions that are expected for the planned high-luminosity upgrade

of the Large Hadron Collider. The analysis is described in Appendix B.

2.1.4 Shortcomings of the Standard Model

The SM of particle physics predicts the experimental observations over a broad range with re-

markable success as shown in Fig. 2.1. Nonetheless, several experimental observations cannot
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Figure 2.1: Summary of the Standard Model production cross-section measurements at
√
s =

7, 8, 13 TeV and comparison with their theory predictions [22].

be explained by the SM and require an extension of the theoretical framework. A selection of

its limitations will be introduced in the following.

The observation of neutrino oscillations [23, 24] conceded that neutrinos are not massless as

in the SM and thus as previously mentioned, the neutrino flavour eigenstates differ from their

mass eigenstates. To allow for neutrinos with non-zero masses in the SM, two different models

of neutrinos exist: Dirac and Majorana neutrinos. In the first case, right handed neutrinos are

added to the SM Lagrangian whereas Majorana neutrinos represent as well their own antipar-

ticle. The nature of neutrinos has not been determined yet. However if neutrinos are their own

antiparticles, then neutrinoless double β-decays should be observable [25]. While the relative

mass differences between generations has been measured, the absolute neutrino masses are be-

yond the sensitivity of modern experiments.

An unanswered question of the SM is the source of the matter-antimatter asymmetry. During

the Big Bang, an equal amount of matter and antimatter was produced. Nowadays, the amount

of antimatter in the visible universe is negligible. The CP violation possible through the weak

interaction and described by a phase in the CKM matrix is too small to explain this asymmetry.

The measurement of the rotation curves of galaxies and the observation of gravitational lens-

ing revealed that only about 4.6% of the energy of the universe is accounted for by baryonic

matter [26]. The remaining 95% of the universe energy density is dark matter and dark energy
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which are not included in the SM. Dark matter does not emit electromagnetic radiation and so

far only its coupling to the gravitational force has been detected. The only possible dark matter

candidate in the SM are neutrinos, however their almost negligible mass and abundance cannot

explain the large amount of dark matter.

The unification of the electromagnetic and weak interaction gave rise to Grand Unified Theories

(GUT) [27, 28], which regard the strong and electroweak interaction as different manifestations

of one underlying interaction described by a new gauge group such as SU(5). The coupling con-

stants of the three interactions converge then at the grand unification scale of about 1016 GeV

and are identical in strength. In the SM, the coupling constants do not converge in one single

point. Most grand unified theories predict as well the decay of the proton, which has never been

observed.

The tree-level mass of scalars, such as the recently discovered Higgs boson, receives large correc-

tions from virtual loops involving all fermions and gauge bosons to which it couples. Considering

only fermion loops, the corrections to the Higgs boson mass are at first order:

∆m2
H = −

|yf |2Λ2

8π2
, (2.17)

where yf is the Yukawa coupling of the Higgs boson to the fermion and Λ is the cut-off scale up to

which the SM is valid. Due to its large mass, the top quark induces the largest loop corrections.

Assuming that the SM is the only theory up to the Planck scale with Λ ≈ 1019 GeV, the bare

mass of the Higgs boson has to be extremely fine-tuned to result in the observed Higgs mass

value of about 125 GeV. The enormous difference of the electroweak scale O(100 GeV) and the

Planck scale is also referred to as hierarchy problem. Although this fine-tuning is in principle

no problem of the SM, it seems rather unnatural that the cancellation of the loop corrections

occur with a precision of the order of 10−16.

2.2 Looking Beyond

Over the past decades, many theories beyond the SM (BSM) have been developed to accommo-

date the aforementioned limitations of the SM. So far, no BSM theory is able to solve all short-

comings. One of the most elegant theories that solves the hierarchy problem, unifies the gauge

couplings and provides a dark matter candidate is SUperSYmmetry (SUSY) which introduces a

supersymmetric partner to each SM particle [29]. The remainder of this thesis will focus how-

ever not on one specific theory but a distinct signature that can be produced by many different

BSM theories. One possible signature is the production of vector boson pairs (WW, WZ, ZZ)

resulting from the decay of a new particle predicted in extensions of the SM such as in techni-

colour [30–32], warped extra dimensions [33–35], and Grand Unified Theories [27, 28, 36]. The

final state of the diboson production is characterised by the subsequent decay of the vector

bosons. The search in this thesis is performed in the fully hadronic mode where both vector

bosons decay hadronically making use of the large branching ratio, BR(W → qq̄′) ≈ 68% and
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BR(Z → qq̄) ≈ 69% compared to leptonic decays: BR(W → `ν) ≈ 10.8%, BR(Z → ``) ≈ 3.4%

and BR(Z → νν) ≈ 20%. The higher branching ratio allows to extend the reach of the search

to higher resonance masses with respect to the fully leptonic or semileptonic decays. The invari-

ant diboson mass spectrum is then compared to the predictions of the SM and the results are

interpreted in terms of three benchmark BSM models: an extended gauge model [37], a specific

heavy vector triplet model [38] and the bulk Randall–Sundrum model [33]. The different models

and their theoretical motivation will be introduced in this section.

2.2.1 Extended Gauge Models

The extended gauge model is a general model that does not aim to solve one of the previously

described shortcomings of the SM but that predicts the existence of heavier spin-one vector

bosons W ′ and Z ′ similar to the W± and Z0 boson of the SM. In the search presented in this

thesis, only the W ′ model will be considered. The couplings of the W ′ boson to fermions, W ′qq̄

and W ′``, are assumed to be the same as in the SM. The triple-gauge-boson coupling W ′WZ

however is suppressed by a factor c · (m2
W /m

2
W ′) arising from the mixing of the new gauge boson

and the SM vector bosons. The width of the W ′ thus increases linearly with its mass and is

approximately 3.5% of the resonance mass. Without the suppression factor (with c = 1), the

width would increase with m5
W ′ . The qq̄ production of the W ′ causes a low-mass tail in the W ′

mass spectrum due to off-shell production. The effect is more pronounced for high W ′ masses.

2.2.2 Heavy Vector Triplets

The heavy vector triplet (HVT) model that is considered in the diboson search is based on a sim-

plified phenomenological Lagrangian [38]. The simplified model was chosen because resonance

searches are only sensitive to parameters that retain the mass as well as the coupling strength

of the interaction with other particles. Furthermore this approach allows to describe a large

class of models. As opposed to the extended gauge models, only the on-shell production of the

new resonance is considered in the simplified model and thus the low-mass tails are removed.

A new vector triplet is introduced with one charged (W ′) and one neutral (Z ′) heavy spin-one

particle which mixes with the SM vector bosons. The coupling of the new vector triplet to the

fermions, either via Drell-Yan production or in the decay, is given by (g2/g2
V ) · cF, where g is the

coupling constant of the SU(2)L gauge group of the weak interaction, gV the coupling strength

to the new vector boson and cF is a free parameter of the order of one. The coupling to the SM

vector bosons and the Higgs boson is controlled by the parameter cH and is significantly smaller

than one in weakly coupled scenarios. The HVT model A [38], an extension of the SM gauge

group, was chosen as benchmark model here to interpret the results. The coupling strengths for

this explicit model are cF ∼ 1 and cH ∼ −g2/g2
V . The width of the W ′ and Z ′ in this model is

approximately 2.5% of the resonance mass, while the branching ratio into WW or WZ is about

2% for each channel.
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2.2.3 Bulk Randall–Sundrum Model

The Randall–Sundrum (RS) model aims at providing a solution to the hierarchy problem by

embedding our four-dimensional spacetime in a larger dimensional bulk with one single warped

extra dimension [33]. In the original model, the SM particles were only allowed to be contained

in the four-dimensional spacetime whereas the gravitational interaction could propagate through

the bulk. However, this model introduced large contributions to flavour-changing neutral current

processes and observables in electroweak precision measurements which are in contradiction with

their current limits and measurement. The RS model was then extended to allow as well the

SM gauge bosons and fermions to propagate in the additional dimension and is referred to as

bulk RS model. The spacetime metric of the bulk RS model depends as well on the coordinate

of the extra dimension and the hierarchy problem is solved by introducing an exponential warp

factor:

ds2 = e−2krcφηµνdx
µdxν + r2

cdφ
2 , (2.18)

where ηµν is the Minkowski metric, xµ the four-dimensional coordinate, k an energy scale, φ

the coordinate of the extra dimension (0 ≤ φ ≤ π) and rc is the radius of the curvature of the

warped extra dimension. The Higgs field is constrained to the “TeV brane” with φ = 0 whereas

the gravitational interaction is mostly localised at the “Planck brane” with φ = π. To generate

the large hierarchy between the TeV and Planck branes, no large radius of the warped extra

dimension is needed (krc ≈ 11−12) due to the exponential warp factor. The benchmark models

used in ATLAS require k/M̄Pl = 1.0, where M̄Pl is the reduced Planck mass. The bulk RS

model addresses as well the mass hierarchy of the fermions; the larger the Yukawa coupling of

the fermion to the Higgs bosons, the closer its localisation to the TeV brane. Furthermore the

bulk RS model would result in the unification of the gauge coupling constants [39].

Each SM particle propagating through the bulk results in Kaluza-Klein (KK) excitations [40, 41]

with masses at the TeV scale. For the massless graviton, the corresponding excited spin-2 KK

gravitons G∗ are close to the TeV scale and thus their decay into fermions is suppressed and is

dominated by the decay into top-quark and Higgs boson pairs as well as WW and ZZ. The

branching ratio for the WW and ZZ decay are approximately 18.7% to 16% and 9.5% to 8%

respectively depending on the resonance mass and the width is about 6%.

2.2.4 Previous Diboson Resonance Searches

Searches for diboson resonances have been performed previously by the CDF [42] and DØ [43]

experiments at the Tevatron Collilder at Fermilab as well as the ATLAS and CMS Collaboration

at the LHC. In this section, only the searches performed at the LHC with a centre-of-mass

energy of 7 TeV are presented. The 8 and 13 TeV diboson resonance searches are summarised

in Section 8.3 and 9.3, respectively. The previous searches have been mostly explored in the

fully leptonic or semileptonic decay modes because leptons are well-understood objects and

provide clean signatures. Furthermore the fully hadronic decay channel is dominated by the
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overwhelming dijet background and only the higher centre-of-mass energy at the LHC allowed

the development of new reconstruction techniques that results in an enormous suppression of

the dijet background. Here, the searches where at least one vector boson decayed hadronically

will be summarised.

The CDF Collaboration performed a search for WW and WZ resonances in the eνjj final state

based on an integrated luminosity of 2.8 fb−1 collected at a centre-of-mass energy of 1.96 TeV [44].

No deviations from the SM expectations were observed and the result interpreted in terms of

the Randal–Sundrum graviton G∗ and the extended gauge model W ′. The former could be

excluded for masses below 606 GeV and the latter is excluded in the mass range from 284 to

515 GeV. Furthermore, the CDF Collaboration searched for ZZ resonances in three different

final states ``jj, ```` and ``νν using a dataset corresponding to 6 fb−1 at
√
s = 1.96 TeV [45].

Only the ```` final state showed an excess of events, whereas the more sensitive searches didn’t

show any deviations from the expectation. The channels were then combined to achieve the

best sensitivity. Upper limits on the production cross-section times branching ratio are set for

graviton masses between 300 GeV and 1000 GeV and vary between 0.26 pb and 0.0045 pb. The

DØ Collaboration excluded W ′ masses in the range from 180 to 690 GeV and gravitons with

masses between 300 and 754 GeV at 95% confidence level in the WZ → ``jj and WW → `νjj

final state respectively, using 5.4 fb−1 of pp̄ collision data at
√
s = 1.96 TeV [46].

The ATLAS Collaboration explored the WW/WZ → `νjj final state [47] using 4.7 fb−1 of

pp collisions at
√
s = 7 TeV. For the extended gauge model W ′ boson, masses below 950 GeV

could be excluded at 95% confidence level, exceeding the limits from the Tevatron. For the bulk

RS graviton masses below 710 GeV were excluded. The CMS Collaboration searched for V Z

resonances [48] where the Z boson decays into lepton pairs and the V into two overlapping jets

and for the first time as well as for the fully hadronic decay of V V resonances [49]. For the

semileptonic search, W ′ masses between 700 and 940 GeV as well as graviton masses between

750 and 880 GeV were excluded assuming k/M̄Pl = 0.05. The fully hadronic search however

was only sensitive to set upper limits on the production cross-section times branching ratio.

The novel techniques used for the reconstruction of overlapping hadronic decay products are

introduced in Chapter 6.

15





Chapter 3

The ATLAS Experiment at the Large

Hadron Collider

3.1 The Large Hadron Collider

In December 1994, the construction of the Large Hadron Collider (LHC) [50–52] was approved.

The LHC is a circular proton-proton (pp) collider with a circumference of 27 km. It is the world’s

largest and most powerful particle accelerator built by humankind with a design centre-of-mass

energy of 14 TeV. The LHC is situated in the previous tunnel of the Large Electron Positron

collider based at CERN (Conseil Européen pour la Recherche Nucléaire) in Geneva, Switzerland.

Apart from protons, lead ions can be used in collisions however the remainder of this thesis will

focus on proton-proton collisions.

Before being injected in the LHC and brought to collision, the protons are pre-accelerated in a

chain of different accelerators. The full accelerator complex at CERN is depicted in Fig. 3.1.

The protons are extracted from a simple bottle of hydrogen gas by stripping off their electrons

in an electric field and are accelerated to an energy of 50 MeV in the linear accelerator LINAC2.

They are then brought to an energy of 1.4 GeV in the Proton Synchrotron Booster before be-

ing transferred to the Proton Synchrotron (PS) which accelerates the protons to an energy of

25 GeV. In the Super Proton Synchrotron (SPS) the protons reach an energy of 450 GeV and are

then injected into the two beam pipes of the LHC. Eight radio frequency cavities accelerate the

beam, consisting of several hundreds of bunches then to its final energy of 3.5 TeV (2010-2011),

4.0 TeV (2012), 6.5 TeV (2015) or the design energy of 7 TeV. 1232 superconducting dipole

magnets with a maximum magnetic field strength of 8.33 T assure that the protons are kept on

their circular path.

The circulating hadrons are brought to collision at four different interaction points where

the main LHC experiments ALICE, ATLAS, CMS and LHCb are located. Superconducting

quadrupole magnets, cooled down to a temperature of 1.9 K with liquid helium, are used to

focus the beams before the interaction points. The two general-purpose detectors ATLAS [54]

and CMS (Compact Muon Solenoid) [55] investigate a wide range of physics topics, including

precision measurements of the Standard Model and searches for physics beyond the SM. ALICE

(A Large Ion Collider Experiment) [56] was built to investigate the quark-gluon plasma created
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Figure 3.1: Graphical illustration of the accelerator complex at CERN with its flagship, the
Large Hadron Collider and the different pre-accelerators used for the proton and heavy ion
injection [53].

in heavy ion collisions (proton-lead or lead-lead) and LHCb [57] studies amongst others the

matter-antimatter asymmetry in the b-physics sector.

One of the main goals of the LHC was the discovery of the SM Higgs boson. The predicted

number of events per second N with a Higgs boson is directly proportional to its cross-section

σ and is relatively small compared to other SM processes:

dN

dt
= σ · L , (3.1)

where L is the instantaneous luminosity determined by the beam parameters. The production

rate of interesting events can then be enhanced by increasing the luminosity which depends on

the number of bunches nb, the number of protons per bunch N1, N2, the revolution frequency f
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Parameter 2010 2011 2012 2015 Design

Beam energy [TeV] 3.5 3.5 4.0 6.5 7.0
Bunch spacing [ns] 150 75, 50 50 50, 25 25
Max. number of bunches 368 1380 1380 2232 2808
Max. number of protons per bunch [×1011] 1.2 1.45 1.7 1.21 1.15
Peak luminosity [cm−2s−1] 2.1× 1032 3.7× 1033 7.7× 1033 5.02× 1033 1× 1034

Table 3.1: Summary of the beam condition parameters during data-taking from 2010 to 2012
and in 2015 compared to the design values.

and the overlapping area of the colliding bunches A:

L =
nbN1N2f

A

=
nbN1N2f

4πσxσy
.

(3.2)

The second equation in Eq. 3.2 holds only for Gaussian-shaped beams with equal vertical and

horizontal beam sizes, σx and σy, for the two colliding bunches. To increase the luminosity,

the number of bunches and the maximum number of protons per bunch have been increased

whereas the bunch spacing and the bunch size have been reduced sequentially since the begin-

ning of data-taking in 2010. The significant beam parameters to determine the luminosity for

data-taking in 2010 to 2015 are summarised in Tab. 3.1. Furthermore, the design peak lumi-

nosity is given which has been surpassed for the first time in June 2016. The peak luminosity

is obtained at the beginning of the fill since the instantaneous luminosity decreases during the

run due to the beam losses caused by the collisions.

The accumulation of more protons in the bunches to increase the instantaneous luminosity re-

sults in the occurrence of multiple pp interactions in the same bunch crossing and is referred to

as in-time pile-up. These additional interactions are uncorrelated with the hard-scatter interac-

tion and are considered as background. The in-time pile-up is characterised by the number of

reconstructed vertices Nvtx as measured in the tracking detectors.

Out-of-time pile-up describes the impact of the signal of adjacent bunch crossings on the signal

of the current bunch crossing. It occurs mostly due to the short bunch spacing compared to

the readout time of the detector systems such as the ATLAS liquid-argon calorimeter (LAr),

described in Section 3.2.2. The average number of interactions per bunch crossing 〈µ〉 is used

to parameterise the amount of out-of-time pile-up and is calculated from the luminosity. The

distribution of 〈µ〉 for 2012 and 2015 data-taking is shown in Fig. 3.2. Both in-time and out-

of-time pile-up will be referred to as pile-up in the remainder of this thesis. The suppression of

pile-up plays an important role in the reconstruction of final states including hadrons and will

be discussed in Chapter 5.3.1.

The integrated luminosity is the amount of data collected over a certain period of time, L =∫
L dt. For the data-taking in 2012 and 2015, the integrated luminosity as accumulated over
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Figure 3.2: Average number of interactions per bunch crossing 〈µ〉 in 2012 (left) and 2015
(right) [58, 59].

time is shown in Fig. 3.3. In 2012, the LHC delivered 22.8 fb−1 of 8 TeV proton-proton collisions

and 4.2 fb−1 at a centre-of-mass energy of 13 TeV in 2015. The expected number of events for

a certain process in the given dataset can then be calculated as N = σ · L. In the remainder of

the thesis, the data-taking period before the long shutdown in 2013 will be referred to as Run-1,

whereas the data-taking after the upgrade will be denoted as Run-2.

3.2 The ATLAS Detector

The ATLAS detector is one of the multi-purpose detectors at the LHC and enables precision

measurements of SM parameters and searches for new physics beyond the SM. It consists of

four major components which are arranged in the typical onion-shell-like structure: the Inner

Detector, the calorimeter system, the muon spectrometer and two magnet systems consisting of

a solenoid and toroid magnet. The layout of the ATLAS detector with its subcomponents is

shown in Fig. 3.4. It is forward-backward symmetric around the interaction point with a length

of 44 m and a diameter of 25 m. The total weight of the detector is approximately 7000 tons

The design of the ATLAS detector was driven by the requirement of identifying a large spectrum

of particles and their tracks and energies with high precision. Furthermore the detector has to

withstand high radiation doses and energies produced by large particle multiplicities due to the

high luminosity of the LHC.

Coordinate System

The ATLAS detector uses a right-handed coordinate system whose origin is placed in the in-

teraction point. The x-axis points towards the centre of the LHC, the y-axis upwards and the

z-axis along the beam pipe. Positions within the detector are well-defined by the coordinates
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as a function of data-taking time in 2012 (left) and 2015 (right) [58, 59].

Figure 3.4: Schematic view of the ATLAS detector and its subcomponents [54].
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(φ, η, z), where φ is the azimuthal angle in the xy-plane. The pseudorapidity η is defined as

η = − ln

(
tan

(
θ

2

))
,

where the polar angle θ is measured between the momentum of the particle and the beam-axis.

The pseudorapidity, an approximation of the rapidity y for particles with small masses, is used

as ydifferences ∆η are invariant under Lorentz transformations. The momentum of particles in

the xy plane, the so-called transverse momentum pT is given by

pT =
√
p2

x + p2
y ,

where px and py are the momenta in the x and y direction, respectively. Distances between

particles are defined in the η-φ-plane according to

∆R =
√

(∆η)2 + (∆φ)2 .

3.2.1 The Inner Detector

The Inner Detector is the innermost component of the ATLAS detector, only a few centimetres

away from the beam-pipe with a length of 6.2 m and a diameter of 2.1 m. During each collision,

about 1000 particles emerge from the interaction point. To allow for a precise measurement of

the trajectories of charged particles and to provide an excellent momentum resolution, the Inner

Detector is required to have a fine granularity and as little material as possible in order to min-

imally affect the energy measurement in the calorimeter. Furthermore the Inner Detector was

designed to both reconstruct primary vertices and secondary vertices. Their precise measure-

ment is of utmost importance to distinguish the hard-scatter vertex from pile-up vertices and

for the identification of b-quarks respectively. To achieve these requirements, the Inner Detector

consists of three subsystems: the pixel detector, the semiconductor tracker (SCT) and the tran-

sition radiation tracker (TRT). The layout of the Inner Detector is illustrated in Fig. 3.5. The

Inner Detector is surrounded by a thin superconducting solenoidal magnet with a field strength

of 2 T which bends the trajectory of charged particles to measure their momenta.

The pixel detector is the innermost part of the Inner Detector and is comprised of three cylin-

drical barrel layers and three perpendicular oriented disc layers in the end-cap region. The

high resolution is achieved by 1744 silicon sensors consisting of 47232 pixels each with a size of

50×400 µm2 and a thickness of 250 µm that are readout individually. The active area of the pixel

detector is thus approximately 1.7 m2. The pixel detector measures the trajectory of charged

particles, denoted as tracks in the pseudorapidity range of |η| < 2.5 and for pT > 500 MeV.

When a charged particle traverses the detector, electron-hole pairs are created and an electric

field is used to collect the charge which is then transformed into a signal if the pulse-height

exceeds a certain threshold.
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3.2 The ATLAS Detector

Figure 3.5: Schematic view of the ATLAS Inner Detector and its three subdetectors (left). The
transverse view of the Inner Detector (right) shows already the updated layout of the pixel
detector as it was used for Run-2 of the LHC [54].

Due to its proximity to the beam-pipe, the pixel detector is exposed to a very high radiation

dose resulting in a decrease of its performance. During the long shutdown starting in 2013, the

size of the beam-pipe was reduced to allow for an insertion of a fourth barrel layer at a distance

of 33.25 mm from the interaction point, the insertable b-layer (IBL) [60]. After the insertion of

the IBL, the impact parameter resolution, a parameter needed for the identification of b-quarks,

improved by about 40% for tracks with pT < 1 GeV.

The semiconductor tracker (SCT) consists of four radial layers in the barrel covering the pseu-

dorapidity range |η| . 1.4 and nine end-cap discs on either side covering 1.4 < |η| < 2.5. Each

layer consists of single-sided silicon microstrip detectors which are mounted back-to-back with

an angle of 40 mrad to improve their spatial resolution. The detection technique of the SCT

relies on the same principle as for the pixel detector, however long microstrips are used compared

to pixels because of the smaller particle density. The SCT comprises of 4088 modules, adding

to a total of 15912 microstrip sensors with a length of 6.4 cm and a strip pitch of 80 µm.

The transition radiation tracker is the outermost part of the Inner Detector and consists of about

300000 polyimide straw tubes, 4 mm in diameter, which are filled with a gas mixture of 70 %

Xe, 27 % CO2 and 3% O2. In the barrel, the straws are 144 cm long and aligned parallel to the

beam-axis, thus they don’t provide information on the z-position of the traversing particle. In

the end-caps, the straws are arranged radially in wheels with a length of 37 cm. With about 36

hits per track, the TRT allows for continuous tracking within |η| < 1.0 for the barrel region and

1.0 < |η| < 2.0 in the end-caps. The TRT does not only provide a measurement of the trajectory

of traversing particle but can be also used to distinguish between electrons and pions. When a

charged particle traverses regions with different dielectric constants, photons are emitted. The

rate of emitted photons depends on the characteristics of the traversing particle. Due to their
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relatively small mass, electrons tend to produce a larger amount of emitted photons compared

to heavier particles such as pions.

3.2.2 The Calorimeter System

The energy of particles, except for muons and neutrinos, is measured in the electromagnetic and

hadronic calorimeters. Muons are minimally ionising particles and deposit only a small amount

of their energy in the calorimeter and thus their momentum is measured in the outermost part of

the ATLAS detector, the muon spectrometer, as is introduced in Section 3.2.3. Neutrinos on the

other hand interact only so weakly with the detector material such that they are reconstructed

from the momentum imbalance in the transverse plane.

The ATLAS calorimeters are sampling calorimeters with alternating layers of absorbing and

active material. When particles traverse the calorimeter, the dense absorbing material induces

the particle to interact and create a cascade of secondary less energetic particles, referred to

as showers. The type of interaction depends on the initial particle. In the electromagnetic

calorimeter, mostly electrons and photons induce electromagnetic showers via Bremsstrahlung

or e+e− pair-production at high energies and via ionisation and the photoelectric effect at low

energies. Hadronic showers, initiated by hadrons from e.g. hadronic τ -lepton decays are usu-

ally longer than electromagnetic showers and more complex. Hadronic showers can be broken

down into four different components: escaped energy mostly due to neutrinos produced in the

cascade, invisible energy and hadronic and electromagnetic energy deposits. The term invisible

energy refers to the loss of energy needed for the excitations of an atom or corresponds to the

binding energy that is required to fragment an atom. A large fraction of the deposited energy is

of electromagnetic origin when neutral mesons such as π0 and η0 are produced in the hadronic

shower which decay into photon-pairs, π0, η0 → γγ. The energy of the secondary particles is

measured in the active material, while the energy deposits in the absorber material are missed.

To allow for a precise energy measurement, it is important that the hadronic showers are fully

contained in the calorimeter and the amount of energy escaping the calorimeter (punch-through)

is minimised.

The calorimeters are placed between the solenoid and toroid magnets, with the hadronic calorime-

ter surrounding the electromagnetic calorimeter. Both calorimeters consist of several indepen-

dent sub-systems covering the barrel, end-cap and forward regions covering |η| < 4.9. The layout

of the ATLAS calorimeter system is illustrated in Fig. 3.6. The electromagnetic calorimeter was

designed to measure the energy of electrons and photons with high precision. A figure of merit

is the energy resolution which is parameterised as

σE
E

=
S√
E
⊕ N

E
⊕ C . (3.3)

The first term denoted S, the stochastic term, accounts for the intrinsic fluctuations of the

number of particles in the shower evolution. The term N in Eq. 3.3 describes the effect of
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Figure 3.6: Schematic overview of the components of the electromagnetic and hadronic calorime-
ter in ATLAS [54].

pile-up noise and noise from readout electronics on the energy resolution and is independent of

the jet energy. The constant term C accounts for systematic effects due to miscalibration of

the detector as well as dead detector material. At low energies, the energy resolution is limited

by the pile-up noise whereas at high energy, the constant term is liming the performance. The

electromagnetic (hadronic) calorimeter has been designed to achieve an energy resolution with

N = 10% (50%) and C = 0.7% (3%).

The Electromagnetic Calorimeter

The electromagnetic calorimeter is divided into a barrel region (EMB) and two end-caps (EMEC)

divided into two coaxial wheels, covering |η| < 1.475 and 1.375 < |η| < 3.2 respectively. One

additional electromagnetic calorimeter layer in the forward calorimeter extends the coverage up

to |η| < 4.9. The transition region between the EMB and EMEC (1.375 < |η| < 1.52), known as

the crack region, contains dead material in the form of services for the Inner Detector and are thus

removed from most physics analyses using electrons or photons. Lead is chosen as absorber due

to its high density and liquid Argon (LAr) as active material based on its radiation-hardness and

intrinsic linear behaviour. They are arranged in an accordion geometry to provide full φ coverage

and to avoid cracks at the same time. The electromagnetic calorimeter has a total thickness of

at least 22 and 24 radiation lengths (X0) in the barrel and end-caps respectively depending on

the η range. The EMB is segmented into three longitudinal layers as shown in Fig. 3.7. The first

layer has an excellent granularity in the η dimension to provide a precise measurement of the η

position of the electromagnetic shower and to differentiate photons from π0 → γγ decays. The

third layer is supposed to measure only the tails of the electromagnetic shower and therefore

a coarser granularity was chosen. The inner wheel of the EMEC is segmented in two layers
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Figure 3.7: Layout of the accordion-shaped three layers in the barrel of the electromagnetic
calorimeter with their respective interaction lengths X0 and ∆η and ∆φ dimensions [54].

compared to three layers in the outer wheel. To measure the energy losses of electrons and

photons, a presampler covering |η| < 1.8 is used which consists of an active 1.1 cm (0.5 cm)

thick LAr layer in the barrel (end-cap) region.

The Hadronic Calorimeter

The hadronic calorimeter consists of four different sub-systems: the tile barrel, the tile extended

barrel, the LAr hadronic end-caps and the forward calorimeter which cover in total |η| < 4.9. To

minimise punch-through into the muon system, the hadronic calorimeter has a total thickness

of more than eleven radiation lengths λ.

The tile barrel and the two extended barrel calorimeters use steel plates as absorber and plastic

scintillating tiles as active material. The photons that are created when charged particles traverse

the calorimeter are collected by wavelength shifting fibres into two separate photomultiplier

tubes. The barrel and extended barrel are segmented in three layers of different thickness. They

cover the range |η| < 1.0 and 0.8 < |η| < 1.7 respectively.

The hadronic end-cap calorimeter (HEC) consists of two cylindrical wheels each with different

granularities which are placed behind the electromagnetic calorimeter. Copper plates are used

as absorber and separated by 8.5 mm large gaps which contain the LAr. The HEC extends from

|η| = 1.5 up to 3.2 and thus overlaps with the extended barrel and also the forward calorimeter.
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Figure 3.8: Overview of the ATLAS muon spectrometer with its four components used for high-
precision tracking and triggering of muon events. The toroid magnet system is also shown [54].

The Forward Calorimeters

The forward calorimeter (FCAL), covering 3.1 < |η| < 4.9 and at a distance of approximately

4.7 m from the interaction point, is exposed to a very high particle flux which dictates its design.

It consists of three layers in each of the end-caps, the first used as electromagnetic calorimeter

and the remaining as hadronic calorimeters. All three layers use LAr as active material however

different absorber material. Each layer consists of a matrix of concentric rods and tubes using

copper as passive material for the innermost layer (electromagnetic forward calorimeter) and

tungsten for the two outmost layers (hadronic forward calorimeter). Tungsten was chosen to

minimise the lateral spread of the hadronic showers.

3.2.3 Muon Spectrometer

Muons are the only directly detectable SM particles that traverse the calorimeter depositing

only a tiny fraction of their energy. The momentum of muons is measured in the outermost

subdetector of the ATLAS detector: the muon spectrometer (MS). The design of the MS is

depicted in Fig. 3.8. The trajectories of the muons are bent by a superconducting toroid magnet

system with a peak field strength of about 4 T. Each of the toroids in the barrel region and the

two end-caps consists of eight coils which are assembled radially and symmetrically around the

beam axis. Their layout with the open structure was designed to minimise the interaction of

muons with the magnet material and avoid energy losses. The magnetic field of the toroids is

orthogonal to that of the solenoid and thus provides an independent measurement of the mo-

mentum with respect to the ID. Furthermore the orthogonality to the muon trajectories reduces
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the amount of multiple scattering. The momentum of muons is measured in two high preci-

sion tracking chambers, the monitored drift tubes (MDTs) in the barrel and the cathode strip

chambers (CSCs) in the end-caps. Furthermore, resistive plate chambers (RPCs) and thin gap

chambers (TGCs) are used in the barrel and end-caps respectively to allow for fast triggering of

muon events with |η| < 2.4. The trigger chambers are also used to measure the φ coordinate of

the track to complement measurements by the MDTs.

The 1150 MDTs are arranged in three cylindrical layers in the barrel region and four end-

cap wheels, covering a pseudorapidity range of |η| < 2.7. The chambers consist of multiple

layers of aluminium tubes of about 3 cm in diameter and filled with a Ar/CO2 gas mixture.

Due to the higher particle flux at higher |η|, the innermost layer of the end-caps (2.0 < |η| < 2.7)

uses the CSCs which are radially oriented multi-wire proportional chambers, 32 chambers in to-

tal. Cathode strips in orthogonal directions are used for fast readout to cope with the higher

particle flux.

The RPCs are used in the barrel region to trigger muon events due to their good spatial and

time resolution. They cover the pseudorapidity range |η| < 1.05 and are arranged in three cylin-

drical layers. A total of 606 RPCs is used, consisting of two resistive electrode-plates which are

oriented parallel to each other in a distance of 2 mm and filled with a gas mix.

In the end-cap region, 1.05 < |η| < 2.4, the good time resolution and high rate capability is

provided by 3588 TGC chambers which rely on the same principle as multi-wire proportional

chambers. TGCs consists of two cathode plates with an anode wire in between. Both the RPCs

as well as TGCs have a readout time ranging between 15 and 25 ns.

3.2.4 The Trigger System

The high collision frequency of the LHC with up to 40 MHz for the design bunch spacing of 25 ns

or up to 20 MHz during 2012 operations precludes the ATLAS detector from reading out each

event and recording them. A trigger system has been developed to record only interesting events,

such as high-pT leptons, photons, jets or a large amount of missing transverse momentum, and

to discard minimum bias events. That ATLAS trigger system is comprised of a purely hard-ware

based level-1 (L1) trigger and a software based high-level trigger (HLT). In Run-1, the HLT was

further divided into two trigger stages, the level-2 trigger (L2) and the event filter (EF). During

the first long shutdown of the LHC, the ATLAS trigger system has undergone major changes

to cope with the approximately 5 times larger event rates due to the decrease in bunch spacing

and the increase of the peak luminosity expected for Run-2 data-taking conditions. The initial

collision rates of 20 MHz and 40 MHz in Run-1 and Run-2 are reduced to about 400-600 Hz and

1kHz respectively.

Only a subset of the detector information from the calorimeters with coarser granularity and the

muon chambers is used to reject events at the L1 stage within a latency of 25 µs. No information

from the Inner Detector is considered due to the long readout time. In Run-1 (Run-2), the L1
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reduced the event rate to 75 (100) kHz. Regions of interest (RoI) are then defined in the η-φ

plane which are further analysed by the HLT.

In the following, the HLT as used in Run-1 will be introduced. For Run-2, only one trigger

system exists that combines the steps of the L2 and EF. The L2 investigates the RoI using

the full granularity information of all sub-detectors. Now also information from the tracking

detectors is used to allow for a more precise identification of particles and their pT. The readout

time is reduced because only information pointing to the RoI is requested. Within 40 ms a

decision is made, reducing the rate to about 3 kHz. The full event is then reconstructed in the

EF with algorithms similar to what is being used offline. Furthermore, the objects are calibrated

and alignment corrections are applied. Events that pass all trigger levels are written to streams

which are stored permanently. To improve the usage of tracks in the trigger and avoid the

limitation to RoI, a hardware-based tracker, the Fast TracKer (FTK) will be incorporated in

2017 to provide full tracking information for the HLT.

3.2.5 Simulation

Monte Carlo (MC) generators play an important role in high energy physics and are used for

different purposes, e.g. for the prediction of experimental observables which discriminate be-

tween signal and background processes, for the estimation of SM backgrounds, for signal yield

predictions of new physics processes as well as derivation of calibration and systematic uncer-

tainties. The simulation of MC samples is divided into three main steps: the event generation,

the simulation of the detector and the digitisation which will be explained in the following. The

factorisation theorem [61] plays as important role in the simulation of events as it enables the

short distance components of the hard scattering process to be treated independently from the

non-perturbative formation of final state particles.

An example of the simulation of a pp collision at the LHC with its different steps is schematically

shown in Fig. 3.9. The leading-order cross-section of the hard interaction of two partons with

high transverse momentum transfer, ab→ X, can be calculated through

σpp→X =
∑
a,b

∫
dxadxb

∫
fa(xa, µ

2
F )fb(xb, µ

2
F )× dσ̂ab→X(xa, xb, µF , µR) . (3.4)

The parton-level cross-section σ̂ab→X is convoluted with the parton distribution functions (PDFs)

fa(xa, µ
2
F ) which depend on the Bjorken momentum fraction xa of the parton with respect to the

proton momentum and the factorisation scale µF . The PDF fa(xa, µ
2
F ) describes the probability

of finding a parton a with momentum xa and µF = Q where Q is the characteristic scale of the

given process. The parton-level cross-section depends also on the renormalisation scale µR and

is calculated from the matrix element with an integration over the phase space of all possible

outgoing particles. In the second step, the parton shower is generated. Colour-charged partons

with a high transverse momentum can emit gluons which can radiate further gluons or split into

quark-antiquark pairs. Particle showers can be initiated by the partons before the collision by
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Figure 3.9: Schematic view of a Monte Carlo simulated event including the hard scattering
process, parton shower, hadronisation and underlying event.

initial state radiation or by one of the particles produced in the collision, referred to as final

state radiation. Particles are emitted and produced until a certain energy scale is reached at

which the hadronisation process starts and colourless hadrons are formed. These hadrons are

not necessarily stable and decay into the final state particles. In the final step of the event gen-

eration, the underlying event is modelled which consists of multiple parton interactions, beam

remnants and pile-up interactions which are mostly characterised by low pT transfers. Non-

perturbative phenomenological models are needed to describe these processes. Two different

types of MC generators exist: mutli-purpose MC generators which generate all previously de-

scribed processes and MC generators which are only used for one specific purpose. Alpgen [62]

and MadGraph [63] are amongst other tree-level matrix element generators only specialised on

the simulation of the hard scattering process and then inferfaced to full event simulation genera-

tors such as Pythia [64], Herwig [65] and Sherpa [66]. Two different approaches exist for the

simulation of the hadronisation: the Lund string fragmentation model which is implemented in

Pythia while Herwig and Sherpa use the cluster fragmentation model. Some variables are

not well modelled by the simulation and special tunes are derived to improve the agreement in

data and MC simulation.

The generated stable truth particles are then passed through a GEANT4 [67] model of the

ATLAS detector [68] which simulates the interaction of the stable particles with the detector

material. The energy deposits in the calorimeter from the different particles is then converted
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into electronic signals. Since the same format is used as for the ATLAS detector read-out sys-

tem, the same reconstruction algorithms are used for MC generated samples as for the collected

data.
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Chapter 4

Jet Reconstruction, Grooming and

Substructure Variables in ATLAS

Quarks and gluons cannot be observed as individual particles in the detector, as opposed to

other particles of the SM like electrons and muons, because of the asymptotic freedom of the

strong force. The coupling gs increases toward larger distances as described in Section 2.1.2

and therefore quarks and gluons fragment and hadronise into colourless bound states due to the

colour confinement. The resulting collimated spray of charged and neutral hadrons is known as

a jet. Depending on the algorithm that is used to reconstruct this collimated spray of hadrons to

gain information about the initial partons, the resulting jets can be completely different objects.

Jets are commonly produced in the hard scattering process as shown in Fig. 4.1, the hadronic

decay of particles and initial or final state radiation of gluons. Hence the understanding of jets

is of key importance to be able to reconstruct events at the LHC.

In this thesis, a search for hadronically decaying vector boson pairs is presented. Typically

each of the quarks, produced in the decay of the vector bosons, would be reconstructed as an

individual jet. However because of the high centre-of-mass energy of the LHC, vector bosons

are often produced with a transverse momentum much larger than their mass. Thus, the decay

products of the W and Z boson are boosted and collimated along the bosons momentum. The

angular separation ∆Rqq̄ of the hadronic decay products depends on the mass mW/Z of the

vector boson and its transverse momentum pT

∆Rqq̄ '
1√

x(1− x)

mW/Z

pT
, (4.1)

where x and (1 − x) are the momentum fraction carried by the two quarks, respectively. For

the decay of a W or Z boson, the two quarks are expected to have approximately the same

momentum and thus Equation 4.1 simplifies to ∆Rqq̄ '
2·mW/Z
pT

. The angular separation of the

W boson decay products as a function of its momentum is depicted in Fig. 4.2. For a W boson

with a pT of 200 GeV, the ∆Rqq̄ between the quarks for the majority of events is approximately

0.8 whereas for a pT of 500 GeV, the average angular separation is less than 0.5. Using a typical

jet size of R = 0.4 or R = 0.6, the parton showers of the two quarks start to overlap and cannot

be resolved anymore. Therefore, the decay products of boosted hadronically decaying vector
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Figure 4.1: Cross-section for different Standard Model processes at pp and pp̄ colliders as a
function of the centre-of-mass energy [69]. The vertical dashed lines represent the centre-of-
mass energies of the Tevatron and the LHC. The discontinuity in the cross-section prediction is
due to the Tevatron being a pp̄ collider while the LHC collides protons. The dominating process
at hadron colliders is the production of dijet events. About 80 million bb̄ events are produced
per second, indicated by the σb curve, at a centre-of-mass energy of 13 TeV and assuming the
design luminosity of the LHC L = 1034 cm−2s−1.
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Figure 4.2: Right: Angular separation ∆R(q, q̄) of the hadronic decay products of a W boson
produced in the decay chain of a new heavy gauge boson Z ′ into pairs of top quarks at

√
s =

7 TeV [70].

bosons are usually reconstructed within a large-radius jet of the size of R ≈ 1.0 to ensure that

all energy deposits from the hadronic decay are captured. The choice of jet radius parameter

size was extensively optimised in Run-I in ATLAS and is described in more detail in Chapter 6.

Jets originating from the vector boson decay will be denoted in the following as W/Z-jets and

light quark or gluon initiated jets as QCD-jets.

Due to the high-luminosity conditions, soft particles unrelated to the hard scattering can con-

taminate these jets resulting in a diminished mass resolution. To mitigate the influence of pile-up

effects on large-R jets, jet grooming techniques were introduced to remove jet constituents based

on certain criteria.

The production cross-section of new heavy particles with vector bosons in the final state is sev-

eral orders of magnitude smaller than for QCD-jets. To enhance the sensitivity to the production

of these new particles, grooming algorithms are further used to reveal the hard structure within

a jet in the case of additional pile-up vertices. Large-R jets coming from a vector boson decay

are characterised by two dense regions with high energy which share approximately the same pT

whereas for a QCD-jet only one narrow region with high energy is expected assuming no hard

final state radiation. So called substructure variables are calculated from the constituents of the

jet. These variables allow to define criteria to distinguish between large-R jets originating from

the hadronic decay of W/Z bosons and large-R jets from QCD multi-jet production.

This chapter is organised as follows. The inputs to the jet reconstruction algorithm in ATLAS
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are introduced in Section 4.1. The most commonly used jet reconstruction algorithms are de-

scribed in Section 4.2 and their different features and applications are discussed. Afterwards,

the three main ingredients to suppress the enormous QCD background to searches such as the

diboson resonance search presented in Chapter 7 are defined in Section 4.3–4.5: the jet mass, a

selection of different grooming algorithms and substructure variables. The vector boson iden-

tification algorithm that imposes criteria on these three ingredients is described in detail in

Chapter 6.

4.1 Inputs to Jet Reconstruction

The inputs to the jet reconstruction algorithms used in ATLAS analyses are topo-clusters which

are formed from topologically connected calorimeter cells [71]. For the reconstruction of large-R

jets, a Local Calibration Weighting (LCW) scheme is applied to the topo-clusters to calibrate

them to the hadronic scale [71]. For the derivation of the jet energy and mass scale uncertainties

of large-R jets, track-jets are used as reference object, which are built from charged-particle

tracks in the Inner Detector from the primary vertex and as such are insensitive to pile-up

effects. Furthermore stable particles with a lifetime of at last 10 ps, excluding muons and

neutrinos, can be used as input to the reconstruction algorithm, resulting in truth jets which

are needed as baseline for the derivation of jet energy and mass calibrations as discussed in

Section 5.1

4.1.1 Topological Cluster Formation and Local Cluster Calibration

Topo-cluster Formation

To extract the signal and to suppress the noise background, topologically connected calorimeter

cells are grouped together in topo-clusters. The grouping of cells is based on the cell significance

ςEM
cell , defined as the ratio of the cell signal EEM

cell measured at the electromagnetic scale and the

noise σnoise

ςEM
cell =

EEM
cell

σEM
noise, cell

=
EEM

cell√(
σelectronic

noise

)2
+
(
σpile−up

noise

)2
, (4.2)

where σelectronic
noise and σpile−up

noise are the noise due to electronics and pile-up, respectively. In 2012,

the noise due to in- and out-of-time pile-up was dominant and determined in MC simulations with

an average number of interactions per bunch-crossing of 〈µ〉 = 30. As described in Section 3.1,

the actual 〈µ〉 in 2012 data taking was smaller than the value used for the noise determination,

resulting in a lower sensitivity of the calorimeter to small signals.

In the first step of the topo-clustering algorithm, all cells are categorised based on their cell

significance and three algorithm specific parameters S, N, P .

1. Seed cells: |ςEM
cell | > S, default S = 4
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2. |ςEM
cell | > N , default N = 2

3. |ςEM
cell | > P , default P = 0

It should be stressed here that the criteria are based on the absolute value of the cell significance.

Therefore the random positive and negative noise fluctuations caused by pile-up are suppressed

by taking into account cells with negative cell significance. The algorithm starts then with the

seed cell with the highest significance which defines the first proto-cluster. All neighbouring cells

with |ςEM
cell | > N are then collected in the proto-cluster where neighbouring either means adjacent

cells in the same layer or with partial overlap in the η-φ plane in case they are in different layers.

In case an adjacent cell to one of the neighbouring cells passes as well the second requirement it

is also added to the proto-cluster. Therefore, the parameter N defined the growth of the proto-

clusters. If no further cell with |ςEM
cell | > N can be added to the proto-cluster, all neighbouring

cells with |ςEM
cell | > P are collected as well in the proto-cluster. The algorithm proceeds then with

the next seed cell (ordered according to the cell significance) until no cells remain. The choice

of parameters S, N, P results in clusters with different cell multiplicity which have a core of

high-significance signal cells, surrounded by cells with low signal significance.

Clusters do not necessarily contain the calorimeter response to only one single particle. Due to

large shower fluctuations, a topo-cluster can also contain the response to several particles such as

from the hadronic decay of a W boson with a very high transverse momentum. If the responses

of the two quarks are collected within one single topo-cluster, the substructure techniques in

Chapter 4.5 cannot be used anymore, as the inner structure of the large-R jet cannot be resolved.

Therefore in case a topo-cluster has at least two local energy maxima with EEM
cell > 500 MeV,

it is split between the maxima. The energy of cells at the boundary of the two newly formed

topo-clusters is then shared based on the distance of the cell to the centre of the clusters and

their energies.

The resulting topo-clusters are defined to be massless and their energies are the weighted sum

of the energies of the building cells. To avoid distortions in the direction of the topo-clusters

due to cells with negative energies, the η and φ of the clusters are calculated as the sum of

the individual cell positions weighted by their absolute energy. Only topo-clusters with positive

energy are used as inputs to jet reconstruction algorithms. For the reconstruction of large-R

jets, the topo-clusters are calibrated beforehand.

Local Cluster Calibration

Topo-clusters are formed at the electromagnetic scale and then calibrated to the LCW-scale to

account for the non-compensating character of the calorimeter which causes a smaller signal

for hadrons than for electrons or photons of the same incident energy. Furthermore the LCW

procedure corrects for signal losses on cluster boundaries caused by the choice of σpile−up
noise in the

topo-clustering algorithm and for signal losses caused by inactive detector material. To improve

the linearity of the calorimeter response to hadronic and electromagnetic signals and thus the
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energy measurement, correction factors are applied depending on whether the cluster is caused

by an electromagnetic or hadronic signal. The correction factors are derived in single particle

MC simulations using neutral pion decays into photon pairs for the electromagnetic calibration

and charged pions for the hadronic calibration.

4.1.2 Tracks

When charged particles pass through the Inner Detector, their trajectories (denoted as tracks)

and their kinematic properties are reconstructed from hits in the individual Inner Detector

layers. To ensure the quality of tracks originating from the primary vertex, defined as the vertex

with the highest
∑(

ptrack
T

)2
, and to reject fake tracks, the following track selection criteria have

to be satisfied [72]

• ptrack
T > 500 MeV;

• Transverse impact parameter: |d0| < 1.5 mm;

• Longitudinal impact parameter: |z0| × sin(θ) < 1.5 mm;

• At least one hit in the pixel detector: NPixel ≥ 1;

• At least six hits in the SCT: NSCT ≥ 6.

The transverse and longitudinal impact parameters are measured with respect to the primary

vertex and the angle θ is the angle between the beam and the track.

4.2 Jet Reconstruction Algorithms

Particles are grouped together to build jets according to a certain set of rules specified by the jet

algorithm. Two close-by particles are reconstructed in one single jet or two separate jets based

on the definition of the distance parameter, which is also often referred to as radius parameter

(R) of the jet algorithm. An algorithm should also be able to identify a single isolated particle

as a jet with size R. Furthermore to complete the jet definition [73], the recombination method

needs to be specified which determines how the particles are combined. The most commonly

used recombination scheme adds the 4-vector of the individual particles together (E-scheme).

As different jet algorithms result in different jets, it is important to define certain quality criteria

that need to be met by each jet definition. In 1990 [74], a group of theorists and experimentalists

agreed on a list of necessary properties for jet algorithms which are as follows:

1. Simple to implement in an experimental analysis;

2. Simple to implement in the theoretical calculation;

3. Defined at any order of perturbation theory;
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Figure 4.3: Illustration of an infrared unsafe jet algorithm applied to an event with a hadronically
decaying W boson where (a) the two decay products are reconstructed as two separate jets and
(c) the additional soft gluon emission induces the two partons to be reconstructed in one single
jet as opposed to an infrared safe algorithm in (b) [73].

4. Yields finite cross-section at any order of perturbation theory;

5. Yields a cross-section that is relatively insensitive to hadronisation;

Whereas the first two points are more of technical importance, the last three criteria are today

incorporated in the definition of infrared and collinear safety. In an infrared safe algorithm,

the set of jets remain unchanged if the event has been modified by an additional low-pT gluon

emission, whereas an additional collinear (small angle) splitting does not affect the set of jets

in a collinear safe algorithm. A jet algorithm is required to be insensitive to these two effects

as soft gluon emissions as well as collinear splittings occur randomly through perturbative and

non-perturbative effects during the hadronisation of a hard parton and are therefore difficult to

predict. Fig. 4.3 illustrates how the radiation of a soft gluon can change the number of jets such

that the two decay products of a W boson are merged in one single jet rather than two separate

jets that are obtained without gluon emission.

If the jet algorithm is infrared and collinear safe, the divergent tree-level matrix elements that

are associated to collinear splittings and soft gluon emissions cancel the divergent loop matrix

elements resulting in a finite cross-section. This effect is schematically demonstrated in Fig. 4.4

where the soft gluon emission for the collinear unsafe algorithm splits the partons in two separate

jets compared to the loop matrix element process where one parton undergoes a virtual gluon

correction. This results in a different number of jets for the tree-level matrix element with

collinear splitting and therefore the divergencies do not cancel anymore.

An example of a collinear unsafe algorithm uses the highest energetic parton in the event as a

seed and groups all partons together in a jet that are within a certain angular distance around

the seed. If however, the hardest parton undergoes a collinear splitting, the seed may change

and with it the cone around the seed. Particles previously reconstructed within one jet can then

fall in the cone of two different seeds if their angular separation is larger than the cone size of
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Figure 4.4: Illustration of a collinear safe (left) and unsafe (right) jet algorithm [73]. The vertical
lines represent partons whose transverse momentum and rapidity are indicated by the length
and horizontal position of the lines, respectively. The collinear splitting in (d) results in creating
two jets for the collinear unsafe algorithm rather than one jet as in (b). Hence, the collinear
unsafe algorithm changes the jet multiplicity compared to the loop matrix element configuration
in (a) and (c).

the new seed.

Jet algorithms that are currently being used and that have been used in the past in high-energy

physics can be divided into two main categories: cone algorithms and sequential reconstruction

algorithms. As only special kinds of cone algorithms are infrared and collinear safe, the remainder

of this chapter will focus on sequential reconstruction algorithms.

Sequential Reconstruction Algorithms

The idea of sequential reconstruction algorithms is to iterate over all inputs to the algorithm,

which could be either topo-clusters, tracks or truth particles and to combine them based on

their distance to each other and the chosen recombination scheme. Two distance measures are

introduced: the distance between two entities dij and the distance between the entity and the

beam diB. Two entities i and j are combined if the distance dij is smaller than the beam

distance diB. The new object is then added to the list of inputs to the algorithm, replacing the

two objects i and j and all distances are recalculated. Otherwise if diB < dij for all entities

j in the input list, the entity i is designated as jet and removed from the list of inputs. This

procedure is repeated until no objects remain in the event.

The first sequential reconstruction algorithm was introduced for the electron-positron collider

PETRA by the JADE Collaboration in the 1980’s [75]. However, the algorithm needed to be

modified to be used as well at hadron colliders. The distance measures used at hadron colliders

are defined as follows:

dij = min(p2p
T,i, p

2p
T,j)

∆R2
ij

R2
, (4.3)

diB = p2p
T,i (4.4)
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Figure 4.5: An example of the active area of jets reconstructed with a radius parameter of
R = 1.0 for a simulated W ′ → WZ → ``qq event with mW ′ = 1000 GeV at

√
s = 8 TeV using

the kt (left), the C/A (middle) and the anti-kt algorithm (right). The colours indicate the pT

of the jets and the points show the energy deposits in the calorimeter.

where ∆Rij is the angular distance between the two objects i and j and R is the radius param-

eter of the jet algorithm which regulates the size of the jets. As a consequence of the limiting

jet radius, an arbitrarily soft entity without any other objects within ∆Rij < R, will be re-

constructed as a jet. To avoid this feature of the jet algorithm, a lower limit on the transverse

momentum should be set. The free parameter of the algorithm, p, defines how the input parti-

cles are combined.

The kt algorithm [76, 77] corresponds to p = 1, the Cambridge-Aachen (C/A) algorithm [78] to

p = 0 and the anti-kt algorithm to p = −1 [79]. Only three different values are considered for p

as for p > 1 and p < −1 the features are relatively similar to the kt and anti-kt algorithm respec-

tively. For the C/A algorithm, entities are combined purely based on their angular separation.

For the kt algorithm, soft particles are favoured to be merged first in contrast to the anti-kt

algorithm where the jet starts growing outwards from a high-pT object. Despite starting from

the highest pT object, the anti-kt algorithm is collinear safe as the distance measure includes

a combination of an energy and angular dependent merging criterion such that collinear split-

tings are merged with the high-pT object in the beginning before merging with each other. The

growth of the jet from the inside to the outside results in conical jets compared to the kt and

C/A algorithm which exhibit irregular shapes caused by the handling soft radiation. The shape

of jets, reconstructed with each of the three different jet algorithms, is compared in Fig. 4.5

using a simulated W ′ event. The event simulates the decay of a W ′ with mW ′ = 1000 GeV into

a W and Z boson where the Z boson decays into a lepton pair and the W boson hadronically.

In principle conical jets are favoured since they are not only less susceptible to the underlying

event and pile-up but also easier to calibrate (the correction for energy losses is explained in

Chapter 5.1). Therefore the anti-kt algorithm is the default algorithm used in ATLAS with a

typical radius parameter of R = 0.4. However, the irregular shapes of the kt and C/A algorithm

are useful in terms of studying the parton shower of the initial particle as the clustering process

of the two algorithms reverses this process.
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4.3 Jet Mass

The most powerful variable to distinguish boosted hadronically decaying vector bosons from

QCD-jets is the jet mass m, which is calculated from the energy E and momentum ~p of its

constituents (e.g. topo-clusters in the case of calorimeter jets):

m2 =

(∑
i

Ei

)2

−

(∑
i

~pi

)2

. (4.5)

For a W/Z-jet, the jet mass is close to the mass of its originating boson. QCD-jets originate

from approximately massless partons, however a large fraction of jets has a significantly larger

mass than zero. At leading-order, the differential jet mass distribution is approximately given

by
1

n

dn

dm2
∼ 1

m2

αsCi
π

(
ln
R2p2

T

m2
+O(1)

)
, (4.6)

where αs is the coupling constant of the strong force and Ci the colour factor for either a quark-

or gluon-jet [73, 80]. The mass distribution diverges for m = 0 because of soft emissions. At

higher orders in perturbation theory, taking e.g. wide-angle radiation into account, the low mass

divergences are removed by the Sudakov double-logarithms [81] causing the peak of the mass

distribution to shift to higher values (Sudakov peak) resulting in non-zero masses of the jet. The

position of the Sudakov peak can not be predicted precisely as the jet mass depends strongly on

the underlying event, pile-up activity and non-perturbative effects including the hadronisation.

A QCD dijet event, reconstructed with the anti-kt algorithm and a radius parameter of R = 1.0

is depicted in Fig. 4.6. Two high-pT jets are shown but with significantly different jet masses.

Whereas the leading jet (jet1) is dominated by one very high-pT cluster and gains its mass

by two additional soft clusters, the subleading jet (jet2) possesses several soft and wide-angle

clusters causing the jet mass to be large. The chosen event was simulated with only a small

number of reconstructed vertices (Nvtx = 2) and thus the comparatively different jet masses are

mostly caused by the different hadronisation of the initial quarks.

4.4 Jet Grooming Algorithms

As previously shown, the mass distribution of jets at calorimeter level is significantly different

from the distribution at truth-level where effects such as additional pile-up are not considered.

To restore the mass resolution at reconstruction level, three different grooming techniques are

considered: trimming [82], split-filtering [83] and pruning [84]. Further techniques that have

not been studied in full detail yet by the ATLAS Collaboration can be found in [80, 85].
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Figure 4.6: An example of jets reconstructed with the anti-kt algorithm with R = 1.0 for a
simulated dijet event at

√
s = 8 TeV. The grey areas within the jets represent subjets with Rsub

= 0.2. Only jets with pT > 100 GeV are shown and the points indicate the energy deposits in
the calorimeter.

4.4.1 Trimming

In a large-R jet containing the decay products of a boosted, hadronically decaying vector boson,

two dense cores of high energy are expected. To identify these cores, the constituents of the

large-R jet are clustered into subjets with a typical size of Rsub = 0.2 or 0.3. The kt algorithm is

preferably used to reconstruct subjets as the energy share between the subjets is equitable [82]

compared to the C/A and anti-kt algorithms. A simple criterion to remove the contamination

from pile-up effects from a two-prong W/Z-jet would be to keep only the three hardest subjets.

Three subjets are chosen instead of two subjets to account for the occurrence of final-state

radiation. However, a grooming algorithm should not only be applicable to jets from a heavy

particle decay but also to QCD-jets where at leading order only one hard subjet is expected.

Hence keeping a certain number of subjets would not be efficient in removing pile-up effects for

a QCD-jet. Instead, one uses the fact that the subjets built from constituents corresponding to

initial-state radiation and pile-up are relatively soft with respect to the subjets from the hard

scattering process. The trimming procedure removes subjets whose transverse momentum (psub
T )

is below a certain fraction of the pT of the large-R jet: psub
T < fcut · pT. The remaining subjets

are then added to form the trimmed large-R jet. The relative pT fraction fcut is a parameter

of the trimming algorithm and needs to be optimised. Typical values chosen for fcut are of the

order of 5%, however the value strongly depends on the subjet radius, as larger radii necessitate

an increased fcut as more radiation can contaminate the subjets.

To illustrate the trimming procedure, the same event as in Fig. 4.5 is shown in Fig. 4.7(a)

using the anti-kt algorithm but only jets with pT > 100 GeV are depicted and the transverse

momentum and mass of the two remaining jets are indicated. Furthermore the subjets within
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Figure 4.7: An example of jets reconstructed with the anti-kt algorithm with R = 1.0 before
(top) and after (bottom) applying trimming for a simulated W ′ → WZ → ``qq event with
mW ′ = 1000 GeV at

√
s = 8 TeV. The coloured areas within the jets represent the subjets of

size Rsub = 0.2 (top, bottom left) and 0.3 (bottom right) and the pT of the subjet is indicated by
its colour. After trimming (bottom), only subjets with a pT fraction larger than 5% of the jets
pT are kept. Only jets with pT > 100 GeV are shown and the points show the energy deposits
in the calorimeter and their colours indicate their pT.

the large-R jet are shown, built with the kt algorithm and a radius size of Rsub = 0.3. In the left

figure, no jet trimming is applied to the jets. One of the two jets (denoted as jet1) is supposed

to contain the decay products of the W boson decay and thus its jet mass is expected to be close

to the mass of the W boson. However the mass of the jet is increased due to the contamination

of pile-up and ISR. The second jet (jet2) is initiated by a light quark or gluon. After trimming

the jets in Fig. 4.7(c), only one subjet remains for each jet resulting in a significant decrease of

the jet mass such that the W -jet mass is close to the mass of the W boson.

The comparison of the mass distribution of W/Z-jets and QCD-jets, reconstructed with the

anti-kt algorithm with R = 1.0, before and after trimming is depicted in Fig. 4.8. For the

ungroomed jets, both the signal and background like jets peak at a jet mass around 140 GeV.

After trimming the jets, the discrimination of the two jet topologies as well as the mass resolution
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Figure 4.8: Comparison of the mass distribution for anti-kt R = 1.0 ungroomed and trimmed
jets with fcut= 0.05 and Rsub = 0.2 for simulated W signal and multi-jet background events
(left) and its average dependence on the number of reconstructed vertices Nvtx (right). The
choice of the algorithm parameters are explained in Chapter 6.1.

of the W/Z-jets is significantly improved. The majority of W/Z-jets have a mass close to the

W boson peak. Furthermore the average jet mass as a function of the number of reconstructed

vertices is shown. Whereas the ungroomed jet mass depends strongly on the in-time pile-up, the

average trimmed jet mass does not show any dependence. Although the jet mass distribution

shows a clear discrimination of the QCD-jet and W -jet mass, the average jet mass for the two

topologies is very similar. This is due to the fact that the QCD-jet mass distribution exhibits

long tails to high mass values compared to W/Z-jets. With increasing pT of the jet, the tails

are more pronounced causing the average jet mass of QCD-jets to be larger than for W/Z-jets.

4.4.2 Split-filtering

In 2008, Butterworth, Davison, Rubin and Salam introduced the split-filtering algorithm, also

referred to as the BDRS algorithm, to improve the sensitivity of the vector boson associated

production of the at that time undiscovered Higgs boson [83]. The decay of the Higgs boson into

a pair of b-tagged jets was studied due to the large branching ratio. However the associated Higgs

production suffered from the large tt̄ background and the detector acceptance in reconstructing

the b-jets. Both effects could be reduced by considering the boosted topology. Despite being

proposed for the Higgs boson search, the BDRS algorithm is used nowadays as well for searches

beyond the SM including the hadronic decay of vector bosons. The BDRS algorithm comprises

two stages: the splitting stage uses the substructure of the jet and in the filtering stage, the

pile-up and soft radiation contamination is removed. The algorithm was optimised for C/A

jets because of the angular-ordered jet reconstruction. This implies that reversing the last step

of the clustering algorithm reveals the two proto-jets that have the widest angular separation
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Figure 4.9: Illustration of the two stages of the split-filtering algorithm: The splitting stage
de-clusters the large-R jet and requires a significant mass-drop and pT balanced subjets (left).
In the filtering stage, the C/A jet is reclustered and any radiation outside the three hardest
subjets is discarded (right) [86].

and allows to study the hard splitting of a heavy particle decay. The split-filtering algorithm is

schematically illustrated in Fig. 4.9 and proceeds as follows:

1. The last step of the C/A clustering of the jet j is undone and thus it is splitt into two

subjets j1 and j2 where mj1 > mj2 .

2. If there is a significant mass drop µmax such that mj1 < µmax · mj and the subjets are

balanced in momentum:

√
y12 =

min(pT1, pT2)

m12
∆R12 >

√
ycut , (4.7)

where ∆R12 is the angular separation of the two subjets and m12 the invariant mass of j1

and j2, the jet j is considered as a hard object.

3. If the jet j does not fulfil one of the above criteria, define j1 as j and go back to the first

step, continuing to de-cluster the more massive subjet.

If the mass-drop and symmetry criteria are not fulfilled at any stage of the de-clustering pro-

cedure, the jet is discarded. The mass-drop, µmax, and the momentum balance,
√
ycut, are pa-

rameters of the jet algorithm. The original paper suggested to use µmax = 0.67 and ycut = 0.09,

however it has been shown that the mass-drop criteria is not needed for a better performance

of the algorithm [80].

To remove the contribution from the underlying event, the jet is reclustered in the filtering stage

using subjets of the size Rsub = min(0.3,∆R12) using the angular separation ∆R12 of the two

subjets at the last stage of the splitting procedure. Only the three hardest subjets are taken to

capture as well possible final state radiation.

A comparison of the jet mass for ungroomed and split-filtered C/A R = 1.2 signal and back-

ground like jets is shown in Fig. 4.10. The momentum balance was chosen to be ycut = 0.04

(also denoted as yfilt) as is has been used in several diboson resonance searches performed in
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Figure 4.10: Comparison of the mass distribution for C/A R = 1.2 ungroomed and split-filtered
jets with yfilt= 0.04 and Rsub = 0.3 for simulated W signal and multi-jet background events
(left) and its average dependence on the number of reconstructed vertices Nvtx (right). The
choice of the algorithm parameters are explained in Chapter 6.1.

ATLAS [87–89] of which the all-hadronic search will be described in Chapter 8. After the split-

filtering procedure, no pile-up dependence can be observed. However, the average jet mass of

QCD-jets is larger than for W/Z-jets due to the high-mass tail as opposed to the trimming

algorithm in Fig. 4.8. Using tighter ycut values reduces the high-mass tail of the background jets

and hence the contamination of QCD-jets in the region of the W -jet mass distribution peak.

4.4.3 Pruning

The pruning algorithm utilises the fact that soft and wide-angle emissions do not occur in the

fragmentation and hadronisation of a heavy particle decay but are only present inside a large-R

jet because of pile-up and the underlying event. The algorithm proceeds as follows:

1. The constituents of a large-R jet, reconstructed with any jet algorithm, are reclustered

with either the C/A or kt algorithm.

2. At each step of the pairwise recombination of two constituents j1 and j2, the softer con-

stituent is discarded if it is either too soft:
min(p

j1
T ,p

j2
T )

p
j1+j2
T

< zcut or the angular separation

∆Rj1,j2 between the two constituents is too wide: ∆R12 > Rcut · 2·mjet

pjetT

.

3. Otherwise the two constituents are merged and the pruning algorithm proceeds with the

first step.

The algorithm has two free parameters, zcut and Rcut, however the results of the algorithm are

relatively insensitive to the exact parameter values. The criterion on the angular separation

changes from jet-to-jet taking into account the opening angle of the jet [84]. A schematic

illustration of the pruning algorithm is depicted in Fig. 4.11.
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Figure 4.11: Illustration of the pruning algorithm removing wide angle and soft radiation at
each step of the recombination algorithm [86].
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Figure 4.12: Comparison of the mass distribution for C/A R = 1.0 ungroomed and pruned jets
with Rcut= 0.5 and zcut = 0.15 for simulated W signal and multi-jet background events (left)
and its average dependence on the number of reconstructed vertices Nvtx (right). The choice of
the algorithm parameters are explained in Chapter 6.1.

The C/A R = 1.0 jet mass distributions for QCD-jets and W/Z-jets are compared in Fig. 4.12

for ungroomed and pruned jets. Compared to the other grooming algorithms, a small plateau

in the pruned W -jet mass distribution below the W boson peak can be observed. For these jets,

either the irregular jet shape of the C/A algorithm does not cover the full decay of the boosted

W boson, which could be recovered by using a larger jet radius or the pruning algorithm is too

tight and removes as well particles associated to the parton shower of the decay products.

The pruning algorithm is favoured by the CMS Collaboration [90, 91] however in ATLAS, it

still exhibits a dependence on the number of primary vertices at small jet pT despite optimising

the free parameters of the algorithm. This difference can most likely be explained by the usage

of particle flow inputs, which combine information from the calorimeter with that of the Inner

Detector, to the jet reconstruction algorithm in the CMS Collaboration [92, 93].
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4.5 Jet Substructure Moments

In this section, only the substructure variables that have a large discriminating power to dis-

tinguish the one-prong structure of QCD-jets from the two-prong structure of W/Z-jets are

described. Further variables that have been studied by ATLAS [86] are defined in Appendix A.

The variables are calculated from the constituent clusters of the groomed large-R jet to reduce

their sensitivity to the pile-up conditions.

N-subjettiness

The N -subjettiness [94] variable, τN, describes to what degree the inner structure of a jet is

compatible with the hypothesis of it consisting of N or fewer subjets. First, the subjets are

reconstructed within the large-R jet using the exclusive kt algorithm [77] requiring exactly N

subjets. If a large fraction of the jets energy is not aligned along the subjet directions but rather

away from them, the hypothesis of N subjets seems unlikely. To quantify this, the N -subjettiness

variable τN is defined

τN =

∑
i pT,i min(∆Ra1,i, ...,∆RaN ,i)∑

i pT,i ·R
, (4.8)

where the sum runs over the constituents i of the given jet J , pT,i are their transverse momenta

and ∆Rak , i is the angular distance of the constituent i to the axis of subjet k.

A value of τN ≈ 0 means that most of the energy within the jet is aligned with the subjets

whereas for τN � 0, a significant fraction of the energy has a large angular separation from the

subjets and hence more than N subjets are expected. The τN variable itself does not provide

enough separation power and instead the ratios τN/τN−1 are used. To identify the two-prong

structure of boosted vector boson, the variable τ21 = τ2/τ1 provides good discrimination power

with respect to QCD-jets whereas for a three-prong structure such as the top-quark decay, the

ratio τ32 = τ3/τ2 is used.

The discrimination of τN can be further improved with an alternative definition of the subjet

axis used in Equation 4.8 [95]. The winner-takes-all (WTA) axis uses the hardest constituent

inside the subjet k to calculate the angular separation ∆Rak , i instead of the subjet axis. To

indicate the axis used in the τN definition, the τ21 ratio calculated with the winner-takes-all axis

will be denoted as τwta
21 in the following.

The discrimination power of the τwta
21 variable is displayed in Fig. 4.13 for anti-kt R = 1.0

trimmed W -jets and QCD-jets. A large fraction of QCD-jets have a τwta
21 value of zero. For

these jets, the exclusive kt algorithm failed to reconstruct two subjets. The same effect can be

observed for W -jets but less pronounced than for QCD-jets. It is important to point out that

the usage of the exclusive kt algorithm can create biases for QCD-jets with a hard one-prong

structure and a soft and wide-angle emission which is the most dominant way a QCD-jet gains

its mass if pT � m. To calculate τ2 the algorithm forces the jet to build two subjets, one around

the hard parton and the other will contain the wide-angle emission and thus give low τ21 values

as for W/Z-jets. After restricting the mass of the trimmed jet to a mass close to the W boson,
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Figure 4.13: N -subjettiness τwta
21 distribution for the leading anti-kt R = 1.0 trimmed jet in

W signal and multi-jet background events without mass window requirement (left) and for jets
with 60 < m < 100 GeV (right).

60 < mjet < 100 GeV, and thus imposing some kind of inner structure of the jets, the number

of jets with τwta
21 = 0 is significantly reduced. Moreover the separation of the boson jet and

QCD-jet distribution is enhanced with the mass window requirement.

Energy Correlation Variables

The idea behind energy correlation variables [96] is very similar to that of N -subjettiness but

has two main advantages: (a) the variable does not rely on finding subjets and consequently

(b) has a better treatment of soft emissions at large angles. The starting point are N -point

energy correlation functions (ECF) that run over all constituents of any given jet J and are

based purely on the pT of the constituents and their pair-wise angular separation ∆Rij :

ECF(0, β) =1, (4.9a)

ECF(1, β) =
∑
i

pTi , (4.9b)

ECF(2, β) =
∑
i<j∈J

pTipTj (∆Rij)
β , (4.9c)

ECF(3, β) =
∑

i<j<k∈J
pTipTjpTk (∆Rij∆Rik∆Rjk)

β , (4.9d)

where the angular exponent β is a free parameter that can be optimised based on the mass of

the resonance under study. For low mass resonances such as the W and Z boson, values of

β ' 2 are preferable whereas for high mass resonances, small values of β ' 0.5 give an optimal

separation [96]. The N -point correlation functions can be used for quark-gluon discrimination

and boosted top tagging, however the focus here is the identification of boosted vector bosons.

Two dimensionless ratios, Cβ2 [96] and Dβ
2 [97, 98], are defined to identify N = 2 dense cores of
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Figure 4.14: Energy correlation variable Cβ=1
2 for the leading anti-kt R = 1.0 trimmed jet in

W signal and multi-jet background events without mass window requirement (left) and for jets
with 60 < m < 100 GeV (right).

energies within the jet:

Cβ2 =
ECF(3, β)ECF(1, β)

ECF(2, β)2
, (4.10a)

Dβ
2 =

ECF(3, β)ECF(1, β)3

ECF(2, β)3
. (4.10b)

If a jet containsN subjets, theN+1-point correlation function ECF(N+1, β) will be significantly

smaller than ECF(N, β). Both Cβ2 and Dβ
2 are not infrared and collinear safe unless a mass

window requirement is imposed on the jet for example around the boson mass.

The Cβ=1
2 and Dβ=1

2 distributions with and without requiring a mass window around the W

boson mass are shown for signal and background jets in Fig. 4.14 and Fig. 4.15 respectively.

Two different β values have been studies by ATLAS [86], β = 1 and β = 2, however better

separation of W/Z and QCD-jets was observed for β = 1. After the mass window requirement,

the signal and background discrimination is improved, especially for the Cβ2 variable as it’s

strongly correlated to the jet mass.

Momentum Balance

The momentum balance variable
√
y12

√
y12 =

min(pT1, pT2)

m12
∆R12 ,

as previously defined in Equation 4.7 is only meaningful for jets groomed with the split-filtering

algorithm and calculated at the first step of declustering where the momentum balance (and

mass-drop if specified by the algorithm) criterion is met. The authors of the split-filtering al-
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Figure 4.15: Energy correlation variable Dβ=1
2 for the leading anti-kt R = 1.0 trimmed jet in

W signal and multi-jet background events without mass window requirement (left) and for jets
with 60 < m < 100 GeV (right).

gorithm proposed the momentum balance variable to be larger than
√
ycut = 0.3 to efficiently

remove pile-up, initial state radiation and underlying event contributions. In the diboson reso-

nance searches however, a looser criteria of
√
ycut = 0.2 was used since a robust pile-up removal

was still guaranteed and at the same time
√
y12 could be used to discriminate signal from

background jets. The momentum balance variable as used in the all-hadronic diboson search

performed at
√
s = 8 TeV is shown in Fig. 7.3.
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Chapter 5

Large-R Jet Calibration in ATLAS

The concept of jets as proxies for the hadronisation of quarks and gluons has been previously

introduced in Chapter 4. Jets are one of the key ingredients of measurements and searches for

physics beyond the Standard Model at the LHC. However, jets reconstructed with the algorithms

described in Section 4.2 cannot be directly used in an analysis and need to be calibrated to the

truth jet energy and mass scale using Monte Carlo simulations to correct for different detector

effects such as the non-compensating character of the calorimeter. The calibration procedure

for large-R jets is described in Section 5.1. Systematic uncertainties on the jet energy, mass and

substructure scales are then derived to account for differences observed between data and sim-

ulation using well-understood reference objects such as track-jets. The systematic uncertainties

for both 2012 and 2015 data-taking are summarised in Section 5.2. Future improvements to the

reconstruction of large-R jets are discussed in Section 5.3.

The calibration procedure and systematic uncertainties based on 2012 data will be presented

for anti-kt R = 1.0 trimmed jets with fcut = 0.05 and Rsub = 0.3. This jet collection was the

default reconstruction algorithm for 2012 analyses, besides split-filtered C/A jets with R = 1.2

that were used in diboson resonance searches as described in Section 7.3.1. For the diboson

resonance search in 2015, the boosted vector boson identification algorithm, including the jet

reconstruction and grooming algorithm, was optimised to account for the higher centre-of-mass

energy and changed pile-up conditions as described in Section 6.2. Therefore, the diboson res-

onance search in 2015 data-taking used anti-kt R = 1.0 trimmed jets with fcut = 0.05 and a

slightly smaller subjet radius size of Rsub = 0.2 and the systematic uncertainties were derived

for this jet collection.

The decrease in subjet radius size for the trimming algorithm under different pile-up and centre-

of-mass energy conditions demonstrates one limitation of the usage of the algorithm in ATLAS.

If the average number of interactions per bunch crossing increases, the trimming parameters of

the algorithm, i.e. fcut and Rsub need to be reoptimised. In order to avoid this, the subjets

within the large-R jet can be first cleaned from pile-up contamination by applying the jet area

pile-up correction, introduced in Section 5.3.1. The pile-up corrected subjets are then removed

or kept based on their pT fraction with respect to the ungroomed large-R jet as in the default

trimming algorithm.
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5.1 Jet Energy and Mass Calibration

The jet energy (mass) response RE (Rm) of reconstructed jets is defined as the ratio between

the calorimeter jet energy (mass) and its corresponding truth jet energy (mass)

RE =
Ereco

Etrue
, Rm =

mreco

mtrue
. (5.1)

A truth jet is matched to a reconstructed jet if their distance in the η-φ space is less than 0.75

times the large-R jet radius: ∆R =
√

(ηreco − ηtruth)2 + (φreco − φtruth)2 < 0.75 · R. The jet

energy (mass) response is smaller than one due to several detector and reconstruction effects

such as the non-compensation of the calorimeter, inactive material, signal losses because of

the chosen noise thresholds, energy losses due to particles outside of the calorimeter (leakage)

and out-of-cone particles that are not inside the calorimeter jet cone but are in the truth jet

cone. Furthermore the jet mass is heavily influenced by the topo-clustering algorithm and how

topo-clusters are split [72]. The jet energy and mass calibration accounts for these effects and

calibrates the jet energy and mass scales (JES, JMS) to that of truth jets. The calibration

factors are derived in QCD dijet MC samples but are applied to the data as well. It is not

guaranteed that the JES and JMS in Monte Carlo simulations and data are the same and in-

situ techniques can be used to calibrate the scales in both data and MC to the same footing

and to define uncertainties for the observed differences in data and MC. This procedure also

decreases the jet energy and mass scale related uncertainties. However this was not part of the

calibration procedure of large-R jets in Run-I as opposed to small-R jets. Several in-situ cali-

bration techniques where a large-R jet is balancing a photon, Z boson or another jet depending

on the pT range are currently being studied to be included in the large-R jet calibration chain

for data-taking in 2016.

The jet energy (mass) of calorimeter jets is on average corrected to the truth energy (mass) scale

using the “numerical inversion” technique. The calibration factors are derived in bins of η and

the truth energy Etrue as the jet mass and energy response strongly depend on these quantities.

The binning in terms of Etrue instead of Ereco was chosen such that the energy and mass response

do not depend on the underlying pT distribution and thus result in Gaussian distributions.

In the first step of the calibration, the energy (mass) responses are fitted with a Gaussian dis-

tribution and the fitted mean is extracted. An example of the jet mass response for anti-kt

R = 1.0 trimmed jets and the corresponding Gaussian fit is depicted in Figure 5.1(a). The

reference truth jets are also trimmed even though the inputs are only stable particles from the

hard scattering vertex. Nevertheless, the mass resolution is diminished because of the underlying

event. The following steps of the numerical inversion technique will be first explained based on

the jet energy, while the differences with respect to the jet mass calibration are discussed after-

wards. The energy calibration factors are the inverse of the fitted average jet energy response,

however they are only parameterised in bins of Etrue. The numerical inversion transforms then

the average Etrue into the corresponding Ereco value with the fitted average response for each η
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Figure 5.1: Example of the Gaussian fit to the jet mass response (left) for anti-kt R = 1.0
trimmed jets with fcut = 5% and Rsub = 0.3 with 500 < Etrue < 600 GeV and example of the
parameterisation of the jet mass response as a function of the truth energy (right).

and truth energy bin. For each η bin k, the resulting energy response curve as a function of the

reconstructed jet energy is parameterised as

Fcalib, k(E) =

Nmax∑
i=0

ai

(
lnEjet

LCW

)i
, (5.2)

where ai are the free parameters of the fit and Nmax ranges between 1 and 6 and is determined

by minimising χ2/d.o.f for each of the fits. The subscript LCW indicates that the inputs to the

jet algorithm are calibrated with the LCW calibration. The calibrated jet energy, denoted at

the LCW+JES scale, is then:

Ejet
LCW+JES =

Ejet
LCW

FEcalib,k(Ejet
LCW)

. (5.3)

Since the jet mass depends directly on the jet energy, the calibration of the energy and mass are

not independent. Therefore, the average jet mass response is not parameterised as a function

of the reconstructed jet energy but the truth energy. In this way, the energy calibration is

taken into account as the calibrated jet energy corresponds on average to the truth jet energy.

An example fit of the jet mass response as a function of the truth energy with the function in

Equation 5.2 is shown in Fig. 5.1(b). The corrected jet mass at the LCW+JES scale can then be

calculated from the calibrated jet energy Ejet
LCW · JES, with JES being the inverse of the energy

response, and the uncalibrated jet mass:

mjet
LCW+JES =

mjet
LCW

Fmcalib,k(Ejet
LCW · JES)

. (5.4)
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Figure 5.2: The jet mass response as a function of the jet η for anti-kt R = 1.0 trimmed jets
with fcut = 5% and Rsub = 0.3 for different jet energies before (left) and after (right) the jet
mass calibration [99].

The jet mass response as a function of the jet η is depicted in Fig. 5.2 for anti-kt R = 1.0

trimmed jets before and after the calibration procedure. After the calibration, the energy and

η dependence of the jet mass response is removed and is approximately restored to one. In

addition to the jet energy and mass, the jet η is also corrected with the numerical inversion

technique. The jet pT is then calculated accordingly from the calibrated variables.

To further improve the jet mass calibration, it is not only parameterised in bins of η and Etruth

for Run-II but also in bins of the truth jet mass. However for high-pT jets, which have not been

probed extensively in Run-I, and for low truth jet masses, the numerical inversion technique

breaks down. After the calibration, the mass responses exhibits non-Gaussian behaviour with

a double-peak structure. In this phase-space, the jets with a small area and a small number of

constituents cause the double-peak structure in the mass response which is most likely caused

by the non-linearity of the correlation of the reconstructed and truth jet mass. To overcome

the difficulties with the mass calibration and to improve the jet mass resolution at high pT, the

track-assisted jet mass is introduced in Section 5.3.2.

5.2 Systematic Uncertainties

Uncertainties for large-R jets accounting for differences in the calorimeter jet response in data

and Monte Carlo simulations are derived using in-situ methods by comparing the measurement

in the calorimeter to that of a well calibrated reference object:

〈X jet/Xref〉data/〈X jet/Xref〉MC. (5.5)

For Run-I, the jet energy scale uncertainties were derived in γ+jet events using photons as ref-

erence. Due to the lack of events in which a photon is balancing a large-R jet at high transverse
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momentum, the uncertainties are combined with uncertainties that use track-jets as reference

objects. For analyses using the data collected in 2015, no γ+jet derived uncertainties are avail-

able yet. Uncertainties for the jet mass scale and different substructure variables are derived

only using track-jets as reference objects as the γ+jet method does not provide a handle on

these scales. The γ+jet based uncertainties are discussed in detail in Ref. [100]. The remainder

of this chapter will focus on the track-jet double ratio method which has been widely used since

2011 [70]. The double-ratio technique will be explained with the help of the jet mass, but the

procedure is the same for the jet energy and substructure variables.

5.2.1 Track-jet Double Ratio Uncertainties

To probe the jet mass measurement in the calorimeter, track-jets are used as reference objects

since charged-particle tracks are both well measured and independent of the calorimeter. Fur-

thermore track-jets are not susceptible to pile-up because the tracks are required to be associated

to the hard-scatter vertex. The ratio of the calorimeter mass mjet to track-jet mass mtrack-jet,

defined as

rmtrack-jet =
mjet

mtrack-jet
, (5.6)

is used as a proxy to estimate the systematic uncertainties on the jet mass scale. The track-jets

are matched to calorimeter jets using a geometrical matching in the η-φ space with ∆R < 0.75·R
where R is the radius parameter of the jet reconstruction algorithm. Previous studies [101] have

shown that there is excellent agreement between the measured positions of clusters and tracks

in data, indicating no systematic misalignment between the calorimeter and the Inner Detector.

The uncertainties on the jet mass calibration are then estimated by comparing the ratio defined

in Eq. 5.6 in data and simulation, giving the double-ratio method its name:

Rmtrack-jet =
rm,data

track-jet

rm,MC
track-jet

. (5.7)

The ratio in Eq. 5.6 allows for the separation of physics and detector effects. That means

that even if a physics effect might not be well-modelled in simulation, the effect will cancel in

Eq. 5.6 if it affects both the Inner Detector as well as calorimeter measurement. The double-

ratio in Eq. 5.7 is then well described in case detector effects are well modelled in simulation.

Two different Monte Carlo generators are considered, Pythia8 [102] and Herwig++ [103] to

account for uncertainties due to different fragmentation and hadronisation models.

An example of the distribution of the calorimeter to track-jet mass ratio, rmtrack-jet for the two

leading anti-kt R = 1.0 trimmed jets in Pythia8, Herwig++ and the full dataset collected in

2012 corresponding to an integrated luminosity of 20.3 fb−1 is shown in Figure 5.3(a). Events are

required to pass the lowest un-prescaled large-R jet trigger that has a minimum ET of 360 GeV.

The leading jet in the event must fulfil pT > 500 GeV to ensure that the trigger is fully efficient.

The shape of the rmtrack-jet distribution is well described by both MC simulations. The rmtrack-jet
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Figure 5.3: Distribution of the calorimeter to track-jet mass ratio rmtrack-jet in data and Monte
Carlo simulations for anti-kt R = 1.0 trimmed jets (left) and the mean calorimeter to track-jet
mass ratio as a function of m/pT.

distribution is expected to be mostly larger than unity because the track-jet mass does not

account for the neutral components. A small, non-negligible fraction of jets is however measured

with rmtrack-jet < 1. This effect is caused by the trimming procedure as the fraction of ungroomed

anti-kt R = 1.0 jets with rmtrack-jet < 1 is significantly smaller. The trimming procedure removes

subjets in case they fall below a certain pT threshold defined by the ungroomed jet pT. In

case a subjet fails the trimming criteria, it is removed even though it might be matched to a

charged-particle track from the hard-scatter vertex and thus gives rmtrack-jet < 1 for this particular

jet. To avoid the removal of hard-scatter energy deposits in the calorimeter, charged-particle

track based grooming techniques [104] are currently being studied. The peak near rmtrack-jet ≈ 2

is caused by relatively soft particles that constitute the calorimeter jet mass. These particles

are either not included in the track-jet because they result from additional pp collisions in the

same bunch crossing or their tracks are bent by the magnetic field and thus result in a smaller

track-jet mass. High rmtrack-jet values are suppressed by the trimming algorithm that removes

most of the soft constituents.

To estimate the systematic uncertainty, the mean value of rmtrack-jet is used as it is primarily

sensitive to the particle composition of the jet and should be well modelled in any well-tuned

Monte Carlo generator whereas the full distribution is more susceptible to fluctuations. The

uncertainties are derived in different kinematic pT and η regions of the detector and are only

limited by the acceptance of the Inner Detector at |η| = 2.5. Therefore, uncertainties are only

derived for jets with |η| < 2.0 to ensure that the core of the large-R jet is within the detector

acceptance.

The mean calorimeter to track-jet mass ratio, 〈rmtrack-jet〉 for the two leading anti-kt R = 1.0

trimmed jets as a function of the jet m/pT is depicted in Fig. 5.3(b). Furthermore the data and

Monte Carlo agreement, 〈Rmtrack-jet〉 is shown. The double-ratio uncertainties are binned in m/pT
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to capture the dependence of the uncertainty on the mass of the jet, but to remain independent

of the actual scale of the mass. The calorimeter does not directly measure mass, rather it sees

energy collimation, where m/pT provides a measure of that collimation for large-R jets within

the calorimeter. The variable bin sizes were chosen to avoid statistical fluctuations which would

increase the systematic uncertainties artificially. For 2011 and 2012 data-taking, the relative

mass scale uncertainty was taken as the larger deviation of the Pythia8 or Herwig++ double-

ratio Rmtrack-jet from the unity. For jets in the pT range 250 < pT < 350 GeV and |η| < 1.2, the

Monte Carlo to data deviations are of the order of 2% but can increase to approximately 6% for

very small m/pT.

Track Reconstruction Uncertainties

The measurement of the track-jet mass depends strongly on the track reconstruction efficiency

and the associated systematic uncertainties. For 2011 and 2012 data-taking, only the relative

uncertainties on the track reconstruction efficiency due to the Inner Detector material modelling

were considered. These uncertainties vary between 2% for charged-particle tracks in the central

region of the detector |η| < 1.3 and increase to 7% for 2.3 < |η| < 2.5 and pT > 500 MeV [105].

The impact of the track reconstruction efficiency systematics on rmtrack-jet is evaluated in Pythia8

by randomly removing the constituents of the track-jet according to the uncertainties. The re-

sulting rmtrack-jet distribution is then compared to the nominal distribution. The systematic effect

is to good approximation flat in η and pT and is approximately 2.7%.

5.2.2 Final Jet Scale Uncertainties in 2012 Data

The final systematic uncertainties on the jet mass scale using the full 2012 dataset is obtained

by adding the uncertainties derived with the double-ratio track-jet method in quadrature to

the track reconstruction efficiency uncertainties under the assumption that the uncertainties are

independent. The relative mass scale uncertainties are shown in Fig. 5.4(a) for anti-kt R = 1.0

trimmed jets as a function of the jet pT for three different detector regions and at m/pT = 0.2.

The uncertainties are of the order of 4% and increase to approximately 7.5% at high transverse

momentum and η due to the limited statistics in the 2012 dataset in this region of phase space.

As previously mentioned, the double-ratio method as well as γ+jet events are used to derive

the pT scale uncertainties. The uncertainties derived from γ+jet events are however limited

in pT reach in the 2012 data and are only statistically significant for pT < 800 GeV. The

pT scale uncertainties derived with the photon-balance method are of the order of 1% at low

transverse momentum and approximately 2% at high pT (pT ≈ 800 GeV) compared to 4% and

6% respectively for the double-ratio track-jet method. To benefit from the drastically reduced

pT scale uncertainties derived with γ+jet events, a linear interpolation is performed around

pT = 900 GeV between the two methods. A further component arising from the topological

composition of the jet and accounting for the different energy distribution and hard substructure
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Figure 5.4: Summary of the systematic uncertainties for anti-kt R = 1.0 trimmed jets with
fcut = 5% and Rsub = 0.3 on the jet mass scale for different η ranges (left) determined with the
double-ratio track-jet method and the jet energy scale derived from the track-jet double-ratio
method, γ+jet events and topology differences in MC as a function of the jet pT (right). The
uncertainties are shown for m/pT = 0.2 and were derived with data taken at

√
s = 8 TeV [106].

within a jet formed from a W boson or top-quark decay with respect to a quark/gluon jet [99]

is added in quadrature to form the total uncertainty. The total uncertainty and its components

are shown as a function of pT, and for m/pT = 0.2, in Fig. 5.4(b).

The dominant uncertainties in analyses including large-R jets are the jet energy, mass, and

substructure scale uncertainties. With the large dataset of 8 TeV collision data available, the

uncertainties are no longer statistically limited and more advanced techniques are needed to

further reduce them. One possibility is in-situ calibrations that correct the average response in

MC simulation to the average response in data. So far, only energy and mass calibration factors

are derived in simulations and applied to data and MC. Furthermore, the double-ratio method

uses the mean of the rmtrack-jet distribution instead of a fit to the core of the distribution which

is expected to be much better described than the tails of the distribution.

5.2.3 Monte Carlo Based Jet Scale Uncertainties for Early 2015 Analyses

The derivation of in-situ uncertainties, such as was done at 8 TeV, takes a considerable amount

of time and effort. In order to have results with the new 13 TeV data as quickly as possible,

a set of uncertainties were derived that exploit the knowledge acquired during Run-I and add

MC-based uncertainties that account for differences between Run-I and Run-II [107, 108]. These

changes include (but are not limited to) differences in the detector, the beam conditions and the

reconstruction of topo-clusters. The derived uncertainties were used for the all-hadronic diboson

resonance search, described in Section 9, which was one of the first public ATLAS analyses with

the full 2015 dataset. The changes between Run-I and Run-II that are expected to have a non-

negligible effect on the energy and mass scale of large-R jets are summarised in the following

section. The installation of the IBL has shown to have only a negligible effect on the jet energy
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scale of small-radius jets [107] and is therefore not considered here.

Changes from Run-I to Run-II

The physics of electromagnetic and hadronic interactions within the detector are described in

specific physics lists. In Run-II, these interactions are simulated with the FTFP BERT [109] physics

list which uses the Bertini Intra-nuclear Cascade model (BERT) [110] for hadrons below 5 GeV

and the Fritiof string model [111] with the Precompound model for hadrons with energies above

4 GeV. During Run-I, the QGSP BERT [109] physics list was used that models the interactions of

hadrons with the detector below 9.9 GeV with the Bertini intra-nuclear model, in the range 9.5 <

E < 25 GeV with the GEISHA model above 12 GeV with the Quark-Gluon-String model [112].

The noise thresholds in the topo-clustering algorithm have been adjusted for Run-II to match

the noise measurements performed in 2012. Furthermore, the topo-clustering algorithm has

been modified to mitigate the impact of pile-up on the energy of topo-clusters by preventing

them from growing from the pre-sampler layers.

To convert the analogue signal of the LAr detector into an energy measurement, four samples

per channel are read-out in Run-II instead of five as for Run-I [113]. The change in number

of samples being read-out also influences the calculation of the timing which is important to

distinguish between energy deposits from the bunch crossing of interest and adjacent bunches.

The main modification of the beam conditions that is expected to have an impact on the jet

calibration is the reduction of the bunch crossing from 50 ns to 25 ns in 2015. This results in

an increase of the amount of out-of-time pile-up by a factor of two.

Monte Carlo Simulations

To study the effect of each of the changes between Run-I and Run-II on the jet energy and

mass scale, dedicated QCD dijet MC samples were generated which are compared to a reference

sample. The differences between the reference and the variation sample are accounted for as

systematic uncertainty.

The reference sample is simulated using Pythia8, with the AU2 [114] underlying event tune and

the CT10 [115] parton distribution function set. The generated events are propagated through

a full Geant4-based simulation of the ATLAS detector. The hadronic shower is described by

the FTFP BERT physics list and a bunch-spacing of 25 ns is simulated. Minimum bias events,

generated with Pythia8 using the A14 tunes [116] and the NNPDF2.3LO [117] PDFs, are

overlaid onto the hard-scatter events to simulate the effects of pile-up.

The different variation samples are simulated with the same MC generator, underlying event

tune, PDF set and minimum bias events as the reference sample unless otherwise stated. The

differences with respect to the reference sample are:

• Noise threshold variation: Simulated as the reference sample but with the noise thresholds

shifted upwards and downwards by a fraction that reproduces the threshold size difference

between Run-I and Run-II.
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• Run-I topo-clustering : Simulated as the reference sample but allowing the topo-clusters

to grow from the pre-sampler layer.

• 50 ns with 5 sampling points in the LAr calorimeter : Simulated as the reference sample but

with 50 ns bunch-spacing and using 5 LAr sampling points for the energy reconstruction

as in Run-I.

• 50 ns with 4 sampling points in the LAr calorimeter : Simulated as the reference sample

but with varied bunch-spacing.

Due to the lack of jets with pT > 1000 GeV in the Run-I data, several additional variations

are generated that consider different simulations of the intra-nuclear and low energy processes

within the detector material to obtain a better understanding of the jet energy and mass scale

in this phase-space. To quantify the effect of the high-pT variations, a second reference sample

referred to as the nominal sample is generated using Pythia8 with the A14 underlying event

tune and the NNPDF2.3LO PDFs. The material interactions are described by the FTFP BERT

physics list. The nominal sample is compared to various high-pT variation samples with different

physics lists:

• FTFP BIC : Simulated as the nominal sample but using the Binary Intra-nuclear Cascade

(BIC) model for hadrons with E < 9.9 GeV.

• QGSP BIC : Simulated as the nominal sample but using the Quark-Gluon-String and Pre-

compound model and BIC model in energy ranges depending on the hadron type.

• Rescattering : Simulated as the nominal sample but with high-energy re-scattering simu-

lated with the BIC model.

Further variations of the physics list have been studied in [108] but resulted in negligible effects

on the jet energy and mass and are thus not discussed here.

The in-situ determination of the systematic uncertainties always includes a modelling compo-

nent that accounts for differences between two MC generators, these are usually Pythia8 and

Herwig++ for large-R jets. Therefore QCD dijet samples are generated as well with Her-

wig++ for the high pT region were Run-I in-situ scale uncertainties are not available due to the

limited statistics. The Herwig++ sample use the UE-EE-4 [118] underlying event tune and

the CTEQ6 [119] PDFs.

Jet pT, Mass and Dβ=1
2 Scale Uncertainties

For the derivation of the systematic uncertainties, anti-kt R = 1.0 trimmed jets are matched to

truth jets from the corresponding jet collection (reconstructed from stable particles) with ∆R <

0.75 and their response is calculated. The jet energy, mass and Dβ=1
2 response distributions

are fitted with a Gaussian function and the mean value of the different variation samples is

compared to that of the corresponding reference samples. Systematic uncertainties are derived
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for jets with 200 < ptruth
T < 2000 and |ηtruth| < 2.0 in ranges of m/pT.

For jets with ptruth
T < 1000 GeV, the baseline systematic uncertainties are the track-jet double-

ratio uncertainties derived in Run-I. The MC-based derived systematic uncertainties for each

of the changes between Run-I and Run-II on the jet pT, mass and Dβ=1
2 scale are shown in

Fig. 5.5 for jets with 500 < ptruth
T < 1000 GeV. The systematic uncertainties originating from

the changes in the topo-clustering algorithm and the choice of sampling points for the LAr

energy reconstruction are not shown in Fig. 5.5 as their impact on the different jet scales are

negligible. The total MC-based uncertainty is obtained from the quadratic sum of three non-

negligible components. For the boosted vector boson identification, the range 0.0 < m/pT < 0.2

is of particular interest for the pT region shown in Fig. 5.5. The MC-based uncertainties in this

phase-space are below 2% for the jet pT scale, below 5% for the jet mass scale and less than 3%

for the Dβ=1
2 scale.

For jets with ptruth
T > 1000 GeV, no baseline uncertainties from the track-jet double-ratio method

are available. Instead, the three physics list variations are considered in this high-pT region as

well as an additional modelling uncertainty using the generated Herwig++ MC sample. The

variation samples describing the changes in the topo-clustering algorithm as well as the choice

of sampling points for the LAr energy reconstruction are not considered in the high-pT region as

they are only relevant for ptruth
T < 1000 GeV where the track-jet double-ratio method was used

in Run-I. The MC-based derived systematic uncertainties on the jet pT, mass and Dβ=1
2 scale

for each of the changes between Run-I and Run-II and the different physics lists are shown in

Fig. 5.6 for jets with 1000 < ptruth
T < 1500 GeV. The total MC-based uncertainty is obtained

from quadrature sum of the seven non-negligible components. For the boosted vector boson

identification, the range 0.0 < m/pT < 0.1 is of particular interest for the pT region shown in

Fig. 5.6. The uncertainties in this phase-space are below 3% for the jet pT scale, below 6% for

the jet mass scale and less than 8% for the Dβ=1
2 scale and are dominated by the uncertainties

due to the choice of physics list.

5.2.4 Final Jet Scale Uncertainties in 2015 Data

For the combination of the diboson resonance searches performed on the 2015 dataset (see Sec-

tion 9.3), in-situ systematic uncertainties on the jet pT and mass scale were derived using the

track-jet double-ratio method with small modifications compared to what is described in Sec-

tion 5.2.1. In 2015, the deviations of 〈Rmtrack-jet〉 from unity for both MC generators, Pythia8 and

Herwig++, are taken into account and are used as two nuisance parameters to be propagated

through the individual analyses. In addition to the uncertainties related to the track reconstruc-

tion efficiency, two further sources of systematic uncertainties on the track reconstruction were

considered that were propagated 〈rmtrack-jet〉: a relative 50% uncertainty on the reconstruction

rate of fake tracks and a possible momentum bias of the reconstructed jets [120, 121]. The

resulting jet pT and mass scale uncertainties are shown in Fig. 5.7 for jets with pT > 150 GeV

and m/pT = 0.1. The in-situ uncertainties on the jet pT and mass scale derived with 3.2 fb−1 of
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Figure 5.5: Systematic uncertainty on the pT (top), mass (middle) and Dβ=1
2 (bottom) scale for

anti-kt R = 1.0 trimmed jets with fcut = 5% and Rsub = 0.2 jets. The total uncertainty as well as
the individual components are shown as a function of m/pT for jets with 500 < ptruth

T < 1000 GeV
and |ηtruth| < 2.0. The uncertainty components are derived from the disagreement of the jet
response in the reference MC QCD dijet simulation and the different variation samples. The
variations with a negligible uncertainty are not shown.
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Figure 5.6: Systematic uncertainty on the pT (top), mass (middle) and Dβ=1
2 (bottom) scale

for anti-kt R = 1.0 trimmed jets with fcut = 5% and Rsub = 0.2 jets. The total uncertainty as
well as the individual components are shown as a function of m/pT for jets with 1000 < ptruth

T <
1500 GeV and |ηtruth| < 2.0. The uncertainty components are derived from the disagreement of
the jet response in the reference MC QCD dijet simulation and the different variation samples.
The variations with a negligible uncertainty are not shown.
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Figure 5.7: Fractional jet pT (left) and mass (right) scale uncertainties for anti-kt R = 1.0
trimmed jets with fcut = 5% and Rsub = 0.2 [121]. The total uncertainty and the individual
components are shown as a function of the jet pT for jets with m/pT = 0.1 and were derived
using data collected in 2015 with

√
s = 13 TeV. The individual components are described in

Section 5.2.4.

√
s = 13 TeV collisions are compared in Fig. 5.8 to the uncertainties, described in Section 5.2.3.

Even though the MC-based uncertainties were derived for pT > 1500 GeV, the usage of jets in

analyses was restricted to pT < 1500 GeV due to limitations in the jet mass calibration proce-

dure until in-situ systematic uncertainties were derived. Therefore, the MC-based systematic

uncertainties were set to zero for pT > 1500 GeV. With the derivation of in-situ systematic

uncertainties, the jet pT range could be extended up to 3 TeV. The in-situ derived jet pT scale

uncertainties are slightly smaller than the MC-based systematics, but the differences are negli-

gible. For the jet mass scale however, the systematic uncertainties could be reduced by about

2% in the interesting pT range.

5.2.5 Summary of Systematic Uncertainties

In this section, the systematic uncertainties on the jet energy, mass and substructure scale of

large-R jets were presented. In both Run-I and Run-II, the standard technique to derive sys-

tematic uncertainties is the track-jet double ratio method that uses track-jets, reconstructed

from charged-particle tracks in the Inner Detector, as reference object. The systematic uncer-

tainties are estimated by comparing the ratio of the calorimeter jet moment (e.g. mass) to that

of the track-jet in data and simulation. Two Monte Carlo generators are used: Pythia8 and

Herwig++. Furthermore, the uncertainty on the reconstruction of charged-particle tracks is

considered.

The systematic uncertainties for the diboson resonance search performed at 8 TeV, summarised

in Chapter 8, were obtained with a dataset corresponding to 20.3 fb−1 of 8 TeV pp collisions.

A different approach was used to derive systematic uncertainties for analyses that published

results with 3.2 fb−1 of 13 TeV data at the end of 2015 before in-situ derived systematic uncer-
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Figure 5.8: Comparison of the MC based (see Section 5.2.3) and data-driven (see Section 5.2.4)
systematic uncertainties on the jet pT (left) and jet mass (right) scale uncertainties for anti-kt
R = 1.0 trimmed jets with fcut = 5% and Rsub = 0.2 jets. The uncertainties are shown as a
function of the jet pT for jets with m/pT = 0.1.

tainties were available as they take a considerable amount of time and effort. These uncertainties

exploit the knowledge acquired during Run-I and add MC-based uncertainties that account for

differences in the detector and jet reconstruction between Run-I and Run-II as described in Sec-

tion 5.2.3. The systematic uncertainties considered in the diboson resonance search in Chapter 9

are based on this method.

The procedure for the derivation of in-situ based systematic uncertainties was slightly changed

for Run-II with respect to Run-I. In Run-I, only the larger deviation of 〈Rmtrack-jet〉 from unity

for the two MC generators was used to assess the systematic uncertainties whereas both devia-

tions are used as nuisance parameters in Run-II. In addition, two further sources of systematic

uncertainties on the track reconstruction were considered in Run-II: a relative 50% uncertainty

on the reconstruction rate of fake tracks and a possible momentum bias of the reconstructed

jets. The systematic uncertainties, described in Section 5.2.4, are used for the combination of

diboson resonance searches based on 3.2 fb−1 of
√
s = 13 TeV pp collision data collected in 2015

(see Section 9.3).

In Run-I, systematic uncertainties on the jet energy scale were derived as well for anti-kt R = 1.0

trimmed jets with Rsub = 0.3 and fcut = 5% using photons as reference objects for jets with

pT < 800 GeV. The resulting uncertainties are significantly smaller than those obtained with the

track-jet double ratio method. In Run-II, these uncertainties are not yet available, however with

the higher centre-of-mass energy, the reach of this method can be extended to higher transverse

momenta. The γ+jet method provides however only a handle on the jet energy scale and not

the jet mass scale. To decrease the uncertainties on the jet mass scale, a fit can be performed

to the W boson resonance peak in tt̄ events in the lepton+jet channel [70, 122, 123].
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5.3 Future Improvements

Two possible improvements to the reconstruction of large-R jets are discussed in this section.

Currently, the trimming algorithm is the standard technique in ATLAS to remove pile-up con-

taminations from large-R jets. However this algorithm removes only low-pT subjets with respect

to the ungroomed jet pT and thus energy deposits from pile-up vertices can still contaminate

the subjets that are kept in the trimming procedure. The jet area pile-up correction can be used

to subtract pile-up contributions from the subjets within the large-R jet before the trimming

algorithm is applied. In addition, the track-assisted jet mass is introduced to overcome the

limitations of the mass reconstruction of highly boosted vector bosons due to the calorimeter

granularity and thus improve the mass resolution at high transverse momentum.

5.3.1 Jet Area Pile-up Correction

Pile-up can have two different effects on the reconstruction of jets. The jet multiplicity increases

due to additional pile-up vertices and further energy is added to the topo-clusters from the

hard-scatter vertex causing an increase of the jet energy. As previously described, the topo-

clustering algorithm suppresses the creation of additional low-energy topo-clusters from pile-up

if the noise threshold is adjusted accordingly [71]. However if a topo-cluster is seeded by energy

deposits from the hard-scatter vertex, soft contributions to this topo-cluster from pile-up vertices

cannot be removed. Therefore, further techniques to suppress the contamination of pile-up are

needed. An obvious choice would be to associate charged-particle tracks originating from the

primary vertex to the topo-clusters. However this method cannot account for additional topo-

clusters from neutral particles from pile-up vertices. Instead, each jet is corrected based on its

susceptibility to pile-up, defined by the jet area A and the event pile-up pT density ρ [104, 124].

The jet-by-jet corrected four-vector is then given by:

pcorrected
µ = pµ − ρ ·Aµ (5.8)

This pile-up suppression technique only corrects the jet four-vector but since no energy is sub-

tracted from the topo-clusters, the jet substructure variables remain unchanged. Several different

techniques to correct jet shape variables or to remove pile-up contributions from topo-clusters

have been proposed and can be found in Ref. [125–128] but will not be discussed here.

The pile-up event pT density ρ can be interpreted as the transverse momentum per unit area

added to the event by pile-up. It is calculated on an event-by-event basis as the median of

the pT/A distribution of jets reconstructed with the kt algorithm using a radius parameter of

R = 0.4:

ρ = median

{
pjet

T,i

Ajet
i

}
. (5.9)

The kt algorithm was chosen due to its sensitivity to soft radiation and the formation of regular

pile-up jets under the assumption of a uniform soft particle background. No minimal pT criterion
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is imposed on the jets used for the ρ calculation, however only topo-clusters with |η| < 2.0 are

considered as inputs to the reconstruction of kt jets. The calculation of ρ in the forward region

is more challenging as the calorimeter cell size becomes coarser. Therefore, the probability of

clusters in the forward region to be seeded by pile-up noise decreases and thus the ρ distribution

which is approximately flat in the central region drops significantly for |η| > 2.5 and the pT/A

distribution is no longer distributed around the expected ρ. The average amount of pT added to

the jet due to the underlying event and pile-up effects is approximately 5 and 20 GeV per unit

area for an average number of one and 26 interactions per bunch crossing respectively [104].

The jet catchment area defines the region in the η-φ space in which additional energy due to

the underlying event or pile-up effects the jet kinematics. Since the inputs to the jet clustering

algorithm are point-like particles and thus cannot span an area, more sophisticated techniques

are needed to determine the jet area [129]. The ATLAS Collaboration uses the active area

method [104]. In addition to the actual topo-clusters, a grid of randomly distributed particles

in the η-φ space of the detector with infinitesimal transverse momentum, so-called ghosts, are

added to the list of inputs to the jet reconstruction algorithm. If the jet reconstruction algorithm

is infrared safe, the four-vector of the resulting jets does not change despite adding the ghost

particles. The active area of a jet is then determined as the ratio of the number of ghosts

clustered inside the jet to the number of ghosts per unit area νg. The jet area depends on the

initial number of ghosts added to the jet reconstruction algorithm. To define a stable version of

the jet area, a dense coverage is needed (i.e. νg → ∞) and the actual area is determined from

the average of many measurements with different sets of ghosts. The four-vector version of the

jet area Aµ is then defined as

Aµ = lim
νg→∞

〈 1

νg〈gt〉
∑
giεJ

gµi〉 , (5.10)

where the sum runs over all ghosts gi clustered within the jet J and νg〈gt〉 is the ghost transverse

momentum density. Assuming that additional energy due to pile-up or the underlying event is

uniformly distributed in the detector, the jet area provides a measure of its susceptibility to pile-

up because the corresponding pile-up topo-clusters will be clustered inside the jet analogously

to the ghosts.

The jet mass distribution of anti-kt R = 1.0 jets in a QCD dijet sample is depicted in Fig. 5.9 for

three different pile-up conditions as they are expected for the high-luminosity LHC: 〈µ〉 = 80, 140

and 200. For jets that are only trimmed with fcut = 5% and Rsub = 0.3, the mass distributions

for the different pile-up scenarios are significantly different. With increasing 〈µ〉, the background

mass distribution does not show the expected behaviour for trimmed jets (Sudakov peak with

falling mass distribution) but exhibits a second peak around the top-quark mass which would

increase the background efficiency for a top tagging algorithm and result in a worse performance.

If the subjets are however corrected beforehand with the jet area subtraction technique, the

background mass distributions for the three pile-up scenarios are almost identical and much
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Figure 5.9: Jet mass distribution for anti-kt R = 1.0 jets in a QCD dijet sample, trimmed with
fcut = 5% and Rsub = 0.3 (left) and with an additional jet area correction of the subjets (right)
for three different pile-up scenarios for the high-luminosity LHC conditions.

narrower compared to the trimmed distributions.

Although the focus of this thesis is large-R jets, the jet area subtraction can also be applied to

small-R jets. So far, only the pile-up correction of the jet pT is part of the standard small-R

(R ≈ 0.4) jet calibration scheme [130]. With the increasing boost, vector bosons and other

particles can be reconstructed as small-R jets at high-pT and hence the stability of the jet

mass to pile-up contamination is becoming more important. No grooming techniques have been

studied yet for small-R jets and the trimming algorithm for example requires the reconstruction

of significantly smaller subjets which will be close to the calorimeter granularity. Figure 5.10

shows the mean jet mass response for anti-kt R = 0.4 jets as a function of the number of

reconstructed vertices in a QCD dijet sample. The mass response is defined as the ratio of the

calorimeter jet mass to the matched truth jet mass where the matching is simply geometrical in

the η-φ space as explained in Section 5.1. Three different types of jets are shown: without any

pile-up correction, after scaling the full four-vector by a factor such that the corrected pT of the

jet corresponds to pSF
T = pT − ρ · AT and for jets with the full four-vector jet area subtraction.

For each jet, independent of the correction applied to it, the denominator is the same because

the generator-level (truth) information does not include any pile-up. The small-R jet response

increases approximately linearly with the number of reconstructed vertices for uncorrected jets.

The slope decreases slightly after the simple scale factor correction is applied to the jet’s four-

vector based on the simple jet pT correction. After the full jet area correction is applied to

the jet four-vector, the mean jet mass response does not show any dependence on the pile-up

conditions. Furthermore, the correction reduces the tails in the Gaussian-distributed jet mass

response caused by increased reconstructed jet mass due to pile-up contamination.

The jet area subtraction can result in unphysical negative jet masses. This effect occurs in

events with a large pile-up density ρ and mostly low-pT jets with relatively large jet areas but
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Figure 5.10: Comparison of the jet mass response as a function of the number of reconstructed
vertices for anti-kt R = 0.4 jets without any pile-up correction, after correcting the pT of the
jet, and after the full 4-vector jet area correction.

small masses. It is not particularly obvious how to treat these jets with negative jet masses.

One possibility would be to set the mass explicitly to zero. These jets would be discarded then

in analyses that use the jet mass as variable to distinguish between boosted vector bosons and

QCD-jets. A second possibility would be to not correct the full four-vector in case this would

result in a negative jet mass but to only apply the pT scale factor correction. It is not obvious

though if this technique would still be able to remove any pile-up contamination from the jet.

Further studies are needed to understand why the jets mass is overcorrected in some cases to

be included as standard procedure in that ATLAS calibration chain for small-R jets.

5.3.2 Track-assisted Jet Mass

The track-assisted jet mass takes advantage of the good angular resolution of charged-particle

tracks to improve the mass resolution. To define the track-assisted jet mass, tracks need to

be associated to the calorimeter jet via ghost association. The procedure is similar to the

determination of the active area in Section 5.3.1. Instead of a dense grid of particles, the

reconstructed tracks are added with infinitesimal small pT to the inputs of the jet reconstruction

algorithm. A track is then associated to a jet in case it is clustered into the jet. The jet mass

calculated solely from the ghost-associated tracks, mtrk cannot provide an accurate definition of

the jet mass because it only incorporates the charged-particle fraction and neglects the neutral

components. As it has been previously seen however, the jet mass scales with the transverse

momentum. Therefore, the track-jet mass mtrk is scaled by the ratio between the calorimeter jet

pT and the track-jet pT (ptrk
T ) to account for the missing neutral component. The track-assisted
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Figure 5.11: Comparison of the jet mass response calculated with the calorimeter and the track-
assisted mass for anti-kt R = 1.0 trimmed jets in a W ′ →WZ sample with 400 < pT < 600 GeV
(left) and 1500 < pT < 1750 GeV (right).

mass mTA is then defined as

mTA =
preco

T

ptrk
T

×mtrk . (5.11)

The jet mass response is compared in Fig. 5.11 for anti-kt R = 1.0 trimmed jets using the

calorimeter and track-assisted mass definition in the numerator and the same matched truth

jet mass in the denominator. For low-pT jets, the resolution of calorimeter jet mass is better

than that of the track-assisted jet mass. At high pT however, the improved angular resolution

of the Inner Detector improves the jet mass resolution significantly compared to the calorimeter

jet mass. Furthermore, the track-assisted jet mass is already well calibrated and its response is

much closer to unity than for the calorimeter jet mass.

A comparison of the jet mass resolution as a function of the jet pT is shown in Fig. 5.12 for the

calorimeter jet mass and the track-assisted mass definition. The mass resolution is defined here

as the ratio of the interquartile range to the median of the mass response as it is more stable

with respect to the RMS for non-Gaussian distributions. In addition another curve is depicted

that combines the calorimeter and the track-assisted jet mass to take advantage of the good

calorimeter resolution at low pT and the good angular resolution of the Inner Detector at high

pT. The two mass definitions are combined linearly weighted with their corresponding inverse

mass resolution squared:

mcomb =
σ−2

calo

σ−2
calo + σ−2

TA

×mcalo +
σ−2

TA

σ−2
calo + σ−2

TA

×mTA . (5.12)

The combination of the two mass definitions results in a better mass resolution over the full pT

range than for the calorimeter or track-assisted jet mass. The idea of using information from the

calorimeter as well as the Inner Detector and to combine them has already been used previously
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Figure 5.12: Jet mass resolution as a function of the jet pT for three different definitions of the
jet mass: the reconstructed jet mass, track-assisted jet mass and a linear combination of the
two masses each weighted by the square of the inverse mass resolution. The mass resolution is
defined as the interquartile range to the median of the mass response.

in the particle flow algorithm that is the standard reconstruction technique for jets in the CMS

Collaboration [92, 93] and is currently under study in the ATLAS Collaboration. The particle

flow algorithm could also improve the resolution of substructure variables at high pT.
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Chapter 6

Identification of Boosted Vector Bosons

The successful identification of boosted hadronically decaying vector bosons is of utmost impor-

tance to enhance the sensitivity of analyses such as the diboson resonance searches, presented

in Chapter 8 and 9, which are dominated by the production of multi-jet events. An algo-

rithm to effectively identify boosted W/Z bosons has three main ingredients in the ATLAS

Collaboration: a grooming algorithm to remove pile-up contaminations from the large-R jet, a

requirement on the jet mass and the imposition of criteria on substructure variables that allows

for the discrimination of a QCD-jet from a W/Z-jet. Over the past years a large number of

grooming algorithms and substructure variables have been presented. To determine the most

useful techniques, a MC-based optimisation has been carried out by the ATLAS Collaboration

at
√
s = 8 TeV to provide a detailed comparison of the majority of these techniques [86]. For one

benchmark grooming algorithm, a selection of tagging techniques was validated in data using

20.3 fb−1 of pp collisions collected at a centre-of-mass energy of 8 TeV. The results of this large

body of work are summarised in Section 6.1.

The boosted vector boson identification algorithm was then optimised for Run-II with
√
s =

13 TeV based on the results obtained in Section 6.1. As detailed in Section 6.2, the vector boson

tagging algorithm defines two signal efficiency working points (50% and 25%) based on anti-kt

R = 1.0 trimmed jets with fcut = 5% and Rsub = 0.2 using the substructure variable Dβ=1
2 .

This algorithm is the default algorithm for analyses in 2015 with boosted vector bosons in the

final state such as the all-hadronic diboson resonance search in Chapter 9.

Finally, future improvements for the identification of boosted hadronically decaying vector

bosons are discussed in Section 6.3.

6.1 Performance of Boosted Boson Identification at
√
s = 8 TeV

A detailed comparison of the majority of boosted vector boson identification techniques has

been carried out in a two-stage MC-based optimisation procedure [86]. In the first step, the

optimal grooming configurations are determined based on the groomed jet mass distribution

and its pile-up dependence. In the second stage, the different substructure variables are inves-

tigated within a mass window containing 68% of the signal around the W boson mass and two

different signal efficiency working points (50% and 25%) are defined. Only the optimisation of

75



Chapter 6 Identification of Boosted Vector Bosons

W boson identification has been studied, however the techniques can be as well applied to iden-

tify Z bosons. One grooming algorithm is then selected in combination with three substructure

variables that provide a large background rejection (inverse of the background efficiency) for the

50% signal efficiency working point. The signal and background efficiencies determined in MC

for the chosen W -tagger (the combination of a grooming algorithm along with selection criteria

on the mass and one further substructure variable) are then validated in data using 20.3 fb−1

of pp collisions collected at
√
s = 8 TeV.

6.1.1 MC-based Optimisation

The aim of this section is to find a W -tagger that provides a high background rejection while

retaining a high signal efficiency based on MC simulations. The process W ′ → WZ → qq`` is

used to provide a clean set of hadronically decaying W bosons whose substructure properties

are compared to background jets produced in QCD dijet events. The signal samples were

generated with Pythia8 with the AU2 tune and MSTW20080LO [131] PDF set. To cover a

broad kinematic range of boosted W bosons, the signal samples were produced with W ′ masses

ranging from 400 GeV to 2000 GeV. The leading pT ungroomed truth jet (using stable particles

as input to the jet algorithm) reconstructed with the C/A algorithm and a radius parameter of

R = 1.2 is used as a proxy for the W boson. Its pT distribution is reweighted to the corresponding

pT distribution in the QCD dijet background sample. The background samples were simulated

with Pythia8 using the AU2 tune and the CT10 PDFs. As various grooming algorithms affect

the large-R jet in different ways and can thus result in different transverse momenta, a change

of the substructure properties is expected as well due to their correlation with pT. Therefore

the events are categorised in pT ranges of the leading ungroomed truth jet pTruth
T to allow for a

fair comparison of the various grooming techniques. Only the leading jet in each event is used

for these studies as otherwise the signal would be comprised of background jets as well. Three

different pTruth
T ranges are considered: [200, 350), [350, 500) and [500, 1000) GeV and jets are

restricted to |ηTruth| < 1.2 to be fully contained in the acceptance of the inner tracking detector,

needed for the derivation of systematic uncertainties. The jet energy and mass are not calibrated

in the MC-based optimisation studies.

Jet Grooming Comparison

In the first stage, more than 500 different grooming configurations were studied. The definition

of a grooming configuration comprises the jet reconstruction algorithm, the radius parameter

R, the grooming technique and the chosen parameters of the grooming algorithm. To rank the

various grooming configurations, the mass distribution of the leading groomed jet is examined

for signal and background jets. A good grooming algorithm is required to have a low background

efficiency εG
QCD within a mass window defined around the W boson mass. This mass window

is defined as the smallest interval that contains 68% of the signal events, εG
W = 68%. The

superscript G is used here to indicate that only grooming techniques are applied to the jet. The
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Figure 6.1: Summary of the signal mass window size and background efficiency for different jet
algorithms and trimming configurations for jets in the range 350 < pT < 500 GeV [86]. The
points in the upper panel show the most probable value of the W -jet mass distribution and the
shaded bands indicate the size of the smallest mass window containing 68% of the signal. The
lower panel displays the background efficiency within the 68% mass window. The uncertainty on
the background efficiency is obtained for each jet collection by varying the jet mass and energy
by their respective uncertainty. Two different jet reconstruction algorithms are shown, the C/A
algorithm (filled circles) and the anti-kt algorithm (empty circles). The size of the points indicate
the subjet radius used in the trimming procedure and the colours represent different fcut criteria.
The stars illustrate trimming configurations with a high background rejection and good stability
versus pile-up.

denominator in both the signal and background efficiency definitions is the number of events

that have an ungroomed C/A R = 1.2 truth jet with pTruth
T > 200 GeV and |ηTruth| < 1.2.

Besides the low background efficiency for a fixed signal efficiency, the mass distribution should

not be susceptible to pile-up contamination and should also fulfil certain quality requirements.

First, the signal jet mass distribution should peak around the W boson mass as much lower

values would indicate that the W boson decay is not fully contained within the large-R jets.

Second, the W -jet mass distribution is required to be relatively Gaussian without pronounced

tails to lower jet masses and thus resulting in a symmetric mass window. Furthermore grooming

algorithms for which the QCD-jet mass distribution exhibit a local maxima within the W boson

mass window should be avoided.

The average of the signal jet mass distribution and the size of the 68% mass window as well as

εG
QCD are shown for various trimming, split-filtering and pruning configurations in Fig. 6.1, 6.2

and Fig. 6.3, respectively for jets with 350 < pTruth
T < 500 GeV and |ηTruth| < 1.2. Although
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Figure 6.2: Summary of the signal mass window size and background efficiency for C/A R = 1.2
jets with different split-filtering configurations in the range 350 < pT < 500 GeV [86]. The points
in the upper panel show the most probable value of the W -jet mass distribution and the shaded
bands indicate the size of the smallest mass window containing 68% of the signal. The lower
panel displays the background efficiency within the 68% mass window. The uncertainty on the
background efficiency is obtained for each jet collection by varying the jet mass and energy by
their respective uncertainty. Two different mass drop parameters µmax are are shown, µmax = 1
(filled squares) and µmax = 2/3 (empty squares). The colours represent different ymin criteria
(denoted as ycut in Section 4.4.2), ranging from 6% (left) to 20% (right). The stars indicate
split-filtering configurations with a high background rejection and good stability versus pile-up.

several different jet radius parameters have been studied, ranging from 0.6 to 1.2, only one

specific jet radius parameter per grooming technique is shown here. The stars in the different

figures indicate the four jet grooming configurations with a low background efficiency as well as a

low pile-up dependence of the average jet mass that increases by significantly less than one GeV

per reconstructed vertex (only for the pruned configuration for jets with 200 < pTruth
T < 350 GeV,

the pile-up dependence of the jet mass is of the order of 1 GeV per reconstructed vertex).

For trimmed jets, the anti-kt and C/A algorithms have relatively similar background efficiencies

and signal mass window sizes. The background efficiency can be significantly reduced using

larger fcut values. For anti-kt R = 1.0 trimmed jets with Rsub = 0.2, the background efficiency

reduces from approximately 30% for fcut = 1% to 10% using fcut = 5%. For fixed fcut values, a

larger subjet radius size Rsub results in a larger background efficiency.

The peak of the W -jet mass distribution as well as the background efficiency does not depend

on the mass-drop criteria µmax for split-filtered jets. The background efficiency decreases for

increasing ycut values, denoted as ymin in Fig. 6.2 but for ycut ≥ 0.09 the background rejection
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Figure 6.3: Summary of the signal mass window size and background efficiency for different jet
algorithms and pruning configurations for jets in the range 350 < pT < 500 GeV [86]. The points
in the upper panel show the most probable value of the W -jet mass distribution and the shaded
bands indicate the size of the smallest mass window containing 68% of the signal. The lower
panel displays the background efficiency within the 68% mass window. The uncertainty on the
background efficiency is obtained for each jet collection by varying the jet mass and energy by
their respective uncertainty. Two different jet reconstruction algorithms are shown, the C/A
algorithm (filled crosses) and the kt algorithm (empty crosses). The size of the points indicate
the subjet radius used in the pruning procedure and the colours represent different zcut criteria.
The stars illustrate pruning configurations with a high background rejection and good stability
versus pile-up.

is stable and does not improve significantly.

For pruned jets, the initial jets have been reconstructed with the C/A algorithm, however both

the kt and C/A algorithms have been studied for the reclustering of the input jet. Using the

C/A algorithm for reclustering results in a significantly smaller background efficiency than for

the kt algorithm for the same Rcut and Zcut values. Furthermore a Rcut value of 50% results in

signal jet masses that are the closest to the W boson mass compared to other Rcut values. For

the C/A algorithm, Zcut = 20% yields a larger background efficiency than smaller values.

The same conclusions on the parameters of the grooming algorithms hold as well for the other

pTruth
T ranges that have been studied. Overall, the size of the 68% signal mass window as well

as the background efficiency decrease with increasing pTruth
T . This effect is more pronounced

for pruned jets reconstructed with the C/A algorithm than with the kt algorithm. The mean

of the signal jet mass distribution gets closer to the true W boson mass at high-pTruth
T which

would result overall in smaller calibration factors. Furthermore, the dependence of the average
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Figure 6.4: Background rejection corresponding to a signal efficiency of εG&T
W = 50% for different

combinations of substructure variables and grooming algorithms for jets with 350 < pTruth
T <

500 GeV after applying the mass window corresponding to a signal efficiency of εG
W = 68% [86].

jet mass on the number of reconstructed vertices decreases for higher pTruth
T ranges.

Jet Substructure Comparison

Out of the initial 500 different grooming configurations, only 27 configurations are selected based

on the previously discussed criteria to proceed to the second stage of the optimisation in which

the mass window criteria is combined with another substructure variable. Overall, 26 different

substructure variables have been studied in combination with the 27 grooming configurations

to find the pairwise combinations that result in the smallest background efficiency εG&T
QCD for a

defined working point. he superscript G&T is used to indicate that both grooming techniques

and tagging selections are applied to the jet. Single-sided selection criteria on the substructure

variable are imposed, selecting 73.5% of the signal events, to define an overall medium working

point of εG&T
W = 68% · 73.5% = 50%. The inverse of the background efficiencies εG&T

QCD for the

different pairwise combinations of a grooming configuration and a substructure variable for the

medium working point are shown in Fig. 6.4 for jets with 350 < pTruth
T < 500 GeV. In addition
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the background rejection values corresponding to εG
W = 68% are included for each of the groom-

ing configurations to show the improvement in background rejection that can be achieved by

using a substructure variable that explores the inner structure of the jet. The mass window size

can also be reduced to result in a signal efficiency of 50% but the background rejections achieved

with the narrower mass window size are significantly smaller than the ones which also use tag-

ging techniques. The substructure variables that have not been previously defined in Chaper 4.5

but are shown in Fig. 6.4 can be found in Appendix A. For most of the grooming configurations,

the substructure variables Cβ=1
2 , Dβ=1

2 and τwta
21 have the highest background rejection. The

variable resulting in the highest background rejection for each grooming configuration, Cβ=1
2 , is

indicated by the star in Fig. 6.4.

Based on the pile-up dependence of the grooming configurations and the background rejection

for the 50% signal efficiency working point, four different grooming configurations in combination

with three different substructure variables, Cβ=1
2 , Dβ=1

2 and τwta
21 , were found to be particularly

good in identifying boosted hadronically decaying W bosons. The selected grooming configura-

tions are as follows:

• anti-kt R = 1.0 trimmed jets with fcut = 5%, Rsub = 0.2,

• anti-kt R = 1.0 trimmed jets with fcut = 5%, Rsub = 0.3,

• C/A R = 1.0 pruned jets with Zcut = 0.15, Rcut = 0.5,

• C/A R = 1.2 split-filtered jet with ycut = 0.15, Rsub = 0.3.

Although only results for jets with 350 < pTruth
T < 500 GeV were shown here, the same conclusion

holds for the two other pTruth
T ranges considered in the studies performed in Reference [86].

6.1.2 Performance in Data

A benchmark grooming configuration of anti-kt R = 1.0 trimmed jets with fcut = 5% and

Rsub = 0.2 is studied in combination with the three substructure variables (Cβ=1
2 , Dβ=1

2 and

τwta
21 ). This benchmark is used to measure the performance in data and to compare it to the

predictions from MC simulations. Hadronically decaying W bosons are reconstructed from an

enriched sample of top anti-top quark pair (tt̄) events in the lepton-plus-jets channel whereas

the background is measured in a multi-jet enriched data sample. Details about the exact object

definition and event selections can be found in Reference [86].

The energy and mass of the jets are calibrated using MC simulations as described in Chapter 5.1.

To allow for a rigorous data and MC simulation comparison, systematic uncertainties are derived

for the energy, mass, and the three substructure variables using track-jets as reference objects

as detailed in Section 5.2.

The comparison of the Cβ=1
2 , Dβ=1

2 and τwta
21 variables for jets with pT > 200 GeV in data

and MC simulations for the tt̄ enriched data samples is depicted in Fig. 6.5 after applying the

mass window selection criteria corresponding to εG
W = 68% in MC simulations. The dominant
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Figure 6.5: Comparison of Cβ=1
2 (left), Dβ=1

2 (middle) and τwta
21 (right) in data and MC simula-

tion for anti-kt R = 1.0 trimmed jets in a lepton-plus-jets enriched tt̄ sample for the combined
electron and muon channel [86]. A mass window corresponding to a signal efficiency of εG

W = 68%
is applied.

background comes from tt̄ events, where the W boson is not fully contained within the radius

size of R = 1.0 (labelled as non-W background). Good agreement between the data and MC

simulation is observed for all three variables except for the tails of the Cβ=1
2 distribution.

The same substructure variables for the background enriched data set are shown in Fig. 6.6

using Pythia8 and Herwig++ for the MC comparison. Whereas the Dβ=1
2 and τwta

21 are well

modelled by Pythia8, larger discrepancies can be observed for the Herwig++ generator. For

the Cβ=1
2 variable, both MC generators show large discrepancies with respect to the data. In

particular, the Cβ=1
2 distribution in Pythia8 seems to be shifted, causing the slope in the data

over MC ratio. However, the discrepancies are mostly covered within the large systematic un-

certainties.

The signal and background efficiency are measured in data for the medium working point and

also for a further tight working point corresponding to εG&T
W = 25%. These working points are

based on MC simulations using a mass window around the W boson mass and a single-sided

substructure criteria as previously described. The signal efficiencies in data are extracted using

template fits to the jet mass distribution for jets that passed and failed the substructure criteria

for the working point under study. Two templates are constructed from MC simulations for the

signal and the background processes whose normalisations are allowed to float in the fit. The

signal efficiency is only measured up to pT = 500 GeV due to the lack of produced top quark

pairs in data at high-pT.

The measured signal and background efficiencies in data are shown in Fig. 6.7 as a function of the

jet pT for the 50% working point with the Dβ=1
2 variable. The Dβ=1

2 variable was chosen here as

the tagging variable as it provides the highest background rejection for jets with pT > 350 GeV.

The data measurements are compared to the MC predictions for multi-jet and top quark pair

events, where each process is simulated with two different MC generators. Multi-jet events are
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Figure 6.6: Comparison of Cβ=1
2 (left), Dβ=1

2 (middle) and τwta
21 (right) in data and MC sim-

ulation for anti-kt R = 1.0 trimmed jets in a multi-jet enriched sample. The mass window
corresponding to a signal efficiency of εG

W = 68% is applied.
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correlation variable Dβ=1

2 [86].
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simulated using Pythia8 and Herwig++ whereas Powheg [132] interfaced with Pythia and

MC@NLO [133] interfaced with Herwig are used to generate top quark pair events. The mea-

sured and predicted signal efficiency for W -jets in tt̄ events differs from the 50% defined signal

efficiency working point for jets with 200 < pT < 250 and 350 < pT < 500 GeV. The W -jets

used in the optimisation stage to define the working points are the decay products of a new

heavy resonance W ′ and are exclusively longitudinal polarised. W bosons from the decay of

a top quark can however have a longitudinal as well as transverse polarisation. The W boson

polarisation is correlated to the substructure of the jet and thus a W -tagger should be optimised

for individual searches depending on the initial particle that decayed into the W boson.

The background efficiencies in data and MC simulation are decreasing with increasing jet pT.

For εG&T
W = 50%, only approximately 1.5% of background jets with pT > 350 GeV pass the selec-

tion criteria for jets. It must be emphasised that the background rejections obtained in Fig. 6.4

consider only the leading jet whereas the measurement in data in Fig. 6.7 is performed using the

leading and subleading jet due to trigger restrictions. Therefore differences in the background

rejection are expected because the subleading jet tends to have a larger jet mass and thus is

more likely to be selected in the mass window around the W bosons mass. The difference in the

jet mass distribution of leading and subleading jets is caused by their different quark and gluon

composition. Gluon-initiated jets tend to have a larger mass than quark-initiated jets and tend

to be subleading jets instead of leading jets.

The signal efficiency versus background rejection curves from tt̄ and multi-jet events as pre-

dicted by MC simulation for Cβ=1
2 , Dβ=1

2 , τwta
21 are summarised in Fig. 6.8. Furthermore, the

data measurements for the medium and tight working point are included. The Dβ=1
2 variable

outperfoms Cβ=1
2 and τwta

21 and gives the largest background rejection for a fixed signal efficiency.

The background rejection for τwta
21 and Cβ=1

2 is relatively comparable. For the highest signal effi-

ciencies, the τwta
21 variable performs slightly better than Dβ=1

2 for jets with 350 < pT < 500 GeV.

Discrepancies between the MC prediction and the data measurement can be observed for all

three variables in all pT ranges.

6.1.3 Summary

Various combinations of jet grooming algorithms and substructure variables have been studied

for the tagging of boosted W bosons. A selection of grooming algorithms were identified that

result in a minimal pile-up dependence of the average groomed jet mass and provide a large

background rejection in a mass window corresponding to a signal efficiency of εG
W = 68%.

The pairwise combination of the groomed jet mass and several substructure variables was then

studied for each selected grooming algorithm to define εG&T
W = 50% signal efficiency working

points. The energy correlation variables Cβ=1
2 , Dβ=1

2 and the N -subjettiness τwta
21 were found

to be particularly good variables to identify boosted W bosons and to suppress the multi-

jet background. The performance of the best few configurations of the trimming, pruning

and split-filtering algorithm are very similar for the defined working points and one algorithm,
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Figure 6.8: W boson tagging efficiency versus background rejection for jets with (a) 200 < pT <

250 GeV (b) 250 < pT < 350 GeV and (c) 350 < pT < 500 GeV for Cβ=1
2 , Dβ=1

2 and τwta
21

after applying the 68% signal efficiency mass window [86]. The curves are obtained using MC
simulation and compared to the 50% and 25% signal efficiency working point measurements in
data using a lepton-plus-jet enriched tt̄ sample and multi-jet events.
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anti-kt R = 1.0 trimmed jets with fcut = 5% and Rsub = 0.2, was chosen as benchmark for

further measurements in 8 TeV collision data. Discrepancies between the measured signal and

background efficiency in data and MC simulation can be observed for all three substructure

variables.

6.2 Performance of Boosted Boson Identification at
√
s = 13 TeV

Based on the extensive comparison of grooming and substructure techniques at
√
s = 8 TeV,

presented in Section 6.1, the performance of the best few configurations and substructure vari-

ables to identify boosted vector bosons was re-evaluated in MC simulation at
√
s = 13 TeV. The

best-performing algorithm, in terms of pile-up removal and background rejection was then deter-

mind, for jets over a broad pT range (200 < pT < 2000 GeV). Two working points corresponding

to a signal efficiency of 50% (medium) and 25% (tight) were defined for the most promising

algorithm. As opposed to the 8 TeV studies, both the identification of W and Z bosons are

optimised in this section. Therefore, signal samples, simulating the process W ′ →WZ → qqqq,

are generated with Pythia8 using the NNPDF2.3LO PDF set and the AU2 underlying event

and parton shower tune. To allow for the extension of the jet pT range, signal samples are pro-

duced with W ′ masses ranging from 400 to 5000 GeV. The QCD dijet background is generated

with exactly the same setup as the signal samples.

Optimisation

The optimisation of the boosted vector boson identification at
√
s = 13 TeV closely follows the

strategy in Section 6.1.1. Events are categorised based on the leading ungroomed C/A R = 1.2

truth jet with |ηTruth| < 2.0 in five different pTruth
T ranges: [200, 350), [350, 500), [500, 1000),

[1000, 1500) and [1500, 2000) GeV. In the studies presented here, four grooming configurations

and three substructure variables (Cβ=1
2 , Dβ=1

2 , τwta
21 ), that were deemed promising based on the

8 TeV studies, are selected:

• anti-kt R = 1.0 trimmed jets with fcut = 5%, Rsub = 0.2,

• C/A R = 1.0 pruned jets with Zcut = 0.15, Rcut = 0.5,

• C/A R = 1.2 split-filtered jets with ycut = 0.15, Rsub = 0.3,

• C/A R = 1.2 split-filtered jets with ycut = 0.04, Rsub = 0.3,

where the last jet collection corresponds to the one widely used in diboson resonance searches

at
√
s = 8 TeV. For each grooming configuration, requirements on the groomed jet mass are

imposed, yielding a signal efficiency of εG
W,Z = 68%. The pairwise combination of the mass win-

dows with each of the three considered substructure variables is then studied to define a medium

(εG&T
W,Z = 50%) and tight (εG&T

W,Z = 25%) signal efficiency working point. The selection criteria

to obtain these signal efficiency working points are then applied to the QCD dijet background
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to determine the background efficiencies εG&T
QCD and to compare them. The combination of the

grooming algorithm and the substructure variable yielding the smallest background rejection

over a broad range of pT is then further optimised.

The leading jet mass distributions for the four grooming configurations are depicted in Fig. 6.9

for the ranges 200 < pTruth
T < 350 GeV and 1500 < pTruth

T < 2000 GeV. No jet energy or

mass calibrations are applied at this stage. Even though the distributions are truncated at

200 GeV, the background mass distributions exhibit high mass tails beyond 1 TeV for jets with

1500 < pTruth
T < 2000 GeV. By studying the average jet mass dependence on the number of

reconstructed vertices, it can be shown that these high-mass tails are not caused by the con-

tamination of energy deposits from pile-up vertices but are instead from initial-state radiation

captured in the large-R jet. On the other hand, the jet mass distribution for the pruned and

split-filtered collection with ycut = 0.04 still exhibits a strong pile-up dependence in the lowest

pTruth
T range considered. For both the trimmed and pruned jet collection, the shape of the back-

ground mass distribution strongly depends on the jet pT. For the split-filtered jet collections,

the background mass distributions are more stable with pT, but the grooming configuration

with ycut = 0.04 has a maximum close to the signal mass distribution which can be removed by

increasing the ycut criteria.

The smallest mass window that contains 68% of the signal events is then calculated for W and

Z bosons for the different grooming configurations. Signal efficiency versus background rejec-

tion curves are determined for the pairwise combinations of the groomed mass window with the

three considered substructure variables for each of the grooming algorithms. To compare their

performance, two figures of merit are defined: a 50% and 25% signal efficiency working point.

The background rejection factors for the medium signal efficiency working point are shown in

Fig. 6.10 and Fig. 6.11 separately for W and Z boson tagging with 200 < pTruth
T < 350 GeV and

1500 < pTruth
T < 2000 GeV, respectively. Furthermore, the background rejection factors are

indicated for a narrower mass window size corresponding to εG
W,Z = 50%. The rejection factors

are however significantly smaller than for the combination of selection criteria on the jet mass

and an additional substructure variable. In the case of the narrower mass window, the better

separation of the Z-jet mass distribution from the background compared to W -jets, results in

larger background rejection factors for Z-jets than W -jets. The same behaviour can be observed

for the pairwise combination of the jet mass and a substructure variable for high-pTruth
T jets in

Fig. 6.11. Conversely, for low-pTruth
T jets in Fig. 6.10, the pairwise combinations result in higher

background rejection power for W -jets than for Z-jets. As it can be seen in Fig. 6.9, the mass

distribution of Z-jets is broader than that of W -jets at low pTruth
T . Therefore, the mass window

containing 68% of the Z boson signal has to be wider than that for W bosons and thus resulting

in a smaller background rejection power compared to W -jets. At high pTruth
T , the width of the

W -jet and Z-jet mass distributions are about the same. The substructure selection criteria are

expected to have approximately the same effect on W -jets and Z-jets.

Comparing the background rejection power corresponding to the medium and tight signal effi-

ciency working point for all considered pTruth
T ranges, both the trimmed jet collection in combi-
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Figure 6.9: Leading uncalibrated jet mass distribution for W and Z signal samples and QCD
dijet background in two different pT ranges: 200 < pTruth

T < 350 GeV and 1500 < pTruth
T <

2000 GeV [108]. The distributions are shown for (a) anti-kt R = 1.0 trimmed jets with fcut = 5%
and Rsub = 0.2, (b) C/A R = 1.0 pruned jets with Zcut = 0.15, Rcut = 0.5, (c) C/A R = 1.2
split-filtered jet with ycut = 0.15, Rsub = 0.3 and (d) C/A R = 1.2 split-filtered jet with
ycut = 0.04, Rsub = 0.3.
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Figure 6.10: Background rejection corresponding to a W (top) and Z (bottom) boson signal
efficiency of εG&T

W,Z = 50% for different combinations of substructure variables and grooming

algorithms for jets with 200 < pTruth
T < 350 GeV. The uncertainties are stastical errors only.
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Figure 6.11: Background rejection corresponding to a W (top) and Z (bottom) boson signal
efficiency of εG&T

W,Z = 50% for different combinations of substructure variables and grooming

algorithms for jets with 1500 < pTruth
T < 2000 GeV. The uncertainties are stastical errors only.
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Figure 6.12: Average W -jet signal mass of anti-kt R = 1.0 trimmed jets with fcut = 5% and
Rsub = 0.2 as a function of the jet pT before (left) and after (right) the mass calibration [108].

nation with Dβ=1
2 and the pruned jet collection in combination with Cβ=1

2 seem to perform well

in terms of W - and Z boson tagging. Taking into account that the pruned jet mass exhibit

a non-negligible pile-up dependence at low-pT, anti-kt R = 1.0 trimmed jets with fcut = 5%,

Rsub = 0.2 were chosen as baseline grooming algorithm for boosted vector boson identification

in early Run-II.

Working Point Derivation

The baseline vector boson identification algorithm is then further optimised to be used in physics

analyses. Dedicated jet energy and mass calibrations are derived, using the procedure described

in Section 5.1. To demonstrate the effect of the calibration on the jet mass, the W -jet mass

distribution is fitted with a Gaussian distribution and the mean value is plotted as a function

of the jet pT in Fig. 6.12 before and after the mass calibration was applied. The striking pT-

dependence of the jet mass is removed by the jet mass calibration. Furthermore, the width of

the mass distribution is indicated by the 1σ and 2σ ranges. The optimisation procedure that was

previously used to identify the best-performing algorithm requires the definition of signal mass

windows that contain 68% of the signal. As the width of the mass distribution increases with pT,

also the width of the mass window would increase. For analyses that rely on a smoothly falling

distribution of the invariant dijet mass spectrum, the changing mass window sizes in the different

pT ranges could distort the spectrum and result in difficulties to parameterise the background.

Therefore, instead of defining the mass window size based on a fixed signal efficiency, a ±15 GeV

mass window around the mean of the W/Z-jet mass distribution is chosen across the pT range,

resulting in εG
W,Z = 55 − 80%. The 15 GeV mass window size provides a compromise between

the good mass resolution at low pT and its degradation at high pT.

The medium and tight working point are then derived by imposing selection criteria on the

Dβ=1
2 variable after requiring jets to fall within the 15 GeV mass window. The Dβ=1

2 selection
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Figure 6.13: Requirement on the Dβ=1
2 variable as a function of the calibrated jet pT for the

medium working point corresponding to a W (left) and Z (right) signal efficiency of 50% [108].

requirements are one-sided, with the lower boundary of zero and the upper boundary as shown

in Fig. 6.13 for the medium working point as a function of the jet pT for W -jets and Z-jets. The

maximum Dβ=1
2 selection criteria increases approximately linear with the jet pT. A change in

the slope can be observed for jets with pT > 1750 GeV where the jet mass resolution degrades

significantly. Only a slightly larger fraction of signal events, compared to the medium working

point, are thus selected and result in the loose criteria on Dβ=1
2 . To avoid bin-edge effects that

may result from the use of discrete selection criteria, the pT dependence of the maximum Dβ=1
2

selection criteria is fitted with a fourth-order (second-order) polynomial for the medium (tight)

signal efficiency working point.

The resulting signal efficiencies and background rejection factors for W -tagged jets are shown

in Fig. 6.14. The efficiencies for Z-tagged jets are not shown here as they are almost identical

to those of W -tagged jets. The uncertainty bands include uncertainties on the jet pT, mass and

Dβ=1
2 scale, derived in Section 5.2.3 as well the corresponding resolution uncertainties. The scale

uncertainties are treated as fully correlated whereas the resolution uncertainties are treated as

uncorrelated. The large uncertainties on the background rejection for the tight working point are

dominated by the Dβ=1
2 scale uncertainties. The derived upper boundaries on the Dβ=1

2 variable,

corresponding to the tight working point, are close to the maximum of the Dβ=1
2 distribution in

the background sample. Therefore, even small variations of the Dβ=1
2 value have a large impact

on the background efficiency.

6.2.1 Summary

In this section, an algorithm was developed for Run-II to identify boosted hadronically decaying

vector bosons based on the optimisation studies performed in Run-I.

To mitigate the influence of pile-up effects on anti-kt jets with a radius parameter of R = 1.0,

jets are trimmed with Rsub = 0.2 and fcut = 5%. Furthermore, selection criteria are imposed
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Figure 6.14: Signal efficiency for W -jets (left) and background rejection in QCD dijet samples
(right) for two different working points with εG&T

sig = 50% and 25% [108].

on the jet mass and the Dβ=1
2 variable to discriminate jets containing the decay products of a

W or Z boson from a quark or gluon-initiated jet. The selection criteria are pT dependent to

define two working points of constant signal efficiency, corresponding to 50% and 25%, for jets

with a pT between 200 and 2000 GeV. For the jet mass, a 15 GeV wide window around the mean

of the W/Z-jet mass distribution was chosen whereas the pT dependence of the Dβ=1
2 criteria

was parameterised with a functional form. The fixed mass window and the parameterisation of

the Dβ=1
2 criteria was motivated by the fully hadronic diboson resonance search, see Section 7,

that relies on the smoothly falling distribution of the invariant dijet mass spectrum. Varying

selection criteria in different pT ranges could distort the spectrum and would complicate the

data-driven background parameterisation.

For jets with pT < 1500 GeV, a background rejection of about 60 can be achieved for the 50%

signal efficiency working point. The background rejection decreases to 25 for jets with a very high

transverse momentum, pT > 1500 GeV, due to the diminished resolution of the Dβ=1
2 variable.

Possible improvements to achieve an approximately constant background rejection over the full

pT range are discussed in the following section.

6.3 Future Improvements to Boosted Vector Boson Tagging

In this section, the drawbacks of the algorithm developed in Section 6.2 to identify boosted

vector bosons at
√
s = 13 TeV as well as possible future improvements, are discussed.

In the next years of data-taking at the LHC, vector bosons will be frequently produced with

pT > 1500 GeV. Thus a detailed understanding of the substructure techniques at high transverse

momenta will be of utmost importance and techniques are needed that overcome the limitations

due to the granularity of the hadronic calorimeter. It was shown already in Section 5.3.2 that
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Figure 6.15: Jet D2 distribution for calorimeter and truth-level W -jets and jets in the QCD
dijet background sample with 200 < pT < 300 GeV (left), 500 < pT < 600 GeV (middle) and
1500 < pT < 1750 GeV (right).

the mass resolution diminishes significantly at high pT and the same conclusions can be drawn as

well for substructure variables as illustrated for Dβ=1
2 in Fig. 6.15. The differences between the

Dβ=1
2 distribution of calorimeter jets and their matched truth-particle level jets increase with

pT, especially for W -jets. At high pT, the discrimination of the Dβ=1
2 variable between signal

and background jets is significantly reduced compared to the truth-level Dβ=1
2 distribution due

to the shift of the W -jet distribution and its broadening. This diminished resolution of the

Dβ=1
2 variable is responsible for the decrease in background rejection at high pT in Fig. 6.14.

The comparison of the inputs for the Dβ=1
2 calculation, the energy correlation functions de-

fined in Eq. 4.9b-4.9d, are shown in Fig. 6.16 for low-pT (500 < pT < 600 GeV) and high-pT

(1500 < pT < 1750 GeV) truth-level and calorimeter jets. The energy correlation functions

ECF2 and ECF3 are in general larger for calorimeter jets than for truth-particle level jets at

high pT because of the limitations of topo-clustering algorithm due to the ATLAS calorimeter

granularity. If the energy deposits of the decay products of a highly boosted W boson are

collected within one single topo-cluster, the algorithm will split the topo-cluster between the

two local energy maxima. Hence, the separation (∆R) between the two dense cores of energy

from the W boson decay is enforced to be larger than the calorimeter granularity, resulting also

in larger energy correlation values. On the other hand, the separation between two particles

at truth level can have any value and is not limited by the granularity of the calorimeter. For

QCD-jets, the difference between calorimeter and truth-particle level jets is less pronounced

because the calculation of the energy correlation functions is dominated by the pT of the initial

quark or gluon and soft wide-angle radiation don’t have a large impact on the calculation. As for

the jet mass resolution, the resolution of the Dβ=1
2 variable can be improved by exploiting the

good angular resolution of charged-particle tracks from the Inner Detector at high pT. Either

track-assisted substructure variables, similar to the definition of the track-assisted jet mass in

Section 5.3.2, could be used or variables could be calculated from particle flow inputs.

The improved mass resolution, achieved for example by combining the calorimeter jet mass and

track-assisted jet mass, will also result in a better discrimination of W bosons from Z bosons.
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Figure 6.16: Distribution of the energy-correlation functions ECF1 (left), ECF2 (middle) and
ECF3 (right) for calorimeter and truth-level W -jets and jets in the QCD dijet background sample
with 500 < pT < 600 GeV (top) and 1500 < pT < 1750 GeV (bottom).

Even though the identification of W bosons and Z bosons have been optimised separately, the

30 GeV broad mass window criteria results in a large overlap between the vector bosons. Thus

many W -tagged jets also pass the selection criteria of the Z boson tagger and vice-versa. A

smaller mass window criteria would thus also reduce the overlap between W -tagged and Z-

tagged jets. To further enhance the differentiation of Z bosons from W bosons in Run-II, a

likelihood tagger can be constructed from jet-related variables as it was done in Run-I [134].

The performance of boosted vector boson identification can be improved in the future by using

more advanced techniques such as variable jet size (variable-R) [135, 136] algorithms, shower de-

construction [137, 138] or multivariate techniques. Various substructure variables are combined

in multivariate techniques to exploit their correlation and to gain sensitivity. However, the gain

has to be weighted against the systematic uncertainties associated to each of the variables.

Apart from the grooming techniques, introduced in Section 4.4, variable-R jet algorithms were

found to be beneficial in terms of pile-up removal. According to the rule of thumb, the angular

separation of the bosons decay products decreases with increasing pT and thus a jet algorithm

whose radius parameter shrinks as a function of the jet pT reduces the area susceptible to soft

particle contamination. Nevertheless, grooming techniques are still needed to remove the re-

maining pile-up contribution from the jet, although their effect on a variable-R jet is much

smaller. It was shown in Ref. [136] that variable-R jets have a better background rejection with

respect to fixed-size trimming algorithms for jets with pT > 1000 GeV using a combination of
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the jet mass and Dβ=1
2 variable.

A very promising algorithm to enhance the background rejection is Shower Deconstruction (SD)

which assigns to each event a probability to arise either from the signal or background process

by exploiting the substructure information of the hadronically-decaying jets. For top-tagging,

SD outperforms other tagging techniques for low signal efficiencies. These low signal efficiencies

correspond to high background rejection factors and are of utmost importance for searches like

the diboson resonance search to suppress the QCD background as much as possible.
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Chapter 7

Common Aspects for Diboson Resonance

Searches

The existence of resonances with couplings to vector boson pairs is predicted in many exten-

sions to the SM such as technicolour, warped extra dimensions, and Grand Unified Theories. As

described in Section 2.2, the analysis presented in this thesis focuses on the search for diboson

resonances (WW , WZ and ZZ) in the fully hadronic final state due to the large branching ratio

of vector bosons to quark pairs. However, the analysis suffers from the enormous background

of SM QCD dijet production. Further contributions from SM processes, all of which are much

smaller in magnitude at high pT, are W/Z+jets, diboson, top-quark pair (tt̄) and single-top

production. The background can be significantly suppressed by reconstructing the decay prod-

ucts of each vector boson as one single large-R jet and then applying the grooming and tagging

techniques introduced in Section 4 and 6. The signature of the decay of a heavy particle is

thus a narrow resonant structure on top of the smoothly falling invariant dijet mass spectrum

of the background processes. The background in the analysis is not estimated from MC sim-

ulation but rather from the data using a parametric function to avoid statistical limitations of

the background MC samples especially in the high mass region. The fully hadronic diboson

resonance search was performed both at
√
s = 8 TeV and 13 TeV and the common aspects of

the two analyses are summarised in this chapter. The results of the two searches are presented

in Section 8 and Section 9.

This chapter is organised as follows. The simulation of the signal and background processes

is presented in Section 7.1. The 2012 and 2015 data samples are described in Section 7.2. The

objects used in the diboson resonance search are introduced in Section 7.3 with an emphasis on

the differences in the jet reconstruction and boosted vector boson identification between the 8

and 13 TeV analysis. The event selection is defined in Section 7.4. The parameterisation of the

background is described in Section 7.5, followed by the presentation of the systematic uncer-

tainties in Section 7.6. The statistical techniques, used to interpret the results of the searches,

are discussed in Section 7.7.
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7.1 Simulation of Signal and Background Samples

Three specific benchmark models, introduced in Section 2.2, are used in the diboson resonance

searches at
√
s = 8 and 13 TeV to assess the sensitivity of the analyses and to optimise the event

selection. Both searches used a bulk Randall–Sundrum graviton model, predicting a spin-2

graviton GRS decaying into WW or ZZ. In addition, an extended gauge model W ′ →WZ was

used in the Run-I analysis, whereas a Heavy Vector Triplet Model with W ′ →WZ or Z ′ →WW

was studied in Run-II. The HVT model was chosen for the Run-II analysis over the extended

gauge model as it allows to describe a large class of models (see Section 2.2.2) and does not

exhibit loss mass tails in the invariant dijet mass distribution due to off-shell production. The

event selection is optimised with respect to the dominant background: dijet events produced in

QCD interactions. The QCD dijet sample is further used to characterise the expected invariant

dijet mass spectrum.

W ′ → WZ → qqqq signal events, predicted in an extended gauge model (EGM) are gener-

ated with Pythia8 using the MSTW2008 PDFs and the AU2 underlying event tune. The

signal samples are generated with different W ′ masses, covering the range 1.3 < mW ′ < 3.0 TeV

in 100 GeV intervals.

The MadGraph generator with the NNPDF2.3LO PDF set and the A14 tune, interfaced to

Pythia8 for the simulation of the parton shower and hadronisation, is used to simulate the

production of Z ′ →WW and W ′ →WZ as predicted in the HVT model A. W ′ and Z ′ masses

are generated between 1.2 and 2.0 TeV in 100 GeV intervals and between 2.0 and 3.0 TeV in

200 GeV spacings. Only the hadronic decay of the vector bosons is simulated.

The Randall–Sundrum graviton signal samples are generated in Run-I with CalcHEP [139] us-

ing the CTEQ6L1 parton distribution functions and Pythia8 for the simulation of the hadro-

nisation and the parton shower. For Run-II, MadGraph interfaced to Pythia8 with the

NNPDF2.3LO PDF set and the A14 tune is used. The RS model is characterised by k/M̄Pl = 1.0

and the graviton can either decay into WW or ZZ whereupon only the hadronic vector boson

decay is simulated. Samples with graviton mass in the range 1.2(1.3) < GRS < 3.0 TeV, using

the same intervals as for the HVT (EGM W ′) samples, are generated for Run-II (Run-I).

The QCD dijet background events are produced with Pythia8 and the CT10 parton distri-

bution functions in Run-I whereas the NNPDF2.3LO PDFs and the A14 tunes are used for the

2015 analysis.

The expected contribution from additional pp interactions is accounted for by overlaying minimum-

bias events on the events of interest. These additional events are generated with Pythia8 and

the A2 tune. For the 8 TeV analysis, the distribution of the average number of pp interactions

per bunch crossing in MC simulation was adjusted to the distribution in data, shown in Fig. 3.2,

with an average of 20.7. For Run-II however, the 〈µ〉 distribution was estimated prior to data-
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taking and slightly overestimated the amount of pile-up in collision data. No reweighing of the

〈µ〉 distribution in MC simulation to that in data was performed in this analysis as it is not

sensitive to the 〈µ〉 profile and the reweighing would have caused a loss in statistics.

7.2 Data Sample

The searches presented in this thesis use pp collision data collected in 2012 and 2015 with a

centre-of-mass energy of
√
s = 8 TeV and 13 TeV, respectively. Events are selected with the

lowest un-prescaled single jet trigger for which the leading-pT ungroomed anti-kt R = 1.0 jet has

a minimum ET of 360 GeV. After requiring good beam and detector conditions, the integrated

luminosity of the 8 TeV and 13 TeV dataset correspond to 20.3 fb−1 and 3.2 fb−1 with a relative

uncertainty of 2.8% and 5%, respectively. The uncertainties on the integrated luminosities are

determined from beam-separation scans [140].

7.3 Object Definitions

The fully hadronic diboson resonance search relies on the reconstruction of the vector bosons as

two large-R jets. Events containing either charged leptons or a large amount of missing trans-

verse energy are vetoed. To allow for a later combination with other diboson resonance searches,

sensitive in the high mass range, decaying into `νqq [89, 141], ``qq [88, 142] or ννqq [143], the

same object definitions are used and selection criteria are imposed to obtain an orthogonal data

sample with respect to the other channels.

7.3.1 Jet Reconstruction and Boson Identification

Two different approaches have been pursued in the reconstruction of jets and boson identifica-

tion for the
√
s = 8 TeV and 13 TeV diboson resonance searches. After the 8 TeV analysis was

published, the boson tagging algorithm was optimised for
√
s = 13 TeV to account for the higher

boost and changed pile-up conditions as described in Section 6.2. In both analyses, large-R jets

are reconstructed from topo-clusters and boosted vector bosons are identified by imposing cri-

teria on the groomed jet mass and the number of tracks, ghost-associated to the ungroomed jet,

as well as one further substructure variable,
√
y12 or Dβ=1

2 , depending on the jet collection.

In addition to the large-R jet collections, which are needed to reconstruct the hadronic de-

cay of boosted vector bosons, jets are also built from topo-clusters with the anti-kt algorithm

and a distance parameter of R = 0.4. These small-radius jets are only used to reject events that

contain fake jets from noise in the calorimeter or non-collision backgrounds.
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Figure 7.1: Jet energy response as a function of the pseudorapidity for C/A R = 1.2 BDRS-
A jets in a Pythia8 dijet sample for different jet energies before (left) and after (right) the
calibration to the particle-level. The selection as described in Section 7.4 is applied.

√
s = 8 TeV Analysis

Jets are reconstructed with the C/A algorithm using a radius parameter of R = 1.2. To remove

contamination from pile-up and the underlying event, the BDRS algorithm as described in Sec-

tion 4.4.2 is used with the parameters
√
ycut = 0.2 and µmax = 1.0. In the filtering stage, the

jet constituents at the last step of de-clustering procedure are reclustered using a fixed subjet

radius size of Rsub = 0.3 and only the three highest-pT subjets are kept.

The energy and mass of the BDRS-jets are then calibrated to the particle-level with the numer-

ical inversion technique. The jet energy and mass response before and after the calibration is

applied are shown in Fig. 7.1 and Fig. 7.2, respectively.

To identify jets that are compatible with the hadronic decay of boosted vector bosons, only

jets within a 26 GeV wide mass window, centred around the peak of the W -jet and Z-jet mass

distribution in MC simulation, are selected. The peaks of the W -jet and Z-jet mass distribu-

tions correspond to 82.4 GeV and 91.8 GeV, respectively. The mass distribution for signal and

background events is depicted in Fig. 7.3. The applied mass window requirement reduces the

QCD dijet background by approximately a factor of 10.

The background jets that fulfil the requirements of the BDRS algorithm are mostly composed of

one hard core of energy from the initial quark or gluon and a soft gluon emission. Consequently,

the subjets within a QCD-jet are less balanced in momentum compared to a W -jet or Z-jet as

shown in Fig. 7.3. To further suppress the selection of QCD-jets, a more stringent momentum

balance criterion is applied:
√
y12 > 0.45.

The third variable that is used to improve the discrimination of signal and background jets

accounts for the significant fraction of gluon-initiated background jets. Due to the larger colour

factor of gluons (CA = 3) compared to quarks (CF = 4/3), a larger number of particles is
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Figure 7.2: Jet mass response as a function of the pseudorapidity for C/A R = 1.2 BDRS-A jets
in a Pythia8 dijet sample for different jet energies before (left) and after (right) the calibration
to the particle-level. The selection as described in Section 7.4 is applied.
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Figure 7.3: Comparison of the variables used to identify high-pT vector bosons in the 8 TeV
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√
y12 (right).

produced in the fragmentation of a gluon. To differentiate between a gluon-initiated and quark-

initiated jet, the number of charged-particle tracks in the Inner Detector, associated to the

ungroomed large-R jet, is used [144]. The ungroomed large-R jet is chosen for the ghost-

association of charged-particle tracks as the active area is reduced in the grooming procedure

and thus less tracks would be associated to the active area of the groomed jet compared to that

of the ungroomed jet. This choice does not introduce any pile-up dependence as the charged-

particle tracks are associated to the primary vertex. Furthermore the charged-particle tracks

have to fulfil the quality criteria described in Section 4.1.2. The number of tracks associated

to the ungroomed large-R jet, ntrk, is depicted in Fig. 7.4 for signal and background events.

The agreement of the ntrk distribution for anti-kt R = 0.4 jets in data with the MC predictions

is also shown in Fig. 7.4. Deviations of about 20% (50%) can be observed in the core (tails)

of the ntrk distribution simulated with Pythia8. The core of the ntrk distribution in data is
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better modelled by Herwig++ than Pythia8 as opposed to the tails of the distribution with

deviations of more than 70% for Herwig++. Therefore, the selection criteria on ntrk as well

as its efficiency is measured in data and MC simulation and a scale factor is applied to the

simulated signal to correct for this difference.

To determine the optimal ntrk requirement, events are pre-selected based on the event selec-

tion in Section 7.4. In order to select a V+jet enriched sample in data, the leading jet in the

event is required to have a transverse momentum in the range 580 < pT < 680 GeV and to

satisfy the boson tagging criteria
√
y12 > 0.45. Four different upper selection boundaries on the

ntrk variable are considered: 20, 25, 30 and 35. The mass distribution is then fitted for each

considered ntrk requirement to extract the signal and background composition. A polynomial

function is used to parameterise the QCD dijet background and the W and Z contribution is

described by a pair of crystal ball functions. The shape parameters of the crystal ball function

are determined by a fit to the W/Z+jet spectrum in a W ′ → WZ → qqqq sample in the same

pT range as considered in data. An example fit to the mass distribution of the leading jet after

a requirement of ntrk < 30 is shown in Fig. 7.5. Two polynomial functions of fourth and third

order are considered for the parameterisation of the background mass distribution. For each

ntrk requirement, the signal-to-background ratio and S
√
B sensitivity are determined, resulting

in an optimal criteria of ntrk < 30. The signal efficiency of the ntrk < 30 requirement in data is

then calculated as the average of the signal efficiencies obtained by the two polynomial fits and

is about 83%.

The scale factor S to correct the signal efficiency in MC simulation, εMC, to that in data,

εdata = S ·εMC, is then derived with V+jets events generated with Pythia. As for the optimisa-
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Figure 7.5: Jet mass distribution in a V+jet enriched sample in
√
s = 8 TeV data for jets

passing the nntrk < 30 requirement using a fourth order (left) and third order (right) polynomial
for the QCD dijet background parameterisation.

tion of the ntrk requirement, the mass distribution in MC simulation is fitted again with a fourth

and third degree polynomial and a crystal ball function before and after requiring ntrk < 30.

The resulting scale factor per jet is 0.90±0.08. The uncertainty on the scale factor is dominated

by the mismodelling of the jet mass spectrum of the background and is derived by comparing

the yields obtained with both polynomial functions.

√
s = 13 TeV Analysis

Jets used in the 2015 diboson resonance search are reconstructed with the anti-kt R = 1.0 algo-

rithm and trimmed with Rsub = 0.2 and fcut = 0.05 based on the optimisation studies described

in Section 6.2. Dedicated energy and mass calibrations are then applied. The requirements to

identify hadronically decaying boosted vector bosons were described in detail in Section 6.2 and

include pT dependent cuts on the jet mass and the Dβ=1
2 variable to obtain a signal efficiency of

approximately 50% and a background efficiency of 1.5− 2.0%. The leading jet mass and Dβ=1
2

distributions for a HVT → WW signal sample are compared in Fig. 7.6 to the distributions in

the QCD dijet background sample and data collected at a centre-of-mass energy of 13 TeV.

Furthermore, only jets with less than 30 charged-particle tracks of pT > 500 MeV associated to

the ungroomed anti-kt R = 1.0 jet are selected. The ntrk selection criterion was re-optimised

for the 13 TeV analysis due to the change in jet reconstruction algorithm, however the same re-

quirement was found to be optimal. An improvement of about 30% in sensitivity of the analysis

for HVT signals is expected by requiring ntrk < 30. The ntrk distribution is shown in Fig. 7.7

separately for the leading and subleading jet in the HVT → WW signal and QCD dijet back-

ground sample. The agreement between the ntrk distribution in Pythia8 MC simulation and

data is significantly improved with respect to Run-I due to the A14 generator tune.

As for the Run-I analysis, the efficiency of the ntrk < 30 selection is measured in an enriched

V+jet data sample by requiring the leading jet to have a pT between 500 and 700 GeV and
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diboson analysis for signal jets, QCD dijet background and data: jet mass (left) and Dβ=1

2

(right). The dijet background and signal sample are normalised to data.
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104



7.3 Object Definitions

E
ve

nt
s 

/ 5
 G

eV

0

200

400

600

800

1000

-1=13 TeV, 2.6 fbs 

19≤trkN≤10

ATLAS Preliminary
Data
Multi-jet MC

W/Z MC
Fitted s+b

Fitted bkd.

 [GeV]Jm
60 80 100 120 140 160 180 200 220 240

D
at

a-
fit

0
100
200
300

72±Signal=574

(a)

 trk N

0 10 20 30 40 50 60 70 80 90

 F
ra

ct
io

n 
of

 W
/Z

 e
ve

nt
s 

/ t
ra

ck

0.04−

0.02−

0

0.02

0.04

0.06

0.08

Data

WZ

WZ reweighted

ATLAS Preliminary

-1=13 TeV, 2.6 fbs 

(b)

Figure 7.8: Left: Fit to the leading jet mass distribution in a V+jet enriched sample in√
s = 13 TeV data for jets with 10 ≤ ntrk ≤ 19 to extract the number of W/Z events. Right:

Comparison of the fraction of W/Z events in data and W ′ →WZ MC simulation for the different
considered ntrk bins.

to pass either the W -jet or Z-jet Dβ=1
2 criteria. The number of W and Z boson candidates is

extracted from fits to the leading jet mass distribution mJ . The background mass distribution

is parameterised by an exponential function multiplied with a sigmoid turn-on and the signal

mass distribution is described by a double Gaussian. Only the signal strength is allowed to

float in the fit and the signal parameters are obtained by fits to the W and Z mass distribution

in the W ′ → WZ sample with mW ′ = 1200 GeV. The leading jet mass distribution is fitted

in five distinct bins of ntrk: ntrk ≤ 9, 10 ≤ ntrk ≤ 19, 20 ≤ ntrk ≤ 29, 30 ≤ ntrk ≤ 39 and

ntrk ≥ 40. The mass distribution for jets with 10 ≤ ntrk ≤ 19 in 2.6 fb−1 of 13 TeV data and

the corresponding fits are shown in Fig. 7.8(a). The parameterisations of the signal and back-

ground mass distributions are represented by the continuous green and red line. A background

only and signal plus background fit is then performed to the mass distribution in data. The

number of W/Z events in data is then obtained by subtracting the background only fit from

the data and is shown in the lower panel of Fig. 7.8(a). Furthermore the lower panel contains

the number of W/Z events as expected in MC simulation (black continuous line), obtained by

subtracting the background only fit from the total fit. For each considered ntrk bin, the fraction

of W/Z events is extracted in data and compared in Fig. 7.8(b) to that in W ′ → WZ → qqqq

MC simulation. To derive a scale factor that corrects the ntrk distribution in MC simulation

to that in data, a template fit is performed, yielding a scale factor of about 1.07. The larger

number of tracks in data results in a lower efficiency for the ntrk < 30 selection of 5% ± 6%

compared to MC simulation. This 6% uncertainty on the difference in efficiency is taken as a

systematic uncertainty on the ntrk < 30 requirement but no shift in the central value is applied.

To be able to compare the performance of the boosted vector boson identification used in the
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Run-I Run-II

Jet algorithm C/A R = 1.2 anti-kt R = 1.0
Jet grooming Split-Filtering: Trimming:

Rsub = 0.3, ycut = 0.04, µ = 100% fcut = 5%, Rsub = 0.2
Jet tagging Mass window ±13 GeV Mass window ±15 GeV√

y12 ≥ 0.45 D2 pT-dependent cut
ntrk < 30 ntrk < 30

Table 7.1: Summary of the Run-I and Run-II boosted boson tagging algorithms.

8 TeV analysis to that of the 13 TeV analysis, the C/A R = 1.2 jet collection is also studied at
√
s = 13 TeV. The default anti-kt R = 1.0 trimmed jets and the corresponding boson tagging

criteria will be denoted in the following as Run-II tagger whereas the split-filtered C/A R = 1.2

jets with boson tagging criteria on the jet mass and
√
y12 will be denoted as Run-I tagger.

Dedicated jet energy and mass calibrations at 13 TeV were derived for the Run-I tagger. The

differences between the Run-I and Run-II tagger are summarised in Tab. 7.1.

In the Run-II analysis, jets are furthermore reconstructed from charged-particle tracks using the

anti-kt algorithm and a radius parameter of R = 0.2. These track-jets are ghost-associated to

large-R jets to identify b-quarks [145]. The identification of b-jets is important for this analysis

to avoid possible contaminations from H → bb̄ decays in the high-mass validation region, de-

fined in Section 7.5. Therefore, large-R jets with masses between 110 and 140 GeV and two or

more ghost-associated b-tagged track-jets are rejected. The high-mass validation region is used

amongst others to study the background parameterisation.

Three main b-tagging algorithms have been developed in the ATLAS Collaboration to identify

jets to originate from the hadronisation of a b-quark: IP3D, SV1 and JetFitter [146, 147]. These

algorithms exploit the long lifetime of b-hadrons (τ ≈ 1.5 ps), produced in the hadronisation

of b-quarks and their kinematic properties. Due to their long lifetime, b-hadrons travel about

0.5 mm from their production vertex before they decay, resulting in a displaced secondary vertex

(SV) and a large impact parameter (IP) significance for at least one track associated to the jet.

The transverse and longitudinal impact parameter are defined as the minimum distance between

the track and the primary vertex in the x − y plane or z-direction, respectively. The JetFitter

algorithm seeks to reconstruct the full decay chain of a b-hadron, including tertiary vertices from

c-hadron decays. The input variables used in the three b-tagging algorithms are then combined

in a boosted decision tree (BDT) to enhance the discrimination of b-jets from light-flavour and

c-jets. The output of the BDT is referred to as MV2c20 algorithm as the training is performed

with b-jets as signal and a c-fraction of 20% and light-flavour fraction of 80% as background.
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7.3.2 Leptons

Electrons

Electrons are reconstructed from isolated energy clusters in the electromagnetic calorimeter

that are matched to an Inner Detector track [148, 149]. To ensure that the tracks originate from

the primary vertex, selection criteria on the longitudinal and transverse impact parameter are

applied. Three identification criteria are defined with increasing background rejection power,

labelled as loose, medium and tight to suppress fake electrons. The quality criteria are based on

shower shape variables, the fraction of energy deposited in the hadronic calorimeter and quality

requirements on the associated tracks. In Run-II, the three identification criteria are based on

likelihood method that simultaneously evaluates several properties of the electron whereas only

a simple cut-based algorithm was used in Run-I.

Electrons are required to satisfy the medium quality requirements and to have pT > 20 GeV and

|η| < 2.47, excluding the transition region between the barrel and endcaps in the LAr calorimeter

(1.37 < |η| < 1.52). The transverse momentum requirement was increased to 25 GeV for the

Run-II analysis.

Muons

Muons are reconstructed by combining two independent measurements of charged particles in

the Inner Detector and muon spectrometer [150, 151]. To a lesser extent, information from the

calorimeter is used as well in regions where measurements from the muon spectrometer cannot

be provided. The measured momenta of muons p in the Inner Detector and Muon spectrometer

are required to be consistent with each other, |(q/p)ID − (q/p)MS| < 5σ, where q is the charge

of the track. Furthermore the tracks are required to originate from the primary vertex. As for

electrons, three levels of identification purity are defined for muons, loose, medium and tight,

based on the number of hits in the different subsystems.

Muons are required to satisfy the loose quality requirements and have pT > 20(25) GeV and

|η| < 2.5 in the Run-I (Run-II) analysis.

Isolation

To suppress the background from hadronic decays, calorimeter-based (Econe
T ) and track-based

(pcone
T ) isolation criteria are imposed. The scalar sum of the transverse energy within a cone

of size ∆R = 0.2 around the lepton, subtracting the transverse energy of the lepton and the

contribution from pile-up, has to be less than 30% of the lepton’s pT. The track-based isolation

requires the sum of the transverse momenta in a cone of ∆R = 0.2 (0.3) around the electron

(muon) candidate to be less than 15% of the lepton’s pT. For the Run-II analysis, the isolation

criteria are pT and η dependent to achieve a flat efficiency of 99% for reconstructed leptons in

Z → `` decays [149, 151].
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7.3.3 Missing Transverse Momentum

The momentum conservation in the x − y plane transverse to the beam axis requires that

the vectorial sum of the transverse momenta of all particles sums up to zero. Any imbalance

is quantified by the missing transverse momentum ( ~Emiss
T ) and may indicate the presence of

undetectable particles such as neutrinos. The missing transverse momentum is calculated as the

negative vector sum of the calibrated transverse momenta of all electrons (e), photons (γ), tau

leptons (τ), jets and muons (µ) in the event. To avoid double counting, the energy deposits in

the calorimeter are only associated to one object. The components along the x and y axis are:

Emiss
x,y = Emiss, e

x,y + Emiss, γ
x,y + Emiss, τ

x,y + Emiss, jets
x,y + Emiss, µ

x,y + Emiss, soft
x,y . (7.1)

The soft-term, Emiss, soft
T , accounts for signals in the detector that are not associated to any hard

physics object. In the Run-I analysis, a calorimeter-based soft-term was used [152], calculated

from topo-clusters with |η| < 4.9, whereas a track-based soft-term built from tracks in the ID was

used in Run-II [153]. Even though the track-based soft-term misses components from soft neutral

particles, it was found to be beneficial, as it removes any pile-up contributions compared to the

calorimeter-based variant which only uses noise suppression in the topo-clustering algorithm to

avoid fake signals. The magnitude of the missing transverse momentum can then be calculated

as:

Emiss
T =

√
(Emiss

x )2 +
(
Emiss
y

)2
. (7.2)

7.4 Event Selection

Events aiming at reconstructing the hadronic decay of vector boson pairs are characterised by

two large-R jets with high transverse momentum in the centre of the detector. To enhance

the sensitivity of the analysis over a broad range of resonances masses, the event selection

criteria were optimised based on MC simulations of the signal processes and the QCD dijet

background. Even though the event selection criteria were re-optimised for the Run-II analysis,

almost identical requirements were found to be optimal for the Run-I and Run-II analyses. The

main differences are the identification of boosted vector bosons, discussed in Section 7.3. Due

to the similarities in the event selection, the focus of this section will be on the re-optimisation

of the Run-II analysis.

7.4.1 Preselection

Events are required to pass the single jet trigger, introduced in Section 7.2, and to have a vertex

with at least two tracks with pT > 500 MeV. A Good Runs List is applied to ensure that events

are only selected when all sub-detectors were fully operational. Events with any lepton or a

large amount of missing transverse momentum, Emiss
T ≥ 350 GeV, are vetoed to be orthogonal

to other diboson resonance searches.
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Figure 7.9: Rapidity difference |∆y12| between the two leading jets in data, QCD dijet back-
ground and for two Z ′ →WW signal samples, mZ′ = 1.2 TeV (left) and mZ′ = 2.0 TeV (right).
Events are required to pass the preselection and |mJJ −mZ′ | < 0.1×mZ′ .

Two large-R groomed jets with |η| < 2.0 and pT > 200 GeV are required. Furthermore, due to

difficulties in the calibration procedure for low jet masses, only jets with m > 50 GeV are selected

in the Run-II analysis. To select only events in the region where the trigger is 99.9% efficient,

the leading-pT jet is required to fulfil pT > 450 (540) GeV in the Run-II (Run-I) analysis. A

larger pT threshold is needed for the Run-I analysis due to the larger jet radius size that was

used and due to changes in the trigger. To avoid distortions of the invariant mass spectrum of

the two leading jets (mJJ) due to the pT requirements, only events with mJJ > 1000 GeV and

mJJ > 1050 GeV are selected for the Run-II and Run-I analysis, respectively.

7.4.2 Topological Selection

Two further selection criteria on the kinematic properties of the large-R jets are defined to sup-

press the QCD dijet background and to enhance the sensitivity of the analysis.

The QCD dijet background contamination can be reduced by taking into account that the

background is dominantly produced in the t-channel compared to the more central s-channel

production of the signal processes. Therefore, the rapidity difference |∆y12| = |y2 − y1| dis-

tribution for signal events is expected to peak close to zero whereas the background peaks at

higher values. For events passing the preselection, the rapidity difference of the two leading

anti-kt R = 1.0 trimmed jets is shown in Fig. 7.9 for a HVT (Z ′)→WW signal sample and the

QCD dijet background. The distribution are compared to that in data corresponding to an inte-

grated luminosity of 3.2 fb−1, collected at
√
s = 13 TeV. Two different signal resonance masses,

mZ′ = 1.2 and 2.0 TeV, are shown and each event has to fulfil |mJJ − mZ′ | < 0.1 × mZ′ . As

the discrimination between the signal and QCD dijet background increases for higher resonance

masses, the selection criteria is optimised considering two different signal samples (Z ′ → WW
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and GRS → ZZ) and three different resonance masses (1.2, 2.0 and 3.0 TeV). The signal εS and

background εB efficiency as well as the ratio εS/
√
εB are shown in Fig. 7.10 for the aforemen-

tioned signal samples. For low resonance masses, the εS/
√
εB distribution has a relatively flat

maximum over a broader |∆y12| range whereas a much larger gain in sensitivity can be achieved

for high resonance masses. Based on the distributions in Fig. 7.10, the two leading jets in the

event are required to pass |∆y12| < 1.2.

For the two-body decay of a resonance, the decay products are expected to be balanced in

momentum. To reject events with a potentially badly reconstructed jet, the pT asymmetry A

is defined as A =
pT,1−pT,2
pT,1+pT,2

, where pT,1 and pT,2 are the transverse momenta of the leading and

subleading jet, respectively. The same optimisation procedure as for the rapidity gap require-

ment is adopted, however events are required to pass in addition the |∆y12| < 1.2 criteria. The

corresponding efficiency curves are depicted in Fig. 7.11. As shown in Fig. 7.11, the pT asym-

metry provides only a small discrimination between the signal and the background. Its main

aim is to reduce the contamination of mis-measured signal jets and can thus be understood as

a jet cleaning criteria. Therefore, the selection criteria on the pT asymmetry A is not directly

motivated by the procedure in Fig. 7.11. Based on the Run-I analysis, only events with A < 0.15

are selected. This requirement is very conservative for the Z ′ →WW sample, however a tighter

selection criterion would result in a significant reduction of the signal with only minimal gain in

sensitive for the graviton signal.

7.4.3 Signal Regions

Each of the two leading jets in events that pass the preselection and topological selection are

required to pass either the W boson or Z boson tagging criteria. Events are then categorised

in three signal regions based on the fulfilled boson tagging requirements: WW, WZ or ZZ. It

should be stressed at this point that the signal regions are not distinct due to the overlapping

mass window sizes of W -jets and Z-jets.

The signal efficiencies, obtained in the Run-I analysis, are shown in Fig. 7.12 as a function

of the resonance mass after the topological selection and for the full event selection, requiring

both leading large-R jets to be boson-tagged. For the W ′ → WZ signal, the total signal effi-

ciency ranges from about 17% for mW ′ = 1.2 TeV to 11% in the mW ′ = 3.0 TeV sample. For

the graviton, the signal efficiency decreases from about 14% for mGRS
= 1.2 TeV down to 7.5%

for graviton masses of 3 TeV.

For the Run-II analysis, signal efficiencies are obtained in Fig. 7.13 as a function of the resonance

mass for both the default Run-II boson tagging algorithm as well as for the Run-I boson tagging

algorithm. The signal efficiencies are shown after the topological selection, after requiring the

two leading large-R jets to be boson-tagged except for the requirement on ntrk and after the full
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Figure 7.10: Signal and QCD dijet background efficiency (εS , εB) and the ratio εS/
√
εB are

shown as a function of the requirement on the rapidity gap |∆y12| for events passing the pres-
election. The distributions are shown for two signal samples, Z ′ → WW (left) and GRS → ZZ
(right) and three different signal resonance masses: 1.2 TeV (top), 2.0 TeV (middle) and 3.0 TeV
(bottom).
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Figure 7.11: Signal and QCD dijet background efficiency (εS , εB) and the ratio εS/
√
εB are

shown as a function of the requirement on the pT asymmetry A for events passing the preselection
and |∆y12| < 1.2. The distributions are shown for two signal samples, Z ′ → WW (left) and
GRS → ZZ (right) and three different signal resonance masses: 1.2 TeV (top), 2.0 TeV (middle)
and 3.0 TeV (bottom).
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Figure 7.12: Signal selection efficiencies for the Run-I analysis as a function of the resonance mass
for the W ′ →WZ and the bulk graviton models GRS →WW,ZZ after requiring the topological
selection criteria (defined in Section 7.4.2) only (left) and after the full event selection including
the corresponding boson tagging requirements (right).

event selection, including the ntrk < 30 selection.

The efficiency of the topological selection is almost identical for both jet collections. For high

resonance masses, a higher efficiency is obtained for the graviton signal samples than for the

HVT samples. This topological difference between the two samples is related to the spin-1 and

spin-2 nature of the HVT and graviton, respectively.

After the requirements on the jet mass and the substructure variable (Dβ=1
2 for the Run-II tagger

and
√
y12 for the Run-I tagger), the signal efficiencies of the Run-II tagger do not depend on the

resonance mass. This behaviour was expected as the boson tagging algorithm was constructed

with a flat 50% signal efficiency. For the Run-I tagger, the fixed
√
y12 > 0.45 requirement re-

sults in a decrease of the signal efficiency with increasing resonance mass. For low resonance

masses, higher signal efficiencies are obtained with the Run-I tagger than the Run-II tagger and

vice-versa for high resonance masses. The signal efficiency is however only one side of the coin

and the performance of the two taggers can only be equitably compared if also the background

efficiencies are known.

The signal efficiency after the full event selection, using the Run-II tagger, ranges between

approximately 18% and 16% for the HVT samples and 14% to 12% for the graviton sample

decaying into to Z bosons.

The background efficiency after the topological selection is shown in Fig. 7.14 for both the

Run-II and Run-I tagging algorithms. For both tagging algorithms, the predicted background

efficiency in MC simulation is compared to the efficiency in data and the distributions are in very

good agreement. It was shown in Fig. 7.9 that the rapidity gap of the QCD dijet background

depends significantly on the invariant mass of the dijet system, resulting in the steep decrease

of the background efficiency with higher mJJ .
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Figure 7.13: Signal selection efficiencies as a function of the resonance mass for the HVT
→ WW, WZ and GRS → WW, ZZ samples after requiring the topological selection criteria
only (top), after the boson tagging requirements on the mass and substructure variable (middle)
and after the full event selection including the requirement on ntrk (bottom). The efficiencies
are compared for the Run-II tagging algorithm (left) and the Run-I tagging algorithm (right).
The signal efficiencies are computed with respect to the preselection and the invariant mass of
the dijet system is required to be within a 10% window around the resonance pole mass.
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Figure 7.14: Comparison of the efficiency as a function of the invariant mass of the dijet system
in QCD dijet MC simulation and

√
s = 13 TeV data after the topological selection is applied.

The efficiencies are computed with respect to the preselection and shown for Run-II jet collection
(left) and the Run-I jet collection (right).

Furthermore the efficiency of the boson tagging criteria (without the ntrk cut) on QCD dijet

background events are compared for the two tagging algorithms in Fig. 7.15. Whereas the back-

ground rejection is similar between the Run-I and Run-II tagger for high invariant dijet masses,

the Run-II tagger outperforms the Run-I tagger in terms of background rejection for low values

of mJJ . The background efficiency after the full event selection, using the Run-II tagger, ranges

between 0.1% for mJJ = 1.2 TeV and 0.01% for mJJ = 3.0 TeV. The background efficiencies

including the ntrk requirement are not shown here as the results are statistically limited.

7.5 Background Model

The fully hadronic diboson resonance search relies on the smoothly falling invariant dijet mass

distribution from the background processes and searches for narrow resonances on top of it.

The background is dominated by the production of QCD dijets events and the contributions

from other SM processes such as diboson production, W/Z+jets and tt̄ events are either small

or negligible and not expected to distort the shape of the background distribution. The shape

of the background is determined by performing a maximum-likelhood fit to the observed mJJ

spectrum of the following functional form:

dn

dx
= p1(1− x)p2+ξp3xp3 , x = mJJ/

√
s , (7.3)

where p1 is a normalisation factor, p2 and p3 are dimensionless shape parameters and ξ is

a dimensionless constant. To estimate the background, the fit is performed in the range

1.05 < mJJ < 3.55 TeV for the Run-I analysis and 1.0 < mJJ < 2.5 TeV for the Run-II

analysis in 100 GeV wide mJJ bins. The restriction of the Run-II analysis to mJJ < 2.5 TeV
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Figure 7.15: Selection efficiency in QCD dijet background events as a function of the invariant
mass of the dijet system for the topological selection and the requirements on the mass window
and substructure variable. The efficiencies are computed with respect to the preselection and
shown for Run-II jet collection (left) and the Run-I jet collection (right).

was induced by the breakdown of the numerical inversion technique when applied to the jet mass

calibration for jets with high transverse momentum. The upper limit for the Run-I analysis was

chosen based on the fact that no background events were expected to pass the full event selection

in the collected dataset beyond mJJ = 3.55 TeV. Only the parameters p1, p2 and p3 are free

to float in the fit and the parameter ξ was determined from fits to the mJJ distribution in MC

simulation to minimise the correlation between the maximum likelihood estimates of p2 and p3.

The functional form in Eq. 7.3 is tested for compatibility to describe distributions with similar

characteristics such as the invariant dijet mass in MC generated QCD dijet events or in collision

data events in a phase-space close to the signal region. The background model is compared

to the mJJ distribution of WZ tagged events in Pythia8 dijet simulation in Fig. 7.16 for two

different centre-of-mass energies. The lower insets in Fig. 7.16 display the significance, defined

as the z-value as introduced in Ref. [154]. The z-value can be directly translated into the p-

value, the probability to obtain the observed value or larger values under a given hypothesis. A

significance larger than 5σ is required for the discovery of new physics beyond the SM.

The background fit to the mJJ distribution in two validation regions in 2015 collision data is

shown in Fig. 7.17. Events in the validation regions are required to pass the topological selec-

tion described in Sec. 7.4.2. The mixed mass sideband region requires in addition that one of

the two leading-pT jets has a mass between 50 to 65 GeV and the other jet a mass between

110 and 140 GeV whereas both leading-pT jets are required to have masses between 110 and

140 GeV in the high mass sideband. To avoid possible contaminations from jets capturing the

H → bb̄ decay, jets with masses between 110 and 140 GeV are required to have less than two

ghost-associated b-tagged anti-kt R = 0.2 track-jets. The invariant dijet mass distribution for

boson-tagged events in MC simulation and the two validation regions is well-described by the

functional form in Eq. 7.3.
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Figure 7.16: Invariant dijet mass spectrum in Pythia8 dijet background events, simulated
at
√
s = 8 TeV (left) and for

√
s = 13 TeV (right). Events are required to pass the full

event selection and WZ tagging requirements and are scaled to the corresponding integrated
luminosities of 20.3 fb−1 and 3.2 fb−1, respectively. The mJJ spectrum is fitted with the function
in Eq. 7.3 and the significance of the deviation from the expectation in each bin is shown in the
lower panel.

Further studies were performed to determine if the background determination could be signifi-

cantly improved by adding additional degrees of freedom to the functional from in Eq. 7.3. Two

functional forms were tested with one and two additional parameters:

dn

dx
= p1(1− x)p2+ξp3xp3+p4 log(x) , (7.4)

dn

dx
= p1(1− x)p2+ξp3xp3+p4 log(x)+p5 log(x)2 . (7.5)

The untagged invariant dijet mass distribution was fitted in pseudo-data, extracted from MC

simulation and corresponding to an integrated luminosity 4 fb−1, with each of the functional

forms. No significant improvements were observed using higher-order functions and the func-

tional form with the lowest number of parameters (Eq. 7.3) was used for the diboson resonance

searches.

For larger data samples however, higher-order functional forms might improve the background

estimation. Therefore, the goodness of fit for the different functional forms is tested as a func-

tion of the collected data sample size with a log-likelihood ratio statistics employing Wilk’s

theorem [155]. The test statistics is defined as −2 log(λ), where λ is the ratio of the likelihood of

the tested functional form with respect to the likelihood of the functional form with additional

parameters. According to Wilk’s theorem, the test statistics is a χ2 distribution with n − m
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Figure 7.17: Comparison of the background model to the dijet invariant mass spectrum in two
validation regions in 2015 data. Left: one jet is required to have 50 < mJ < 65 GeV and the
other jet has to fulfil 110 < mJ < 140 GeV. Right: both jets are required to have masses between
110 and 140 GeV.

degrees of freedom, where n and m are the dimensions of the tested functional form and the

function with additional parameters, respectively. For instance, when the three parameter func-

tion is compared to that with four parameters, the test statistic will follow a χ2 distribution

with one degree of freedom. The p-value can then be calculated from the probability density

function of the χ2 distribution and values of less than 0.05 are used as an indication that the

background estimate models the data reasonably well. For p > 0.05, the fitting function under

study is rejected and the procedure starts with the next higher order function of dimension. It

was found that no additional parameters, with respect to Eq. 7.3, are necessary for integrated

luminosities up to 50 fb−1 at
√
s = 13 TeV.

7.6 Systematic Uncertainties

Systematic uncertainties, affecting the shape and the normalisation of the mJJ distribution for

the different signals, are taken into account as nuisance parameters in the statistical analysis.

For the background estimate, only the statistical uncertainties on the fit parameters are con-

sidered. Uncertainties arising from the possibility of the fitting function to fake a signal, were

estimated by fitting the mJJ distribution in validation regions in data and by considering signal

plus background fits using the background model in Eq. 7.3. These effects were estimated to be

less than 25% (4%) of the statistical uncertainties on the background model at any mass in the

Run-I (Run-II) analysis and thus neglected in the statistical analysis.

The systematic uncertainties are dominated by the uncertainties on the scale and resolution

of the large-R jet observables: the jet pT, mass and substructure variable (
√
y12 or Dβ=1

2 ). The

invariant dijet mass is dominated by the sum of the pT of the two large-R jets and their angular
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Figure 7.18: The effect of the jet pT (left) and mass (right) scale uncertainty on the invariant
dijet mass spectrum for the HVT signal sample (W ′ → WZ) with a mass of 2 TeV. The
distributions are normalised to unity to demonstrate only the impact of the uncertainties on the
shape of the mJJ distribution.

separation. The uncertainty on the pT scale shifts the position of the signal peak of the mJJ

distribution and the uncertainty on the pT resolution affects the width of the distribution. The

uncertainties on the jet mass and the substructure variables affect mostly the normalisation of

the signal mJJ distribution as these variables play only a role in the selection of events. The

effect of the jet pT and mass scale uncertainties on the invariant dijet mass distribution is shown

in Fig. 7.18 for the 2 TeV HVT signal. For the Run-I analysis, the systematic uncertainties on

the jet variables are derived with the double-ratio method in Section 5.2.1, whereas the Run-II

analysis uses the systematic uncertainties described in Section 5.2.3. The scale uncertainties

used in the Run-II analysis are in general expected to be larger than the ones of the Run-I

analysis since they are based on the Run-I uncertainties with additional MC-based uncertainties

to account for differences in the detector and jet reconstruction between Run-I and Run-II as

described in Section 5.2.3.

For the Run-I analysis, the uncertainty on the jet pT scale is 2%, for the jet mass scale is 3%

and for the momentum balance
√
y12 is 2%. A relative uncertainty of 20% on the resolution

of the jet observables in taken into account in the Run-I analysis. The resolution uncertain-

ties are conservatively estimated by comparing the resolution of the jet mass and substructure

variables obtained from variations of the detector geometry, the MC generator and the physics

list [156]. The resolutions of the different jet observables are determined from the width of

the corresponding responses and are 5% for the jet energy, 7.5% for the mass and 10% for the

momentum balance
√
y12.

For the Run-II analysis, the uncertainty on the jet pT scale is 5%, on the jet mass scale is 6%

and for the Dβ=1
2 variable is 4–5%. A relative uncertainty of 20% on the jet energy and mass

resolution are considered and a relative uncertainty of 10% on the Dβ=1
2 resolution.
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The systematic uncertainties associated to the selection criteria on the number of charged-

particle tracks (ntrk) are 20% and 6% for the Run-I and Run-II analyses, respectively. The

systematic uncertainties could be significantly reduced because of the better modelling of the

ntrk distribution in Run-II as discussed in Section 7.3.1.

Furthermore, an uncertainty on the determination of the luminosity of 2.8% and 5% that affects

the signal normalisation is considered for the Run-I and and Run-II analyses, respectively.

In addition, the Run-I analysis takes into account uncertainties on the parton shower and hadro-

nisation model as well as uncertainties due to the chosen PDF. The uncertainty on the parton

shower model is 5% and is estimated by comparing the selection efficiency in signal samples,

generated with Pythia8 to the selection efficiencies obtained for signal samples generated with

Pythia8 but using Herwig++ for the parton shower. The uncertainty on the choice of the

PDF is 3.5%. Both uncertainties affect the normalisation of the mJJ distribution. These uncer-

tainties were not included in the Run-II analysis due to time constraints however their impact

on the cross-section times branching ratio limits in the Run-I analysis were negligible.

7.7 Statistical Analysis

The observed mJJ spectra, obtained in Chapter 8 and 9, are compared to the background-

only and signal-plus-background hypotheses. In the absence of a significant deviation from the

background-only hypothesis, quantified in terms of the local p0 value, upper limits on the pro-

duction cross-section times branching ratio of the different benchmark models can be set using

the CLs method [157].

A test statistic, based on the profile-likelihood ratio [158], is used to test the compatibility of the

observed mJJ spectra with a given hypothesis and to extract the signal strength, µ, defined as a

scale factor on the cross-section times branching ratio predicted by the signal hypothesis. The

background-only hypothesis corresponds to µ = 0 and the signal-plus-background hypothesis

corresponds to µ = 1. Assuming that the search is performed in m bins in the invariant dijet

mass spectrum, which are statistically independent, the likelihood to observe ni events under

the assumption of the signal-plus-background hypothesis, is given by

L(µ) =

m∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi) , (7.6)

where si and bi are the expected signal and background events, respectively. The number of

expected signal events is evaluated based on MC simulations, assuming the cross-section of the

signal model. The number of expected background events in one particular mJJ bin is obtained

by integrating the function in Eq. 7.3 over the considered range. The effect of systematic uncer-
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tainties is taken into account through nuisance parameters, θ, in the likelihood function which

are constrained with a corresponding probability density function f(θ). Systematic uncertain-

ties that affect the shape of the invariant dijet mass are modelled by a Gaussian prior whereas

uncertainties affecting the normalisation of the mJJ spectrum are assumed to have a log-normal

probability density function. For instance, a systematic uncertainty of 2% on the pT scale is

modelled by a Gaussian probability density function with mean value of one and a standard

deviation of 0.02. To account for systematic uncertainties, the likelihood function is modified:

L(µ) =
m∏
i=1

(µsi + bi)
ni

ni!
e−(µsi+bi)

∏
k

fk(θk) . (7.7)

The test statistic t is then defined through the profile-likelihood ratio λ(µ):

tµ = −2 lnλ(µ) = −2 ln

L(µ,
ˆ̂
~θ(µ))

L(µ̂, ~̂θ)

 , (7.8)

where µ̂ and ~̂θ maximise the likelihood function and
ˆ̂
~θ(µ) maximises the likelihood function in

the numerator for a certain value of µ.

To quantify the compatibility of the data with the background-only model, the p0 value is

calculated from Eq. 7.8:

p0 =

∫ ∞
t0,obs

f(t0|0) dt0 , (7.9)

where t0,obs is the value of the test static observed from the data and f(t0|0) denotes the prob-

ability density function of the test statistic t0 under the assumption of the background-only

hypothesis. The local p0 value is defined as the probability of the background-only model to

produce a signal-like fluctuation at least as large as observed in the data. Taking into account

that an excess could occur anywhere in the invariant dijet mass range, a global p value of

1.3× 10−3, corresponding to a significance of 3σ, indicates the evidence of new physics whereas

a global p value of 2.9×10−7, corresponding to a significance of 5σ, is needed to claim a discovery

of a new particle.

To establish upper limits on the signal strength parameter, the agreement between the observed

data and the signal-plus-background hypothesis with a given µ is quantified by the p-value:

pµ =

∫ ∞
tµ,obs

f(tµ|µ) dtµ , (7.10)

with the probability density function f(tµ|µ) of the test statistic for a given µ. The test statistic

tµ is set to zero for µ > µ̂ to ensure that signals larger than expected are not considered

as evidence against a model. For pµ < α, the signal-plus-background hypothesis is excluded at
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1−α confidence level (CL). The disadvantage of using pµ is that if the number of observed events

is less than the number of predicted background events, the signal-plus-background hypothesis

could be excluded even though the experiment is not sensitive to the signal because of small

expected signal yields. To account for this effect, the Modified Frequentist confidence level CLs

was introduced:

CLs =
pµ

1− p0
.

The upper limits from CLs are weaker than the ones from pµ since CLs > pµ. As for pµ, the

signal-plus-background hypothesis is excluded at 95% confidence level if CLs < 0.05. For each

benchmark model and signal mass point, the signal strength corresponding to the 95% CL is

determined and then multiplied by the initial cross-section times branching ratio to determine

the upper limits.

To calculate the p-values, the probability density functions of the test statistic in Eq. 7.9 and

Eq. 7.11 need to be known. These distributions can be determined using MC simulation, however

a large number of pseudo-experiments is needed which is computationally expensive. Instead,

the asymptotic distribution of the test statistics, described in detail in Ref. [158], is used to

determine the upper limits on the cross-section times branching ratio. This approximation of

the profile-likelihood ratio becomes exact in the large sample limit. For the diboson resonance

search, a few mass points were tested to ensure that the upper cross-section limits and the

including uncertainty bands of the approximation are in good agreement with the exact results.

7.8 Summary

In this chapter, the common aspects of the 8 and 13 TeV diboson resonance searches in the

fully hadronic final state were presented. The final state is characterised by two large-radius

jets with high transverse momentum. The analysis thus searches for a resonant structure on

top of the smoothly falling invariant dijet mass spectrum of the background processes. To avoid

statistical limitations of the background MC samples in the high mass region, the background

is parameterised with a parametric function. A statistical analysis is used to either quantify an

excess or in the absence of a significant deviation to set limits on the production cross-section

times branching ratio with the CLs method. Systematic uncertainties, affecting the shape or

the normalisation of the mJJ distribution for different signal processes, are taking into account

as nuisance parameters in the statical analysis. The sources of systematic uncertainties consid-

ered in the Run-I and Run-II analyses and their magnitude are summarised in Tab. 7.2. In the

following, the differences between the 8 and 13 TeV analysis are highlighted.

For the Run-I analysis, jets are reconstructed with the C/A algorithm with a radius param-

eter of R = 1.2. The split-filtering algorithm with Rsub = 0.3 and ycut = 0.04 was used to
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Systematic uncertainty Run-I Run-II

Jet pT scale 2% 4%
Jet mass scale 3% 6%
Jet
√
y12 scale 2% —

Jet Dβ=1
2 scale — 4-5%

Jet pT resolution 20% 20%
Jet mass resolution 20% 20%
Jet
√
y12 resolution 20% —

Jet Dβ=1
2 resolution — 10%

ntrk < 30 20% 6%

Luminosity 2.8% 5%

Parton shower model 5% —
PDF 3.5% —

Table 7.2: Summary of the systematic uncertainties considered in the Run-I and Run-II analyses.

remove pile-up effects from the jet. To identify boosted vector bosons, jets are required to have

a mass within a 26 GeV wide window around the peak of the W/Z-jet mass distribution and

to have a momentum balance of
√
y12 ≥ 0.45 . Furthermore, the number of charged-particle

tracks, ghost-associated to the large-R jet, has to be less than 30. The signal efficiency of the

boson tagging criteria decreases with pT.

For the Run-II analysis, jets are reconstructed with the anti-kt algorithm with R = 1.0. The

trimming algorithm with Rsub = 0.2 and fcut = 5% was chosen as baseline grooming algorithm.

The boosted vector boson algorithm requires jets to have a mass within a 30 GeV wide window

around the mean of the W/Z-jet mass distribution and imposes a pT dependent criteria on the

Dβ=1
2 variable to achieve a constant signal efficiencies of 50% per jet. As for the Run-I analysis,

only jets with ntrk < 30 are selected.

Due to the smaller jet radius used in the Run-II analysis, the requirement on the transverse

momentum of the leading-pT jet could be reduced with respect to the Run-I analysis. In the

Run-II analysis, the leading-pT jet is required to fulfil pT > 450 GeV, whereas a threshold of

540 GeV was used in the Run-I analysis. This criterion is needed to select only events in the

region where the trigger is 99.9% efficient. The invariant mass range could furthermore be ex-

tended down to mJJ > 1000 GeV in the Run-II analysis as opposed to mJJ > 1050 GeV in the

Run-I analysis because of the lower transverse momentum threshold.

Events with leptons in the final state are vetoed in the fully hadronic diboson resonance search to

ensure that an orthogonal data sample to other diboson searches with leptons in the final state is

obtained. The different calibration schemes applied to leptons in Run-I with respect to Run-II

have thus only a negligible impact on the analysis and are therefore not further summarised

here.
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Chapter 8

Diboson Resonance Search at
√
s = 8 TeV

The results of the search for narrow resonances decaying into pairs of vector bosons (WW , WZ

and ZZ) using 20.3 fb−1 of pp collisions at
√
s = 8 TeV are presented in this chapter [87].

The background-only hypothesis, defined in Section 7.5, is fitted to the invariant dijet mass

spectra in the three different signal regions in Section 8.1 to search for an excess in data. A

possible narrow excess of data events over the background parameterisation could indicate the

presence of a BSM diboson resonance. In the absence of a significant excess, upper limits on the

production cross-section times branching ratio of the different benchmark models are set. The

statistical interpretation of the analysis is described in Section 8.2. To improve the sensitivity

to new diboson resonances, the results of the fully hadronic search are combined in Section 8.3

with other diboson resonance searches [159], where at least one vector boson decays into leptons.

The fully leptonic final state is only sensitive to low resonance masses whereas the semi-leptonic

searches also improve the sensitivity to diboson resonances with high masses (mJJ > 1 TeV).

8.1 Results

The background-only fits to the invariant dijet mass distributions for events passing the event

selection described Section 7.4 are shown in Fig. 8.1 for the three signal regions. Furthermore

the expected mJJ distributions for a RS graviton and a W ′ resonance with different masses are

displayed. The mJJ distributions are well-described by the background parameterisations over

the entire mass range explored, except for a slight excess of observed events over the background

model at the end of the accessible mass range in the 2012 data of about 2.0 TeV. A total of

425, 333 and 604 events are observed in the explored mass range in the WW , ZZ and WZ

signal region, respectively. Due to the size of the chosen mass window around the W boson and

Z boson mass, the three signal regions are not orthogonal and thus about 20% of the selected

events are shared among all three signal regions. The fraction of events selected by both the WZ

and WW selection are 49% whereas 43% of the events are common to the WZ and ZZ selection.

The compatibility of the data with the background-only model is quantified in terms of the local

p0 value, defined in Section 7.7, and is shown in Fig. 8.2 for the three signal regions. The largest

excess of events is observed in the WZ signal region in the mass range 1.95 < mJJ < 2.05 TeV,

where 2.08+0.39
−0.33 events are expected from the background model and eight events are observed
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Figure 8.1: Background-only fit to the invariant dijet mass (mJJ) distribution in
√
s = 8 TeV

data for boson-tagged jets in the three different signal regions: WW (top left), ZZ (top right)
andWZ (bottom). ThemJJ distribution in data is compared to the expected signal distributions
of a W ′ with mW ′ = 1.5, 2.0 or 2.5 TeV in the WZ signal region and a RS graviton with
mGRS = 1.5 or 2.0 TeV in the WW and ZZ signal region.
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Figure 8.2: The local p0 value and local significance for the WZ, WW and ZZ signal regions.

in data, corresponding to a local significance of 3.4σ. Taking into account that an excess can

occur anywhere in the explored mass range, the global significance of the discrepancy in the WZ

channel is 2.5σ. The smallest local p0 values for the WW and ZZ signal regions correspond to

a significance of 2.6σ and 2.9σ, respectively. The calculation of the local p0 values does not take

into account that the three signal regions are not independent whereas this effect is considered

in the calculation of the global significance.

8.1.1 Cross Checks

Many studies were performed to ensure that no systematic effect caused a shaping of the back-

ground in the high invariant dijet mass region to produce the excess of events observed around

mJJ = 2 TeV. A small selection of these cross-checks will be summarised here.

To assure that the events selected in the high mass region are not accumulated in one particular

region of the detector, which might suffer from dead modules or miscalibration, the pseudora-

pidity of the leading and subleading jet is depicted separately in Fig. 8.3 as a function of the

invariant dijet mass. All events that satisfy the boson tagging criteria of any of the three signal

regions are displayed. Furthermore it was shown that the event selection efficiency was stable

over the whole data-taking period and that events in the high mass region were not selected in

one particular run.

To exclude the possibility that one of the boson tagging criteria caused the distortion of the

invariant dijet mass spectrum, the mJJ distribution was analysed by varying the applied boson

tagging criteria. Two separate tests were performed to study the effects of the boson tagging
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Figure 8.3: Distribution of the pseudorapidity of the leading (left) and subleading (right) jet as
a function of the invariant dijet mass in a region in

√
s = 8 TeV data covering the three signal

regions.

criteria on the mJJ distributions in data: firstly one of the three boson tagging requirements was

removed and secondly only one boson tagging requirement was applied at a time. The resulting

invariant dijet mass spectra are shown in Fig. 8.4 for the three signal regions and compared to

the untagged mJJ distributions and to the distributions with all boson tagging requirements

applied. If either the criterion on the jet mass window or on
√
yf is removed, the invariant dijet

mass still follows a smoothly falling distribution. Only the combination of the mass window

and the
√
yf > 0.45 cut results in the excess of events around 2 TeV. If on the other hand, only

one boson tagging criterion is applied at a time, each of the mJJ spectra is a smoothly falling

distribution and none of the cuts produce a distortion in the spectrum.

Furthermore, the choice of jet reconstruction and grooming algorithm was considered as one pos-

sible source of creating a distortion in the invariant mass spectrum as the usage of substructure

techniques was never tested in this high mass region before and the MC statistics in this regime

was limited. However, at the time of the analysis, no other algorithm than the BDRS algorithm

was optimised to efficiently identify high-pT vector bosons. When using a non-optimal W/Z

identification algorithm, no significant excess was observed in the 8 TeV data. After Run-I, the

W/Z boson identification was re-optmised for 2015 analyses. A new algorithm was developed,

as described in Section 6.2, based on anti-kt R = 1.0 trimmed jets and with criteria on the jet

mass and the substructure variable Dβ=1
2 . Dedicated energy and mass calibrations were derived

for this algorithm at
√
s = 8 TeV to be able to analyse the 2012 data again with the new

vector boson identification algorithm. Apart from the change of jet collection, the leading jet

pT threshold was lowered to 450 GeV, allowing to select events with mJJ > 1.0 TeV instead of

mJJ > 1.05 TeV as for the default 8 TeV analysis. The resulting mJJ distributions for the three

signal regions (WW , WZ and ZZ) are depicted in Fig. 8.5 with and without the requirement

on ntrk. Comparing Fig. 8.5 with the results obtained with the BDRS algorithm in Fig. 8.1, it
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Figure 8.4: Effect on the invariant dijet mass spectrum in
√
s = 8 TeV data when varying the

boson tagging criteria in the WW (top), ZZ (middle) and WZ (bottom) signal region. Left: the
untagged mJJ distribution and the spectrum with all boson tagging criteria is compared to the
mJJ distributions with only one boson tagging requirement applied to each jet at a time. Right:
the untagged mJJ distribution and the spectrum with all boson tagging criteria is compared to
the mJJ distributions when one boson tagging requirement is removed.
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Figure 8.5: Background only-fit to the invariant dijet mass (mJJ) distribution in
√
s = 8 TeV

data for boson-tagged jets using the Run-II boson tagging algorithm described in Section 7.3.1
in the three channels WW (top), ZZ (middle) and WZ (bottom) without (left) and with (right)
the requirement ntrk < 30.
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8.2 Statistical Interpretation

can be seen that the Run-II tagging algorithm has a higher background suppression than the

algorithm used in Run-I. A slight excess of events can be observed for the WZ and ZZ selection

with the Run-II tagging algorithm, however the significance is significantly smaller than the one

obtained with the Run-I boson tagging algorithm.

8.2 Statistical Interpretation

Upper limits at 95% confidence level are set on the production cross-section times branching ratio

of the EGM W ′ benchmark model in the WZ channel and the RS graviton model in the WW

and ZZ channels, following the description of the CLs technique in Section 7.7. The expected

and observed upper limits on the cross-section times branching ratio of the two benchmark

models as a function of the resonance mass are shown in Fig. 8.6. Even though events are

selected with mJJ > 1.05 TeV, limits are only set for resonances masses greater than 1.3 TeV

to ensure that the invariant dijet mass distribution of the signal samples is fully contained in

the considered mass range. The excess of observed events in data around mJJ = 2 TeV results

in weaker observed upper limits than expected as opposed to most of the remaining mass range

in which the observed limits are more stringent than the expected limits. EGM W ′ → WZ

resonances with masses between 1.3 and 1.5 TeV are excluded at 95% confidence level, whereas

no exclusion was expected in the considered mass range. The analysis is not sensitive enough to

exclude gravitons in the RS bulk model with k/M̄Pl = 1.0 as the predicted cross-sections times

branching ratios are too low.

8.3 Combination with Other Diboson Resonance Searches

To improve the sensitivity to new diboson resonances and to provide more stringent constraints

on the production cross-section times branching ratio of the two considered benchmark models,

four diboson searches, differing in the final state, are combined. All analyses use the full 2012

dataset, corresponding to an integrated luminosity of 20.3 fb−1. In the search for charged dibo-

son resonances, W ′ →WZ, the `ν`′`′ [160], ``qq [88], `νqq [89] (` = e, µ) and the fully hadronic

final state [87] are considered whereas only the last three final states are considered in the search

for neutral RS gravitons decaying to WW or ZZ. The four different analyses are statistically

independent due to the orthogonal event selection but the correlation of the systematic uncer-

tainties in the different channels are considered in the statistical interpretation. The results are

interpreted using the statistical techniques described in Section 7.7. To optimise the sensitivity

to new diboson resonances over the full mass range, the `ν`′`′, ``qq, `νqq searches define dif-

ferent signal regions with optimised selection criteria, referred to as low-pT resolved (low mass)

and high-pT resolved (high mass). For the ``qq and `νqq analyses an additional high-pT merged

signal region is defined in which the hadronic decay of the vector boson is reconstructed as one

large-R jet as opposed to the resolved regions in which two small-R jets with a radius parame-

ter of 0.4 are used to reconstruct the vector boson. The background in the diboson resonance
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Figure 8.6: The 95% CL upper limits on the cross-section times branching ratio of the RS
graviton model in the WW (top left) and ZZ (top right) signal region and on the EGM W ′

model (bottom) in the WZ signal region. The green and yellow bands represent the 1σ and 2σ
interval of the expected limit, respectively and the red line displays the predicted cross-section
of the considered models.

searches with at least one leptonically decaying vector boson is estimated from MC simulation

but in the case of the ``qq and `νqq analyses, control regions in data are used to correct the

normalisation and shape of the dominating Z+jets and W/Z+jets background, respectively.

The acceptance times efficiency of the analyses contributing to the search for neutral and charged

diboson resonance are shown in Fig. 8.7 as a function of the resonance mass. In the search for

a charged diboson resonance W ′, the `νqq analysis has the highest acceptance times efficiency

for resonance masses below 1.3 TeV, whereas for mW ′ > 1.3 TeV, the fully hadronic search has

the best sensitivity. In the search for GRS →WW , the `νqq analysis has the highest acceptance

times efficiency over the full considered mass range. The combined acceptance times efficiency is

up to 11% for the GRS → ZZ search, and up to 17% for the GRS →WW and W ′ →WZ search.

The p0 value, obtained in the search for the GRS and EGM W ′ are shown separately in Fig. 8.8
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8.3 Combination with Other Diboson Resonance Searches

 [GeV]
G*

m

500 1000 1500 2000 2500

W
W

 o
r 

Z
Z

)
→

 E
ff
ic

ie
n
c
y
 (

G
*

×
A

c
c
e
p
ta

n
c
e
 

0

0.05

0.1

0.15

0.2

0.25

0.3

WW→Total G*

qqνl→WW

JJ→WW

ZZ→Total G*

llqq→ZZ

JJ→ZZ

ATLAS Simulation

=8 TeVs

 [GeV]W’m

500 1000 1500 2000 2500

W
Z

)
→

 E
ff
ic

ie
n
c
y
 (

W
’

×
A

c
c
e
p
ta

n
c
e
 

0

0.05

0.1

0.15

0.2

0.25

0.3

WZ→Total W’

JJ→WZ

qqνl→WZ

llqq→WZ

llνl→WZ

ATLAS Simulation

=8 TeVs

Figure 8.7: Signal acceptance times efficiency as a function of the resonance mass for the RS
graviton (left) and EGM W ′ (right) model for the different analyses used for the combination.
The error bands represent the statistical and systematic uncertainty.

as a function of the resonance mass for the individual analysis as well as for the combined di-

boson resonance search. The smallest local p0 value is observed in the search for the EGM W ′

at a mass of mW ′ = 2.0 TeV, corresponding to a significance of 2.5σ, compared to a significance

of 3.4σ that was obtained in the fully hadronic search. The significance at mW ′ = 2.0 TeV

decreased for the combination as the data is well-described by the MC background prediction

in the other diboson resonance searches.

The 95% CL upper limits on the production cross-section times branching ratio of the RS

graviton model in the WW and ZZ channel are shown in Fig. 8.9 for the individual channels

as well as the combined diboson resonance search. The combined upper cross-section limit is

furthermore compared to the theoretical predictions of the graviton model in Fig. 8.9. The

combined diboson resonance search excludes gravitons with masses below 810 GeV at 95% CL

in a model with k/M̄Pl = 1.0, where a lower limit of 790 GeV was expected. The combination

thus exceeds the lower mass limit of the most stringent individual analysis in the `νqq final state

by 50 GeV.

The 95% CL upper limits on the production cross-section times branching ratio of the individual

channels contributing to the W ′ → WZ search as predicted in the EGM benchmark model are

compared to the combined diboson resonance search in Fig. 8.10. Furthermore the comparison

of the upper cross-section limit of the combined search to the theoretical prediction is shown. In

the WZ channel, the combined search excludes EGM W ′ with masses below 1.81 TeV at 95%

CL, with an expected limit of 1.81 TeV. The combination of the different diboson resonance

searches enabled to expand the conclusion of W ′ masses, compared to the `νqq analysis which

set the most stringent individual lower mass limit of 1.59 TeV.
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Figure 8.9: The expected and observed upper limits on the cross-section times branching ratio
of the RS graviton model at 95% CL for the individual ``qq, `νqq and qqqq channels and their
combination (left), and the comparison of the theory prediction to the 95% CL upper cross-
section limits of the combined search (right). The green and yellow bands on the right represent
the 1σ and 2σ interval of the expected limit, respectively and the blue line displays the predicted
cross-section of the graviton model.
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Figure 8.10: The expected and observed upper limits on the cross-section times branching ratio
of the EGM W ′ model at 95% CL for the individual `ν``, ``qq, `νqq and qqqq channels and
their combination (left), and the comparison of the theory prediction to the 95% CL upper
cross-section limits of the combined search (right). The green and yellow bands on the right
represent the 1σ and 2σ interval of the expected limit, respectively and the blue line displays
the predicted cross-section of the EGM model.

The CMS Collaboration published a similar analysis in the fully hadronic final state [161] at
√
s = 8 TeV with comparable sensitivity to the ATLAS analysis. Jets are reconstructed with

the C/A algorithm and a radius parameter of R = 0.8. The pruning algorithm was used to

remove pile-up contributions and criteria on the jet mass and the N -subjettiness variable τ21

are imposed to identify boosted hadronically decaying W and Z bosons. The largest deviation

from the background model was found in the GRS →WW selection at a mass of 1.9 TeV with a

local significance of 1.3σ. In the absence of a significant deviation from the background hypoth-

esis, the CMS Collaboration excluded Randall-Sundrum gravitons in a model with k/M̄Pl = 0.1

decaying into WW for masses up to to 1.2 TeV at 95% CL. Furthermore, W ′ bosons decaying

into WZ are excluded at 95% CL for masses below 1.7 TeV.
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Chapter 9

Diboson Resonance Search at
√
s = 13 TeV

After the observation of an excess of events over the background prediction with a global sig-

nificance of 2.5σ in the diboson resonance search at 8 TeV, it is of utmost importance to repeat

the analysis with the first collected data at
√
s = 13 TeV to either enhance the significance of

the excess or to verify that the excess was only a statistical fluctuation. The excess occurred

at an invariant dijet mass of 2.0 TeV which was at the edge of the region that was statistically

accessible in the 8 TeV analysis. Due to the increase of parton luminosity from 8 to 13 TeV,

new resonances with high masses, initiated by gg, qg or qq̄ production, are produced more abun-

dantly. For instance, 3 fb−1 of 13 TeV data are needed to achieve the same sensitivity as with

the 8 TeV dataset for a qq̄ initiated production of a new particle with a mass of 2000 GeV.

This chapter is organised as follows. The results of the search for resonances decaying into pairs

of vector bosons, using 3.2 fb−1 of pp collisions at
√
s = 13 TeV [162] is presented in Section 9.1

and their statistical interpretation is discussed in Section 9.2. Furthermore, the combination

with other diboson resonance searches [163] is presented in Section 9.3.

9.1 Results

The background-only fits to the invariant dijet mass distribution for events passing the event

selection described Section 7.4 are shown in Fig. 9.1 for the WW , ZZ and WZ signal regions.

The mJJ distributions are well-described by the background parameterisations over the entire

mass range explored, 1.0 < mJJ < 2.5 TeV, and no significant deviations are observed. The

background-only fit yields a χ2 over the degrees of freedom of 2.0/6 for the WW selection, 2.8/5

for the ZZ selection and 4.9/6 for the WZ selection. The analysis is restricted to mJJ < 2.5 TeV

due to limitations in the jet mass calibration procedure, however no events are observed beyond

2.5 TeV in any of the signal regions. A total of 95, 77 and 128 events are observed in the

WW , ZZ and WZ signal region, respectively. Due to the overlapping size of the mass window

around the W boson and Z boson mass, 38 events are shared among all channels. Among these

38 events is the event with the highest invariant dijet mass of mJJ = 2170 GeV. The fraction

of events selected by both the WZ and WW selection are 60% whereas 56% of the events are

common to the WZ and ZZ selection
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Figure 9.1: Background-only fit to the invariant dijet mass (mJJ) distribution in
√
s = 13 TeV

data for boson-tagged jets in the three different signal regions: WW (top left), ZZ (top right)
and WZ (bottom).

An event display of an event with mJJ = 1275 GeV, passing the WW , ZZ and WZ selec-

tion, is shown in Fig. 9.2. Both jets are balanced in pT, with a leading jet pT of 578 GeV and

the subleading jet with pT = 564 GeV. The masses of both jets are close to the Z boson and

W boson mass with m = 91.4 GeV and m = 81.7 GeV for the leading and subleading jet, re-

spectively. Furthermore, a display of an event with an invariant dijet mass of mJJ = 1760 GeV

is depicted in Fig. 9.3. The leading jet has pT = 769 GeV and a mass of 72.6 GeV and the

subleading jet is selected with pT = 778 GeV and m = 69.4 GeV. Due to the relatively low jet

masses compared to the mass of the Z boson, the jets do not fall in the 15 GeV mass window

around the Z boson mass and therefore the event passes only the WW selection. Two dense

cores of energy deposits, approximately balanced in pT, are discernible within the large radius

of the leading and subleading jet as expected from the hadronic decay of a vector boson.

As for the Run-I analysis, the effect of the different boson tagging criteria on the invariant dijet

mass spectrum was studied in data to ensure that no requirement causes a distortion of the mJJ
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9.1 Results

Figure 9.2: Event display of an event passing the WW , ZZ and WZ boson tagging requirements
with an invariant dijet mass of mJJ = 1275 GeV. The leading jet (red cone) has pT = 578 GeV
and a mass of 91.4 GeV and the subleading jet (green cone) has pT = 564 GeV and m = 81.7 GeV.
The top (bottom) left panel shows the transverse (longitudinal) view of the ATLAS detector.
The bottom right panel shows the deposited energy in the calorimeter in the η × φ space while
the coloured points in the top middle panel represent the reconstructed hard-scatter and pile-up
vertices in the event. Charged-particle tracks in the Inner Detector are displayed as grey lines
and energy deposits in the calorimeters are displayed in yellow.
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Figure 9.3: Event display of an event passing the WW boson tagging requirements with an
invariant dijet mass of mJJ = 1760 GeV. The leading jet (red cone) has pT = 769 GeV and a
mass of 72.6 GeV and the subleading jet (green cone) has pT = 778 GeV and m = 69.4 GeV.
The top (bottom) left panel shows the transverse (longitudinal) view of the ATLAS detector.
The bottom right panel shows the deposited energy in the calorimeter in the η × φ space while
the coloured points in the top middle panel represent the reconstructed hard-scatter and pile-up
vertices in the event. Charged-particle tracks in the Inner Detector are displayed as grey lines
and energy deposits in the calorimeters are displayed in yellow.
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spectra. The invariant dijet mass spectra after removing one boson tagging requirement and

with only one boson tagging requirement applied are shown in Fig. 9.4 for the three signal regions

and are compared to the untagged mJJ distributions and to the distributions with all boson

tagging requirements applied. In the case where only one boson tagging criteria is applied at a

time, the invariant dijet mass distribution is smoothly falling without any distortions and the

requirement on the jet mass window results in the largest suppression of the QCD background.

On the other hand, if one boson tagging criteria is removed, the mJJ distribution exhibits small

deviations from the smoothly falling background model at high invariant dijet masses around

1.9 TeV, especially visible for the distributions without the ntrk requirement in the ZZ and WZ

channel. However, these deviations from the background-only hypothesis are not statistically

significant.

The analysis at
√
s = 13 TeV was also performed with the boson tagging algorithm used in

the Run-I search for which dedicated energy and mass calibrations were derived. As it can be

seen in Fig. 7.15, the Run-I tagger has a lower background suppression at low invariant dijet

masses, however in the high mJJ region, the background suppression is approximately the same

for the Run-I and Run-II tagger. Even though the background suppression is about the same in

the high mJJ region for both taggers, this cross check was performed to ensure that the Run-II

tagger does not suppress a possible signal that would be selected by a different boson tagging

algorithm. The background-only fits to the invariant dijet mass distribution obtained with the

Run-I tagger are shown in Fig. 9.5 for the three signal regions. A total of 259, 199 and 470

events are selected in the WW , ZZ and WZ signal region, respectively. As for the Run-II tag-

ger, the mJJ distribution in data, obtained with the Run-I tagger, is in good agreement with the

fitted background parameterisation. The largest deviation from background parameterisation is

observed in the ZZ selection at a mass of 1.9 TeV, where one event is observed in data, however

this deviation is not statistically significant.

9.2 Statistical Interpretation

Given that there are no significant deviations from the background-only hypothesis, upper lim-

its are set on the production cross-section times branching ratio of the HVT benchmark model

in the WZ and WW selection and the RS graviton model in the WW and ZZ channel. The

statistical interpretation of the results follows the description in Section 7.7 and upper limits

are set at 95% CL with the CLs method.

The expected and observed upper limits on the cross-section times branching ratio of the HVT

benchmark model in the WW and WZ selection are shown in Fig. 9.6 as a function of the res-

onance mass. The observed limits on the HVT W ′ and Z ′ model are weaker than the expected

limits for mW ′ > 1.7 TeV and mZ′ > 1.9 TeV, respectively, because of the three observed events

with mJJ > 1.9 TeV. The HVT W ′ model can be excluded at 95% CL for W ′ masses between

1.38 and 1.6 TeV.
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Figure 9.4: Effect on the invariant dijet mass spectrum in
√
s = 13 TeV data when varying the

boson tagging criteria in the WW (top), ZZ (middle) and WZ (bottom) signal region. Left: the
untagged mJJ distribution and the spectrum with all boson tagging criteria is compared to the
mJJ distributions with only one boson tagging requirement applied to each jet at a time. Right:
the untagged mJJ distribution and the spectrum with all boson tagging criteria is compared to
the mJJ distributions when one boson tagging requirement is removed.
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Figure 9.5: Background-only fit to the invariant dijet mass (mJJ) distribution in
√
s = 13 TeV

data for boson-tagged jets using the Run-I tagging algorithm in the three different signal regions:
WW (top left), ZZ (top right) and WZ (bottom).

For the RS graviton, the expected and observed 95% CL upper limits on the cross-section times

branching ratio are displayed in Fig. 9.7 as a function of the resonance mass for the WW and

ZZ selection. The expected and observed limits on σ(pp→ GRS +X)× BR(GRS → WW ) are

in good agreement up to mGRS
masses of 1.8 TeV and for higher masses, the observed limits are

weaker than the expected limits. As for the Run-I analysis, no graviton masses can be excluded

for the RS bulk model with k/M̄Pl = 1.0.

The Run-II analysis is not sensitive enough to exclude the excess of events observed at an

invariant dijet mass of 2 TeV in the Run-I analysis. More statistics is needed to conclude on the

observed excess. The combination of the fully hadronic diboson resonance search with analyses

in the semi-leptonic final state will however exceed the sensitivity of the 8 TeV analysis especially

at high resonance masses.
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Figure 9.6: The 95% CL upper limits on the cross-section times branching ratio of the HVT
model in the WW (left) and WZ (right). The green and yellow bands represent the 1σ and 2σ
interval of the expected limit, respectively and the red line displays the predicted cross-section
of the considered models.
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9.3 Combination with Other Diboson Resonance Searches

The results, presented in this chapter, are combined with three other analyses that search for

diboson resonances in the semi-leptonic final state: ννqq [143], `νqq [141] and ``qq [142]. The

analyses are statistically independent due to the chosen event selection criteria. All analyses

use the dataset collected in 2015, corresponding to an integrated luminosity of 3.2 fb−1. Two

benchmark models are considered: a simplified model predicting the existence of a heavy vector

boson triplet and a bulk RS graviton model. They are used to search for a narrow resonance

in data on top of the background prediction in either the invariant mass spectrum for the `νqq,

``qq and fully hadronic analysis or the transverse mass spectrum for the ννqq analysis. The con-

sidered mass range was extended with respect to the results presented in Section 9.1 due to the

availability of data-driven systematic uncertainties as described in Section 5.2.4. The combined

search for diboson resonances thus covers the range from 500 GeV up to 3000 GeV, in which

the fully hadronic search contributes between 1.2 and 3.0 TeV. An upper limit of 3.0 TeV was

chosen for the diboson combination because of the lack of Monte Carlo simulations of boosted

vector bosons with pT > 2.0 TeV.

The acceptance times efficiency of the analyses contributing to the search for the RS gravi-

ton and the HVT model are shown in Fig. 9.8 as a function of the resonance mass. For RS

graviton masses below 1.3 TeV, the ννqq final state has the highest sensitivity whereas for

mGRS
> 1.3 TeV, the `νqq final state has the highest acceptance times efficiency. By including

the fully hadronic diboson resonance search at mGRS
= 1.2 TeV, the combined acceptance times

efficiency increases from 16% to 22%. In the search for HVT → WW/WZ, the `νqq final state

has the highest acceptance times efficiency over the full considered mass range, however the

sensitivity of the fully hadronic search is approximately the same for mW ′/Z′ > 1.2 TeV. The

combined acceptance times efficiency for W ′/Z ′ is up to 19% in the high mass region.

For all analyses contributing to the combination, the data is in very good agreement with

the background prediction and no significant deviations are observed. The results are therefore

used to set upper limits on the production cross-section times branching ratio of the two bench-

mark models, following the statistical analysis in Section 7.7. The dominating backgrounds in

the semi-leptonic diboson resonance search are the production of Z+jets, W+jets and tt̄ events

whose modelling is constrained in dedicated control regions in data. These control regions are

included in the combined profile likelihood fit to constrain the normalisation of the Z+jets,

W+jets and tt̄ background processes in the signal regions. The 95% CL upper limits on the pro-

duction cross-section times branching ratio of the RS graviton model and the HVT benchmark

model are depicted in Fig. 9.9 for the combined diboson resonance search and compared to the

theoretical prediction. The combined diboson resonance search excludes RS gravitons, decaying

into WW or ZZ, with masses below 1100 GeV at 95% CL in a model with k/M̄Pl = 1.0. In

the WW or WZ channel, the combined search excludes heavy vector triplets (gV = 3) with
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Figure 9.8: Signal acceptance times efficiency as a function of the resonance mass for the
RS graviton (left) and HVT W ′ and Z ′ (right) model for the different analyses used for the
combination. The error bands represent the statistical and systematic uncertainty.
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masses below 2.6 TeV at 95% CL. Furthermore, upper cross-section limits are set on the HVT

model A with gV = 1 and masses below 2.45 TeV are excluded. This model was chosen due to

its similarities with the EGM W ′ model, used in the Run-I analyses, but does not exhibit the

low mass tails of the EGM W ′ model. The mass limits obtained with 3.2 fb−1 of pp collisions

at
√
s = 13 TeV exceed the limits obtained in the Run-I combination significantly. The cross-

section limits for three different resonance masses (1.2, 2.0 and 3.0 TeV) are also interpreted in

terms of exclusion contours in the HVT parameter space (g2cF /gV , gV cH) as shown in Fig. 9.10.

For instance, if the parameters (g2cF /gV , gV cH) of a certain model, lie outside the contours of

the 3.0 TeV resonance mass but inside the grey ellipse, then a new heavy vector triplet with

masses below 3.0 TeV is excluded at 95% CL for this specific model.
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9.4 Improvements for Future Diboson Resonance Searches

In the summer of 2016, the fully hadronic diboson resonance search was performed with a dataset

corresponding to 15.5 fb−1 of pp collisions collected at
√
s = 13 TeV between August 2015 and

July 2016 [164]. The obtained limits on the HVT model significantly extend the previous limits

obtained with the 2015 dataset. Z ′ (W ′) bosons, predicted in the heavy vector triplet model

A, are excluded with masses in the range 1.2 − 1.8 TeV (1.2 − 1.9 TeV) at 95% CL, with an

expected mass range exclusion of 1.2− 1.9 TeV (1.2− 2.3 TeV).

Until the next scheduled extended break in the LHC data-taking program at the end of 2018, the

LHC is expected to collect data corresponding to a total integrated luminosity of about 100 fb−1

which will allow for a significant extension of the mass reach of the fully hadronic diboson res-

onance search. However the analysis cannot only enhance its sensitivity to new resonances by

using larger datasets but also by improving the identification of boosted W and Z bosons.

The importance of using information from the Inner Detector for the reconstruction of jets with

pT > 1500 GeV, which will be frequently produced in the next years, was already highlighted in

Section 6.3. Track-assisted calculations of the jet mass and substructure variables will not only

increase the discrimination of QCD-jets from W/Z-jets but also enable to distinguish W -jets

from Z-jets due to the improvement in the jet mass resolution.

To increase the sensitivity to diboson resonances with masses in the tail of the invariant dijet

mass spectrum, where only a small number of background events is expected (. 5), new working

points with higher W/Z signal identification efficiencies (≈ 80%) could be introduced. These

working points with high signal efficiencies would allow for the selection of almost all signal

events in the high invariant dijet mass region which are produced at very low rates.

For the optimisation of the algorithm to identify boosted hadronically vector bosons, only lon-

gitudinal polarised W and Z bosons were used. However, vector bosons from the decay of a

new resonance can also produced with transverse polarisation. As the polarisation of the W/Z

boson affects the substructure variables, the derived algorithms are not ideal for the identifica-

tion of transversely polarised W/Z bosons. Therefore, dedicated algorithms could improve the

sensitivity to resonances with transversely polarised vector bosons in the final state.

The combination of the improvements mentioned above together with the large incoming dataset

are set to significantly advance the sensitivity to new resonances decaying to vector bosons.
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Chapter 10

Conclusions

Two main topics were discussed in this thesis: the optimisation of an algorithm to identify

boosted hadronically decaying vector bosons and the application thereof to the search for dibo-

son resonances.

Because of the high centre-of-mass energy at the LHC, vector bosons are often produced with

a transverse momentum much larger than their mass, resulting in a collimation of their decay

products. Innovative approaches were needed to successfully reconstruct boosted hadronically

decaying vector bosons at the LHC and their performance was extensively studied in MC simu-

lation and data at 8 and 13 TeV in the context of this thesis. Three main ingredients are needed

to effectively identify vector bosons: a grooming algorithm to mitigate the influence of pile-up

effects on the large-radius jet, a requirement on the jet mass and the imposition of criteria on

substructure variables to discriminate a W/Z-jet from a QCD-jet. Various combinations of jet

grooming algorithms and substructure variables have been studied and their performance was

evaluated in terms of the multi-jet background rejection for fixed signal efficiencies. Jets recon-

structed with the anti-kt algorithm (R = 1.0) and trimmed with fcut = 5% and Rsub = 0.2 were

found to perform particularly well in combination with a mass window requirement and a cut

on the energy correlation variable Dβ=1
2 . For a W -jet signal efficiency of 50%, background effi-

ciencies of about 2% were found in data which are in good agreement with the MC predictions

within the uncertainties. To be able to use the algorithm to identify boosted W and Z bosons in

an analysis, MC-based energy and mass calibrations were derived and systematic uncertainties

on the jet energy, mass and Dβ=1
2 scale were determined using in-situ techniques.

Two searches for narrow resonances decaying into pairs of vector bosons (WW , WZ and ZZ)

were presented based on datasets corresponding to an integrated luminosity of 20.3 fb−1 and

3.2 fb−1 of proton-proton collisions, collected with the ATLAS detector at centre-of-mass ener-

gies of 8 TeV and 13 TeV respectively. The hadronic decay of both vector bosons was studied due

to its large branching ratio and the final state is thus characterised by two large-radius jets that

are compatible with boosted W and Z bosons. The analysis searches for a resonant structure in

the invariant dijet mass on top of the smoothly falling background distribution. The background

is estimated from a fit to the invariant dijet mass in data. An excess of events was observed in
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all three signal regions for an invariant dijet mass of 2 TeV in the 8 TeV analysis. The largest

deviation was observed in the WZ channel corresponding to a global significance of 2.5σ. The

analysis was repeated using the data recorded in 2015 and no significant deviations from the

background hypothesis were found. The results obtained at 8 and 13 TeV were interpreted in

terms of exclusion limits at 95% CL on the production cross-section times branching ratio for

three different benchmark models: a bulk Randall-Sundrum model, an extended gauge model

and a heavy vector triplet model. W ′ bosons with couplings as predicted by the extended gauge

model are excluded at 95% CL for masses between 1.3 and 1.5 TeV using the 8 TeV data. The

13 TeV data was used to exclude W ′ bosons, predicted in the heavy vector triplet model A, in

the mass range from 1.38 to 1.6 TeV. The fully hadronic diboson searches were not sensitive

enough to exclude RS gravitons with in models with k/M̄Pl = 1.0.
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Appendix A

Definition of Substructure Variables

Angularity

The angularity [165] examines the energy flow within the large-R jet and is defined as

a3 =
1

M

∑
i

Ei sinα
(
πθi
2R

)[
1− cos

(
πθi
2R

)]1−α
(A.1)

where the sum runs over the constituents i of the jet and θi is the angle between the constituent

i and the jet-axis. The parameter α can be chosen such that either more or less weight is given

to constituents at the edge of the cone of the jet with respect to the ones close to the jet-axis. In

Reference [165], α = −2 was used. The angularity distribution for W -jets peaks at small values

close to zero and falls off sharply whereas the peak for QCD-jets is slight shifted to higher values

and exhibits much longer tails than the W -jet distribution.

Aplanarity and Sphericity

Two variables, the aplanarity A and sphericity S are defined from the eigenvalues λ1, λ2, λ3 of

the sphericity tensor [166]:

Sα,β =

∑
i p
α
i p

β
i∑

i |~pi|2
. (A.2)

The sphericity tensor is calculated from the momenta of the constituents ~pi where α and β refer

to the x, y and z component of the momentum. The eigenvalues are ordered, λ1 ≥ λ2 ≥ λ3, and

normalised λ1 + λ2 + λ3 = 1. The aplanarity is then defined as

A =
3λ3

2
, (A.3)

and the sphericity can be calculated as follows:

S =
3

2
(λ2 + λ3) . (A.4)

The aplanarity and sphericity are restricted to 0 < A < 0.5 and 0 < S < 1.0 respectively.

For W -jets, the aplanarity and sphericity distributions peak at values close to zero whereas a

value of one corresponds to an isotropic distribution of the energy of the clusters within the
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jet. As for the angularity, the peak of the QCD-jet distributions are shifted and exhibit tails in

the direction of an isotropic energy distribution. Both the angularity and sphericity have been

used in the cross-section measurement of boosted vector bosons at
√
s = 7 TeV by the ATLAS

Collaboration [167].

Dipolarity

The dipolarity D [168] was introduced to identify boosted hadronically decaying top quarks.

It can also be used to discriminate between W -jets and QCD-jets by exploring the colour flow

within the jet. For a colour singlet as the W boson, most of the radiation of the two quarks will

be clustered between the two subjets compared to QCD-jets with soft and wide-angled radiation

patterns. The bipolarity is defined as

D =
1

∆R2
12

∑
i

pTi

pTJ
R2
i (A.5)

where ∆R12 is the angular separation of the two subjets and the sum runs over the constituents

of the jet. For a QCD-jet, the dipolarity will be large because of the wide-angle radiation

controlled by Ri in Equation A.5 whereas W -jets have a small dipolarity.

Fox-Wolfram Moments

The Fox-Wolfram Moments [169–171] have previously been used to explore the geometrical

structure of QCD events. However it has been shown that the ratio of the second to zeroth

Fox-Wolfram moment RFW
2 can be used to identify the two-prong structure of W boson decays

in the centre-of-mass frame:

RFW
2 =

∑
i

∑
j=i+1 |~pi||~pj |(3 cos2(θij)− 1)

2 · (
∑

iEi)
2

. (A.6)

The two sums run over the constituents of the large-R jet and θij is the angle between two

constituents i and j. For a W boson in the rest frame, the two subjets are expected to be

back-to-back resulting in RFW
2 ≈ 1 compared to RFW

2 ≈ 0 for QCD-jets.

Planar Flow

The planar flow P [165] measures how the energy of the jet’s constituents is distributed with

respect to the jet axis. The two dimensional matrix Ijk is defined

Ijk =
1

M

∑
i

pi,jpi,k
Ei

(A.7)

that described the momentum correlation of the constituents. M is the mass of the large-R

jet and the sum runs over the constituents of the jet with pi,j being the jth component of the
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transverse momentum of the ith constituent. The planar flow can then be calculated from the

momentum correlation matrix:

P = 4× det(I)/tr(I)2 . (A.8)

For an isotropic distribution of the jet energy as dominantly for QCD-jets, a planar flow close to

one is expected whereas for the two-prong decay of a W boson, the planar flow tends to values

close to zero.

Volatility

The purpose of jet reclustering algorithms is to invert the parton showering process and to

combine the 4-vector of particles or pseudo-jets into one final state jet. The clustering of the final

state particles is however not unique such that one jet can be reclustered in many different ways.

The set of jets produced in the many different clustering choices for one single jet are referred

to as Q-jets [172]. For each of the clustering choices a unique observable can be calculated.

Therefore, an observable, e.g. the mass of a jet is not given by a single value anymore but

characterised by a distribution. To improve the discrimination of W -jets from QCD-jets, the

width of the mass distribution for an individual jet, the so-called volatility νQJets can be used:

νQJets =

√
〈m2〉 − 〈m〉2
〈m〉

, (A.9)

The mass distribution is much wider for QCD-jets compared to W -jets due to their intrinsic mass

scale. The Q-jet algorithm has been studied in the ATLAS Collaboration and shown to have

better background rejection than the N -subjettiness τ21 for high W tagging efficiencies [173].

Soft Drop Variable

The soft-drop algorithm [85] is a generalisation of the modified mass drop tagger [80] which takes

any given large-R jet as input and removes wide-angle and soft radiation from the jet. In the

first step, the jet is reclustered with the C/A algorithm and afterwards declustered following the

branch of the highest pT. At each step of the clustering history, the softer proto-jet is removed

unless the following condition is fulfilled:

min(pT1, pT2)

pT1 + pT2
> zcut ×

(
∆R12

R0

)β
, (A.10)

where R0 is the radius parameter of the initial jet algorithm, ∆R12 the angular distance of the

two proto-jets and pT1, pT2 their transverse momenta. Nine different values have been studied

for the zcut parameter ranging from 4% to 20% and three for β: −1.0, −0.75, and −0.5.

To define the soft-drop-level variable LSD, the algorithm starts with zcut = 4%. If the require-

ment in Equation A.10 is not fulfilled, the algorithm proceeds to the next step in the jet’s

clustering history. In case the condition is not satisfied at any point of the algorithm, LSD
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LSD 1 2 3 4 5 6 7 8 9

zcut 4% 6% 8% 10% 12% 14% 16% 18% 20%

Table A.1: The soft-drop level variable LSD corresponding to the highest zcut value that are
fulfilled in the soft-drop algorithm.

is defined as zero and otherwise LSD = 1. The algorithm then further tests if the condition in

Equation A.10 is also fulfilled for larger zcut values and assigns LSD variables to it as indicated in

Table A.1. The resulting soft-drop-level is thus discrete but could be also defined as continuous

variable if not only concrete zcut values would be explored.

Splitting Scales

For jets reclustered with the kt algorithm, the kt splitting scale
√
d12 [70] is defined at the last

step of the reclustering where two proto-jets are clustered into the large-R jet:√
d12 = min(pT1, pT2)×∆R12 . (A.11)

∆R12 is the distance in the η-φ plane of the two proto-jets at the last step of the reclustering

and pT1 and pT2 their transverse momenta. The splitting scale variable is the square root of

the distance measure in Equation 4.3 multiplied by the jet radius. As the kt algorithm is used

for the reclustering, the two hardest proto-jets are combined last and thus the pT1 and pT2 are

expected to be relatively symmetric for W -jets and thus
√
d12 ≈ mjet/2. On the other hand,

the splitting of QCD-jets is asymmetric and results in a steeply falling spectrum.

Thrust Minor and Thrust Major

The thrust axis ~n [170] is defined as the normalised axis that maximises the following equation:

T = max

∑
i |~pi · ~n|∑
i |~pi|

, (A.12)

where the sum runs over the constituents of the jet. Two further variables, thrust major and

thrust minor [170] can be constructed:

Tmaj = max

∑
i |~pi · ~n1|∑
i |~pi|

, (A.13a)

Tmin =

∑
i |~pi · ~n2|∑
i |~pi|

. (A.13b)

The normalised axes ~n1 and ~n2 are perpendicular to the thrust axis and to each other. For the

thrust minor variable, values of Tmin → 0 correspond to jets where the energy is aligned along

the jet direction compared to an isotropic energy distribution with Tmin → 1. Therefore W -jets
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tend to have smaller thrust minor values compared to QCD-jets.

z Variable

The z12 variable [174] was introduced to identify boosted top quarks but can also be used for W

boson identification. The variable uses the differences in the early shower history because the

first splitting for a QCD-jet is expected to be soft whereas the splitting of a top jet or W -jet

splitting should be hard as the subjets are revealed. Based on the definition of the kt splitting

scale, the z12 variable is modified as follows:

z12 =
d12

d12 +M2
. (A.14)
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Appendix B

Prospect Studies for the Vector Boson

Associated Higgs Boson Production for the

High-luminosity LHC

The measurements of the decay into boson pairs (γγ, WW, ZZ) of the new particle discovered

by the ATLAS and CMS Collaborations in 2012 have shown that it is compatible with the

predictions of the Standard Model Higgs boson [12, 13]. On the other hand, only evidences for

the direct Higgs decay into fermions were found so far [175, 176] and the Yukawa coupling of

the Higgs boson to fermions remains to be thoroughly studied. The precise measurements of the

Higgs sector to understand the electroweak symmetry breaking mechanism are thus a priority

in the running of the LHC and the planned high-luminosity (HL) upgrade of the LHC.

During the long shutdown (LS) 2 in 2018, the injector chain and the LHC will be upgraded to

deliver an increased peak luminosity of about 2× 1034 cm−2s−1 at
√
s = 14 TeV [177]. Approx-

imately 300 fb−1 of pp collision data with an average of 60 interactions per bunch cross-section

are expected to be collected by 2022, the start of the LS3. In LS3, the LHC will be upgraded to

the HL-LHC to a new design luminosity of 1035 cm−2s−1 [177]. To achieve this goal, the beam

will constitute of more populated and denser bunches and the beam size at the collision point

will be reduced. Furthermore, the detectors will undergo major changes to cope with the high

radiation dose close to the interaction points and the much higher data rate that needs to be

recorded. Starting from 2024, the HL-LHC is expected to deliver an integrated luminosity of

about 250 − 300 fb−1 per year with 〈µ〉 = 140, resulting in a total dataset of about 3000 fb−1

by 2035.

The large dataset, expected to be collected during the running of the HL-LHC, does not only

allow for the measurement of rare decays of the Higgs boson, such as tt̄H with H → µµ and

the Higgs self-coupling, but also to thoroughly measure the vector boson scattering V V → V V

with V = W/Z [178]. In the SM, the Higgs boson is responsible to preserve the unitarity of the

V V → V V cross-section which would otherwise grow linearly due to the quartic gauge boson

self-coupling. Deviations from the predictions would indicate the presence of a new particle

that couples to gauge bosons via the electroweak interaction. Furthermore, the large dataset

enables the search for rare exotic processes with small production cross-sections and to extend
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the covered mass range in Run-II.

The study presented here investigates the sensitivity to the Higgs boson production (H → bb̄) in

association with either a W or Z boson at the high-luminosity (HL) running of the ATLAS ex-

periment at the LHC [179]. At a Higgs mass of approximately 125 GeV, the Higgs boson decays

with approximately 58% into bb̄. However this channel can only be studied in the associated

production with either a vector boson (W, Z) or top quark due to the overwhelming multijet

background. Even though the production cross-section is more than an order smaller compared

to the gluon-gluon fusion, the leptonic decay of the vector boson in the V H channel can be used

to suppress the background and to trigger the event. The search for WH and ZH production

is therefore performed in the `νbb̄ or ``bb̄ final state, respectively. The emphasis of this chapter

will be on the WH channel, however it will be shown that the combination of the WH and ZH

channels improves the sensitivity of the search.

The HL-LHC analysis was performed in 2014 and follows closely the general strategy of the V H,

H → bb̄ search performed at
√
s = 8 TeV [180] which did not observe any significant excess of

events over the SM background. The 8 TeV analysis will be denoted in the following as bench-

mark analysis. The main difference is that the benchmark analysis uses full event simulation as

described in Chapter 3.2.5 whereas the HL analyses uses particle-level simulation with applied

parameterisations of the expected ATLAS detector response at the HL conditions. The invariant

mass distribution of the two b-tagged jets, mbb̄ is used as input to a binned likelihood fit that

evaluates the significance and expected error on Higgs production at mH = 125 GeV. Systematic

uncertainties are taking into account as nuisance parameters.

B.1 Signal and Background Samples

Monte Carlo events for the qq → V H signal with mH = 125 GeV are generated using Pythia8

with the CTEQ6L1 parton distribution functions and the AU2 tune for parton showering and

hadronisation. The ZH production also has significant contributions from gluon-initiated pro-

cesses [181, 182] and is simulated with POWHEG using the CT10 PDFs and Pythia8 for the

parton showering. Furthermore the AU2 tunes are used.

The main background processes areW+jets and single-top quark production forWH and Z+jets

for ZH. Both channels have furthermore large contributions from tt̄ and diboson production.

The tt̄, single top s-channel and Wt production processes are simulated with Powheg interfaced

with Pythia and the CTEQ6L1 PDFs. For the t-channel exchange process, the AcerMC [183]

generator is used with the CTEQ6L1 PDFs. Diboson processes are simulated with Herwig

using CTEQ6L1 PDFs and the AUET2 tune [184]. The V+jets background samples, generated

with Sherpa and interfaced with CT10 PDFs, are categorised based on the flavour of the two

leading jets in the event. The flavour identification of jets is described in Section B.2. The

multijet background estimate from the 8 TeV analysis is used to predict the multijet contami-
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nation at the HL-LHC and scaled by the increase in gluon-gluon parton luminosity between 8

and 14 TeV, which corresponds to a factor of ∼ 2.3 [185] .

B.2 Object Definitions

Due to the absence of full simulation of the upgraded HL-LHC ATLAS detector at the time

of these studies, the analyses presented here relies on the usage of particle-level information

and parameterisations of the detector response of objects such as leptons, jets and missing

transverse energy. The parameterisations of the identification efficiency and energy smearing of

the different objects are described in detail in [186, 187]. The MC samples used here do not

include any additional interactions from pile-up but the effects of pile-up on the selected physics

objects are included in the efficiency and resolution parameterisations

Jets

Particle-level jets are reconstructed with the anti-kt algorithm and a radius parameter of R = 0.4

using stable truth particles with a lifetime greater than 10 ps as inputs (excluding muons and

neutrinos). The energy of the jets is then smeared to simulate the expected degradation of

the energy resolution under the HL-LHC conditions taking into account that the noise term

in Eq. 3.3 increases linearly with the average number of interactions per bunch-crossing. To

suppress jets coming from vertices others than the hard-scatter vertex, a track-jet confirmation

is applied that requires the jet to be reconstructed close to a track originating from the hard-

scatter vertex. The efficiency of the track-jet confirmation is 75% for jets with pT < 25 GeV,

80% for jets with 25 < pT < 35 GeV and above 95% for jets with pT > 35 GeV. Jets are required

to have pT > 30 GeV compared to 20 GeV that was used in the benchmark analysis and are

limited to the central detector region in this analysis with η < 2.5. The jet pT threshold was

increased in order to cope with the higher pile-up contamination at the HL-LHC. The jet pT

threshold was chosen such that for 〈µ〉 = 140, the contamination of pile-up jets corresponds to

10% in the central detector region.

The flavour of the jet is then determined by matching hadrons to the jet within a cone of

R = 0.4. If a b-hadron is found, the jet is labelled as b-jet, if no b-hadron is found but a

c-hadron, the jet is labelled a c-jet otherwise the jet is classified as light jet. The b-jet, c-jet

and light-jet efficiencies using the multivariate MV1 [187] tagger are parameterised in pT and η

and correspond to working point with an average b-tagging efficiency of 70% as measured in a

semi-leptonic tt̄ sample.

Leptons

Two types of leptons (loose and tight) are defined based on the purity of the identification

criteria. Loose electrons and muons are selected with transverse energy ET > 10 GeV and

required to have |η| < 2.47 and |η| < 2.7, respectively. Leptons are identified as tight leptons

159



Appendix B Prospect Studies for the Vector Boson Associated Higgs Boson Production for the High-luminosity LHC

pVT bins

Bin 1 pVT < 90 GeV

Bin 2 90 GeV < pVT < 120 GeV

Bin 3 120 GeV < pVT < 160 GeV

Bin 4 160 GeV < pVT < 200 GeV

Bin 5 pVT > 200 GeV

Exclusive number

of b-jets

0

1

2

Exclusive number

of total jets

2

3

Table B.1: Definition of the bins used in the analysis. The one-lepton analysis uses only pVT
bins 2 - 5; bin 1 is not used to avoid the large multijet contamination.

if they have transverse momentum ET > 25 GeV and |η| < 2.47 for electrons and |η| < 2.5 for

muons. Furthermore, both loose and tight leptons must pass isolation requirements to reject jets

misidentified as electrons. The identification efficiency of loose (tight) electrons ranges from 82

(66)% to 96 (85)% for electrons with low and high transverse energy, respectively. The efficiency

of reconstructing a jet as an electron is less than 8% at low transverse energy and decreases with

increasing ET. A track isolation criteria is imposed on the ratio of the sum of the pT of all

charged particles in a cone of ∆R = 0.4 around the lepton to lepton-pT . The track isolation has

to be < 10% and < 4% for loose and tight leptons, respectively. For tight leptons an additional

calorimeter isolation requirement, defined as the ratio of the sum of ET of all particles in a cone

of ∆R = 0.3 around the lepton to the lepton-ET, is imposed and has to be less than 7%.

Missing Transverse Energy

The missing transverse energy Emiss
T is calculated from the vector sum of particles within the

detector acceptance and smeared according to the expected degradation with increasing pile-up

conditions.

B.3 Event Selection

The selection criteria used in this analyses follow closely the ones of the benchmark analysis.

The analysis is performed in bins of the transverse momentum of the vector boson, pVT , the

exclusive number of b-tagged jets and the exclusive number of jets in the event, to increase the

sensitivity of the search. The definitions of the bins used in the analysis are summarised in

Table B.1. Thus the signal region, that requires two b-tagged jets consists of 8 different bins for

the WH channel and ten for the ZH channel. In the one-lepton channel (WH), the lowest pVT
bin is not considered due to the large multijet contamination.

Events are required to pass a parameterised single-lepton trigger requirement, as detailed in

Ref. [187]. The single electron trigger requires one electron with pT > 18 GeV within |η| < 2.5

and corresponds to an efficiency of 88%. The single muon trigger requires one muon with

pT > 20 GeV with an efficiency of 64% and 86% for muons with |η| < 1.0 and 1.0 < |η| < 2.4,
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B.4 WH Analysis Validation with
√
s = 8 TeV Analysis

pVT( GeV) 0− 90 90− 120 120− 160 160− 200 > 200

All channels ∆R(b, b) 0.7− 3.4 0.7− 3.0 0.7− 2.3 0.7− 1.8 < 1.4

One-lepton
Emiss

T > 25 GeV > 50 GeV

mW
T 40− 120 GeV < 120 GeV

Two-lepton Emiss
T < 60 GeV

Table B.2: Event selection criteria for the one and two-lepton channel in the different pVT bins.

respectively.

In the WH → `νbb̄ decay channel (one-lepton channel), one tight lepton is required and no

additional loose lepton. Furthermore a large amount of missing transverse energy is expected

and thus Emiss
T > 25 GeV and Emiss

T > 50 GeV is required for pVT < 200 GeV and pVT >

200 GeV, respectively. The transverse mass, mW
T , is defined from the transverse momenta and

the azimuthal angle of the charged lepton (p`T and φ`) and the missing transverse energy and its

direction φmiss: mW
T =

√
2p`TE

miss
T (1− cos(φ` − φmiss)). The selection criteria are summarised

in Table B.2. Events consistent with the ZH → ``bb̄ decay (two-lepton channel) need to contain

two loose leptons of the same flavour. To be consistent with the Z boson decay, the invariant

dilepton mass m`` is restricted to 83 < m`` < 99 GeV. In addition, the amount of missing

transverse energy is constrained to Emiss
T < 60 GeV.

For both channels, at least two b-tagged jets are required in the event with pT > 40 and |η| < 2.5

and the leading jet must fulfil pT > 60 GeV for the 14 TeV analysis. At most one additional

jet with pT > 20 (30) GeV and |η| < 2.5 is allowed in this two (one)-lepton analysis, otherwise

the event is rejected. The pT criteria for the third jet was increased in the one-lepton channel

to reduce the tt̄ background. Even though a lower veto jet pT criteria, e.g. 20 GeV, results in

the largest signal-over-background ratio, a criteria of 30 GeV was imposed to avoid an increase

in the pile-up jet contamination. The two b-tagged jets in the event, used to build the Higgs

candidate are required to be the two leading jets in the event. Furthermore requirements on the

angular separation of the two b-tagged jets ∆R(bb̄) in dependence of the transverse momentum

of the vector boson transverse are summarised in Table B.2

B.4 WH Analysis Validation with
√
s = 8 TeV Analysis

Before studying the V H production at the HL-LHC, the event selection was applied to the MC

samples that were used for the 8 TeV benchmark analysis (and the cross-sections were adjusted

accordingly) to not only validate the setup framework but also to study the the impact of the

usage of particle-level information and the corresponding smearing and efficiency functions com-

pared to full detector simulation.

The same event selection as previously described was used, however the leading jet pT require-

ment was lowered to 45 GeV. New smearing and efficiency functions were derived in some cases
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based on full ATLAS detector simulation samples as the ones derived for the HL-LHC assumed

different pile-up conditions. For the lepton identification and reconstruction efficiencies, the HL-

LHC smearing functions were used as these efficiencies assumed 2012 pile-up conditions. The

trigger efficiencies for the single lepton trigger are taken from [188, 189] and correspond to the

efficiencies used in the 8 TeV analysis. The same jet energy resolution parameterisation as de-

rived for
√
s = 14 TeV, are used as well for the 8 TeV validation as the parameterisation depends

on 〈µ〉. For a central jet with pT = 60 GeV at 〈µ〉 = 20 , the contribution to the jet energy

resolution due to pile-up is 25%. Furthermore new b-tagging efficiency maps were derived for

8 TeV based on the MV1 algorithm [146]. In the benchmark analysis, jets from pile-up vertices

are suppressed by requiring that the scalar sum of the pT of tracks from the hard-scatter vertex

matched to the jet are at least 50% of the scalar sum of the pT of all tracks matched to the

jet [104]. The efficiency of this criterion corresponds to 90% for jets with pT = 25 GeV and 95%

for jets with pT = 50 GeV. The missing transverse energy resolution is parameterised in 〈µ〉 and

thus the HL-LHC parameterisation can be used.

Non-negligible differences can be observed between the HL-LHC V H and the benchmark anal-

ysis, however only the WH differences will be discussed here. For the ZH analysis details can

be found in [179]. The event yields differ between the particle-level and the benchmark analysis

especially for the signal and the two dominating backgrounds tt̄ and W +bb and the discrepancy

is increasing with pVT . Differences in the WH signal shape distributions can be also observed.

Furthermore, the flavour composition of the W+jets background shows discrepancies with re-

spect to the benchmark analysis and the W + bb, W + bl and W + cc yields are mostly larger in

the particle-level analysis whereas the W + cl and W + l contributions are smaller. The mbb̄ dis-

tributions of the benchmark analysis are compared in Fig. B.1 and Fig. B.2 to the particle-level

analysis in different pVT categories and for the two and three jet category respectively. Further-

more, the mbb̄ distributions are shown for the smeared particle-level analysis where each of the

backgrounds is scaled to the event yields of the benchmark analysis to allow for a better shape

comparison.

To understand the overall larger event yields of the smeared analysis, a simplified full recon-

struction analysis was performed for the WH signal and the dominating tt̄ background where

simplified implies here that no object calibrations and no scale factors were used. The event

yields were then compared at each step of the event selection. About 20% more low-pT elec-

trons are selected in the particle-level analysis whereas the number of selected muons agrees well

within the uncertainties with the full simulation analysis. The comparison of the Emiss
T distribu-

tion showed that the missing transverse energy in the particle-level analysis is over-smeared by

approximately 5% compared to the full simulation analysis. This does not only result in larger

Emiss
T and more events that pass the selection criteria on it but it also propagates to the pVT

distribution and thus causes events to migrate to higher pVT categories in which the discrepancy

between the particle-level and benchmark analysis is more evident. Furthermore the lower event
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Figure B.1: mbb distribution for the 2-jet signal regions of the one-lepton channel for the full
8 TeV benchmark analysis (left), the particle level plus smearing (centre) and the particle level
plus smearing with event yields of each background normalised to the yields of benchmark
analysis (right). The entries in overflow are included in the last bin
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Figure B.2: mbb distribution for the 3-jet signal regions of the one-lepton channel for the full
8 TeV benchmark analysis (left), the particle level plus smearing (centre) and the particle level
plus smearing with event yields of each background normalised to the yields of benchmark
analysis (right). The entries in overflow are included in the last bin
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B.5 HL-LHC Analysis

yields of the full simulation analysis can be understood due to the presence of pile-up jets. Even

though pile-up suppression techniques are applied and thus the number of pile-up jets is reduced,

more events are rejected especially for the tt̄ background as they fail the veto on the number of

additional jets.

The mbb̄ shape differences between the benchmark and particle-level analysis for the WH signal

are due to the muon-in-jet correction applied in the former one. The jet reconstruction algo-

rithm used in ATLAS does not include muons or neutrinos however they can be produced in the

semileptonic decay of b-jets and thus creates a bias in the the jet energy scale and a diminished

energy resolution. After adding the energy of the closest muon to a b-jet (within a R = 0.4 cone)

in the particle-level analysis, the energy resolution is improved and results in a better agreement

with the benchmark analysis.

The comparison of the particle-level analysis with the benchmark analysis helped in understand-

ing the event selection and object definitions as well as the impact of the usage of truth-level

information and corresponding smearing functions instead of full detector simulation. Based on

these studies, the object definition of b-tagged jets was modified for the HL-LHC analysis to

include the muon-in-jet correction.

B.5 HL-LHC Analysis

The event yields in the two-jet and three-jet signal regions for the one-lepton channel are sum-

marised in Tab. B.3 and Tab. B.4 assuming an integrated luminosity of 300 fb−1 and 〈µ〉 = 60

and L = 3000 fb−1 and 〈µ〉 = 140 respectively. Furthermore the signal-over-background ratios

S/
√
B are indicated and show that the highest pVT has the highest sensitivity. However the tt̄

background will have to be significantly reduced to improve the sensitivity of the analysis. Some

improvements that were beyond of the scope of this analysis are discussed in Section B.8. The

mbb̄ distributions for the two-jet and three-jet signal regions are shown in Fig. B.3 and B.4 for an

integrated luminosity of 300 fb−1 and 〈µ〉 = 60 and L = 3000 fb−1 and 〈µ〉 = 140, respectively.

B.6 Systematic Uncertainties

Most of the systematic uncertainties, considered in the HL-LHC analysis, are based on the un-

certainties used in the benchmark analysis. However only the uncertainties with a non-negligible

impact on the benchmark analysis are taken into account here. Systematic uncertainties that

affect the normalisation of the signal and background samples as well as the shape of the mbb̄

distribution are taken into account and divided into three main categories: experimental uncer-

tainties, background only and signal only uncertainties. Each of the systematic uncertainties is

considered as a nuisance parameter in the statistical treatment.
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One-lepton, 2-jet signal region

Process pWT [GeV]

90− 120 120− 160 160− 200 > 200

WH 114.1 ± 3.1 118.6 ± 3.1 130.8 ± 3.2 216 ± 4

ZH 7.11 ± 0.18 3.79 ± 0.13 2.89 ± 0.11 2.28 ± 0.11

V H total 121.2 ± 3.1 122.4 ± 3.1 133.7 ± 3.2 218 ± 4

W + l 60 ± 60 57 ± 32 25 ± 19 67 ± 30

W + cl 870 ± 130 480 ± 80 360 ± 70 400 ± 60

W + cc 1930 ± 190 1200 ± 130 960 ± 110 2090 ± 130

W + bl 250 ± 30 182 ± 28 114 ± 18 149 ± 18

W + bb 3670 ± 130 3270 ± 120 2900 ± 100 5290 ± 110

Z + bb 1130 ± 60 470 ± 40 224 ± 29 164 ± 25

Wt−ch 3070 ± 60 2160 ± 50 1610 ± 40 1790 ± 50

s− /t−ch 6110 ± 60 2170 ± 40 683 ± 19 365 ± 14

tt̄ 62700 ± 400 32570 ± 290 16470 ± 210 10180 ± 160

Multijet 1181 ± 15 146.5 ± 3.4 71.1 ± 2.3 35.7 ± 1.8

WW 46 ± 13 25 ± 10 18 ± 8 60 ± 15

V Z 369 ± 19 413 ± 19 464 ± 20 597 ± 22

Total bkg 81400 ± 500 43200 ± 400 23930 ± 270 21190 ± 250

S/B (×10−3) 1.49 ± 0.04 2.84 ± 0.08 5.59 ± 0.15 10.28 ± 0.23

S/
√
B 0.43 ± 0.01 0.59 ± 0.02 0.86 ± 0.02 1.50 ± 0.03

One-lepton 3-jet signal region

Process pWT [GeV]

90− 120 120− 160 160− 200 > 200

WH 24.9 ± 1.4 27.0 ± 1.5 33.1 ± 1.6 72.2 ± 2.3

ZH 2.79 ± 0.11 1.80 ± 0.09 2.00 ± 0.09 2.26 ± 0.11

V H total 27.7 ± 1.4 28.8 ± 1.5 35.1 ± 1.6 74.4 ± 2.3

W + l 0 ± 0 38 ± 21 0 ± 0 31 ± 23

W + cl 320 ± 80 130 ± 40 115 ± 33 146 ± 32

W + cc 960 ± 140 370 ± 70 500 ± 80 900 ± 80

W + bl 126 ± 25 73 ± 18 65 ± 14 72 ± 13

W + bb 1600 ± 90 1200 ± 70 1200 ± 60 3000 ± 80

Z + bb 490 ± 40 206 ± 28 110 ± 20 48 ± 14

Wt−ch 3180 ± 60 1910 ± 50 1570 ± 40 2350 ± 50

s− /t−ch 3360 ± 40 1062 ± 25 331 ± 14 297 ± 12

tt̄ 101000 ± 500 42810 ± 340 21430 ± 240 17200 ± 200

Multijet 370 ± 9 49.3 ± 1.9 26.4 ± 1.3 13.7 ± 1.1

WW 11 ± 6 11 ± 6 18 ± 8 25 ± 9

V Z 73 ± 9 85 ± 9 92 ± 8 177 ± 1

Total bkg 111500 ± 500 48000 ± 400 25500 ± 270 24260 ± 250

S/B (×10−3) 0.25 ± 0.01 0.60 ± 0.03 1.38 ± 0.07 3.07 ± 0.11

S/
√
B 0.083 ± 0.004 0.131 ± 0.007 0.22 ± 0.01 0.48 ± 0.02

Table B.3: Estimated signal and background event yields, for the one-lepton channel. The
yields are for

√
s = 14 TeV, 〈µ〉 = 60 and an integrated luminosity of 300 fb−1, before the fit

model has been applied. The uncertainties correspond to limited Monte Carlo statistics.
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B.6 Systematic Uncertainties

One-lepton 2-jet signal region

Process pWT [GeV]

90− 120 120− 160 160− 200 > 200

WH 928 ± 28 950 ± 28 986 ± 28 2030 ± 40

ZH 71.1 ± 1.8 39.7 ± 1.3 28.1 ± 1.1 26.5 ± 1.1

V H total 1000 ± 28 990 ± 28 1014 ± 28 2060 ± 40

W + l 1200 ± 800 1700 ± 900 22 ± 22 1200 ± 600

W + cl 5400 ± 1000 4000 ± 800 4100 ± 800 4900 ± 700

W + cc 14000 ± 1600 10000 ± 1300 7600 ± 900 23100 ± 1500

W + bl 2400 ± 300 1020 ± 210 1380 ± 230 1350 ± 170

W + bb 23800 ± 1100 24200 ± 1000 23900 ± 900 59400 ± 1300

Z + bb 10900 ± 600 4700 ± 400 3110 ± 340 3200 ± 400

Wt−ch 23300 ± 500 16600 ± 500 13800 ± 400 18200 ± 500

s− /t−ch 50200 ± 500 19940 ± 340 8710 ± 220 5100 ± 170

tt̄ 483000 ± 4000 260000 ± 2600 157300 ± 2000 122500 ± 1800

Multijet 11800 ± 150 1465 ± 34 711 ± 23 356 ± 18

WW 390 ± 120 280 ± 100 210 ± 90 600 ± 150

V Z 2820 ± 160 3200 ± 170 3940 ± 190 6630 ± 240

Total bkg 629400 ± 4400 348100 ± 3400 224800 ± 2600 246500 ± 2900

S/B (×10−3) 1.59 ± 0.05 2.84 ± 0.09 4.51 ± 0.14 8.34 ± 0.19

S/
√
B 1.26 ± 0.04 1.68 ± 0.05 2.14 ± 0.06 4.14 ± 0.08

One-lepton 3-jet signal region

Process pWT [GeV]

90− 120 120− 160 160− 200 > 200

WH 213 ± 13 212 ± 13 288 ± 15 720 ± 23

ZH 28.1 ± 1.1 21.6 ± 0.9 20.0 ± 0.9 26.5 ± 0.9

V H total 241 ± 13 234 ± 13 308 ± 15 746 ± 23

W + l 70 ± 70 230 ± 180 0 ± 0 180 ± 180

W + cl 2000 ± 600 1400 ± 400 920 ± 260 1800 ± 400

W + cc 4600 ± 900 3300 ± 700 4400 ± 800 11000 ± 1000

W + bl 800 ± 190 540 ± 150 470 ± 120 950 ± 150

W + bb 11000 ± 700 11000 ± 700 10300 ± 600 31500 ± 900

Z + bb 5200 ± 400 1730 ± 250 1230 ± 210 780 ± 180

Wt−ch 25600 ± 600 16200 ± 500 13600 ± 400 23200 ± 500

s− /t−ch 29800 ± 400 11240 ± 270 4470 ± 160 3700 ± 140

tt̄ 825000 ± 5000 379900 ± 3200 221800 ± 2400 199400 ± 2300

Multijet 3710 ± 80 490 ± 20 264 ± 13 137 ± 11

WW 140 ± 70 70 ± 50 70 ± 50 280 ± 100

V Z 700 ± 70 810 ± 90 890 ± 80 1840 ± 120

Total bkg 908600 ± 4900 426900 ± 3400 258500 ± 2700 274800 ± 2800

S/B (×10−3) 0.27 ± 0.02 0.55 ± 0.03 1.20 ± 0.06 2.72 ± 0.09

S/
√
B 0.25 ± 0.01 0.36 ± 0.02 0.61 ± 0.03 1.42 ± 0.05

Table B.4: Estimated signal and background event yields, for the one-lepton channel. The
yields are for

√
s = 14 TeV, 〈µ〉 = 140 and an integrated luminosity of 3000 fb−1, before the fit

model has been applied. The uncertainties correspond to limited Monte Carlo statistics.
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Figure B.3: mbb distribution for the 2-jet (left) and 3-jet (right) bins of the one-lepton channel
for
√
s = 14 TeV, 〈µ〉pu = 60 and an integrated luminosity of 300 fb−1. The entries in overflow

are included in the last bin. The Higgs boson signal cross section has been multiplied by a factor
of 10. The dashed band corresponds to the statistical uncertainties only.
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Figure B.4: mbb distribution for the 2-jet (left) and 3-jet (right) bins of the one-lepton channel
for
√
s = 14 TeV, 〈µ〉pu = 140 and an integrated luminosity of 3000 fb−1. The entries in overflow

are included in the last bin. The Higgs boson signal cross section has been multiplied by a factor
of 10. The dashed band corresponds to the statistical uncertainties only.
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B.6.1 Experimental Uncertainties

The uncertainty on the identification efficiency of electrons and muons, measured in Z+jets us-

ing the tag and probe method are of the order of 1%. Uncertainties on the isolation and energy

scale of leptons are neglected due to their negligible impact on the analysis.

The uncertainties on the jet energy scale for the HL-LHC studies are based on the 8 TeV un-

certainties provided for Moriond 2013 with a significantly reduced number of eight components.

The Moriond uncertainties are parameterised in η and pT and the HL-LHC uncertainties are

derived by scaling the pT range of the Moriond uncertainties by a factor of 14/8 = 1.75 for a

rough estimation of the systematic uncertainties that can be expected after multiple years of

performance studies and a large amount of statistics. Due to the statistical limitation of many

MC samples, the JES uncertainty is only considered in the statistical analysis for the main back-

grounds such as tt̄, W + bb̄ and W + cc̄ for the one-lepton channel. The component accounting

for the difference in quark and gluon flavour composition has the largest impact on the fit. The

uncertainties are about 5% for very central jets with pT = 20 GeV and decrease down to 2% for

jets with a transverse momentum of 1 TeV.

Three sources of uncertainties are considered for the resolution of the missing transverse energy

and treated as uncorrelated in the statistical analysis. An uncertainty of 5% corresponds to

the dependence of Emiss
T on the used MC generators, the possible variation of the pile-up noise

threshold can be accounted for by a fixed 5% uncertainty and the uncertainty on the calibration

of the energy clusters which are not associated to any reconstructed object is considered as third

nuisance parameter. The systematic uncertainties related to the missing transverse energy are

directly taken from the benchmark analysis.

Systematic uncertainties on the b-tagging efficiency of b-jets and on the efficiency of mistakenly

identifying a jet from a c-quark or light-flavour parton as a b-jet, referred to as c-tagging effi-

ciency and mistag rate, respectively, are considered in this analysis and correspond to those of

the benchmark analysis. No dedicated systematic uncertainties on the flavour tagging efficiencies

were derived for the HL-LHC analysis. Seven (six) nuisance parameters are used to model the

pT dependence of the b-tagging (c-tagging) efficiency uncertainties whereas only one nuisance

parameter is used for the mistag rate uncertainty. To simplify the fit model, only the dominant

flavour-tagging systematic uncertainty components are considered.

Furthermore, an uncertainty on the luminosity measurement of 2.8% is used, obtained from van

der Meer scans at
√
s = 8 TeV [140].

B.6.2 Background Only Uncertainties

The systematic uncertainties on the overall normalisation of the cross-section as well as the rela-

tive normalisation of the backgrounds in the different analysis bins are taken from the benchmark

analysis. The detailed summary of the uncertainties on the background normalisations can be

found in Tab B.5. For instance, the uncertainty on the cross-section of the dominating tt̄ back-

ground is 10% and the ratio of the number of events in the 2-jet bin with respect to that of
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B.6 Systematic Uncertainties

Normalisation

Background cross-section 2-jet to 3-jet ratio pVT
Diboson WZ, WW and ZZ ±10% - -

Multijet ±10% - -

Single-top t-channel ±4% ±9% -

Single-top s-channel ±4% ±9% -

Single-top Wt-production ±7% ±15% -

V+jets V + bb production ±30% ±20% Y

V+jets V + cc production ±30% ±10% Y

V+jets V+light production ±10% ±10% Y

tt̄ ±10% ±5% Y

Table B.5: Summary of the systematic uncertainties on the overall normalisation of the cross-
sections of the various background processes. Furthermore, the relatively normalisation in the
2-jet to 3-jet analysis bins are shown and whether the number of events is allowed to vary in
successive the pVT bins.

the 3-jet bin is allowed to vary by up to 5% compared to the MC prediction. In addition, the

number of events in the various pVT bins are allowed to vary. Shape uncertainties on the mbb̄ are

taken into account for all background sources except for the diboson and multijet background.

B.6.3 Signal Only Uncertainties

Systematic uncertainties affecting only the signal include uncertainties on the normalisation, the

renormalisation and factorisation scales (0.5 − 1.5% for qq and 50% for gg induced processes)

and on the PDFs (3.8% for qq and 17% for gg induced processes) [190] and are considered to be

correlated qq initial states and decorrelated for gg → ZH. Furthermore a relative uncertainty

of 3.3% on the H → bb̄ branching ratio for mH = 125 GeV [191] is considered.

An additional uncertainty of about 2 − 3% accounts for the pVT -dependent NLO electroweak

corrections on the qq-initiated WH and ZH signals. The uncertainties are treated as correlated

for the two channels and across the pVT bins.

B.6.4 Reduced Systematic Uncertainty Scenarios

Many of the systematic uncertainties considered in the HL-LHC analysis are based on the uncer-

tainties used in the benchmark analysis. However the reduction of some sources of experimental

systematic uncertainties can be expected due to the large amount of data to be collected and

analysed which result in a better understanding of the uncertainties. Two different scenarios

are considered based on the JES uncertainty. For the one-lepton channel, the uncertainty on

the jet energy scale is scaled down to 10 (5) % of the HL-LHC JES uncertainties in scenario I

(II). The JES uncertainty reduction has only little impact on the two-lepton channel due to the
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lower tt̄ background yields and is thus kept constant.

Furthermore improved analysis techniques will be used at the HL-LHC which will be discussed

in Section B.8 that can result in an improved sensitivity of the analysis. Their impact is also

explored in this analysis.

B.7 Fit Model

The statistical analysis employs a binned likelihood function, L(µ, θ), constructed as the prod-

uct of Poisson probability terms. The inputs are 18 mbb̄ distributions for the combined one and

two-lepton channel and the impact of the systematic uncertainties on the signal and background

expectations is described by nuisance parameters θ. These nuisance parameters are param-

eterised by Gaussian or log-normal priors. The expected numbers of signal and background

events in each bin are functions of θ. A signal strength parameter, µ, multiplies the expected

SM Higgs boson production cross section. The test statistic qµ is then constructed according

to the profile likelihood ratio: qµ = −2 ln

(
(L(µ,

ˆ̂
θµ)

L(µ̂,θ̂)

)
, where µ̂ and θ̂ are the parameters that

maximise the likelihood (with the constraint 0 ≤ µ̂ ≤ µ), and
ˆ̂
θµ are the nuisance parameter

values that maximise the likelihood for a given µ. This test statistic is used to obtain the median

experimental sensitivity of the search using an Asimov dataset as defined in Ref. [158] and for

exclusion intervals derived with the CLs method, defined in Ref. [157].

B.8 Analysis Improvement Assumptions

As previously discussed, two scenarios are assumed about possible reductions of the JES uncer-

tainties. Further improvements were already used during Run-1 to improve the sensitivity of the

V H search such as multivariate techniques (MVA) or jet calibrations that result in a better jet

energy resolution such as global sequential calibration [192]. The global sequential calibration

exploits information from the inner detector, the energy deposits in the calorimeter and the

muon spectrometer to correct for fluctuations in the particle content of the hadronic shower

development. These corrections do not only improve the jet energy resolution but also reduce

the flavour dependence of the jet energy scale. Studies have been performed to test different

discriminating kinematic variables between the WH signal and the dominating tt̄ background

however in a cut-based analysis no significant improvement could be achieved and a MVA anal-

ysis was beyond the scope of this analysis. However improvements of up to 10% in sensitivity

are expected in the one-lepton channel using a MVA analysis. On the other hand, parameteri-

sations of the jet energy resolution using the global sequential calibration were not available for

the HL-LHC. Furthermore a large increase in signal sensitivity of about 35% in the one-lepton

channel could be achieved using continuous b-tagging calibrations [146]. Instead of defining fixed

b-tagging efficiency working points based on the output of the boosted decision tree, continu-

ous b-tagging uses the full weight distribution of the BDT. Including control regions into the
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B.9 Results

One-lepton Two-lepton One+Two-lepton

Stat-only Significance 2.7 3.0 4.1

µ̂Stats error +0.37 − 0.37 +0.33 − 0.33 +0.25 − 0.25

Theory-only µ̂Theory error +0.08 − 0.05 +0.08 − 0.05 +0.09 − 0.06

Significance 1.2 2.4 2.6

Scenario I µ̂w/Theory error +0.86 − 0.85 +0.44 − 0.43 +0.39 − 0.38

µ̂wo/Theory error +0.85 − 0.85 +0.43 − 0.43 +0.38 − 0.38

Significance 1.4 - 2.8

Scenario II µ̂w/Theory error +0.71 − 0.70 - +0.38 − 0.37

µ̂wo/Theory error +0.70 − 0.70 - +0.37 − 0.36

Table B.6: Expected signal sensitivity as well as the precision on the signal strength measure-
ment for mH = 125 GeV for the one-lepton, two-lepton and combined searches with 300 fb−1

and 〈µ〉 = 60.

fit also resulted in small improvements. Based on these improvements, uncertainty reduction

factors were considered and included in the HL-LHC analysis. The resulting expected signal

sensitivities are compared to the nominal HL-LHC analysis in Section B.9.

B.9 Results

The expected sensitivity and the precision on the signal strength µ for a Higgs boson with mH =

125 GeV and production rates as predicted in the SM, i.e. µ = 1, were obtained by performing

a profile likelihood fit with an Asimov dataset. The results are summarised in Tab. B.6 and

B.7 for a dataset corresponding to 300 fb−1 and 3000 fb−1 at
√
s = 14 TeV respectively. The

dominating systematic uncertainties for the combined analysis for 300 fb−1 correspond to the jet

energy scale systematic and the modelling of the dominating backgrounds in the WH analysis

(tt̄ and W + bb), while for 3000 fb−1 they correspond to theory signal uncertainties (PDF

and signal acceptance due to variations of scale) and tt̄ modelling. Furthermore, the expected

sensitivity and signal strength precision are indicated for the two scenarios in which the JES

systematic uncertainties are scaled down to 10% and 5% of their nominal values. Assuming that

the systematic uncertainties can be reduced down to 10% of what was expected for the HL-LHC

analysis, the expected sensitivity for the V H, H → bb̄ process is 2.6σ (5.9σ) for the combined

one- and two-lepton channel and the signal strength with a precision of ∆µ̂+0.39
−0.38 (∆µ̂+0.19

−0.19)

for an integrated luminosity of 300 fb−1 (3000 fb−1) and an average interaction per bunch-

crossing of 60 (140). The expected significances assuming in addition the improved analysis

techniques discussed in Section B.8 are given in Tab. B.8 and B.9 for the two luminosity scenarios,

resulting in a sensitivity of 3.9σ and 8.8σ for an integrated luminosity of 300 fb−1 and 3000 fb−1,

respectively.
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One-lepton Two-lepton One+Two-lepton

Stat-only Significance 7.7 7.5 10.7

µ̂Stats error +0.13 − 0.13 +0.14 − 0.13 +0.09 − 0.09

Theory-only µ̂Theory error +0.09 − 0.07 +0.07 − 0.08 +0.07 − 0.07

Significance 1.8 5.6 5.9

Scenario I µ̂w/Theory error +0.56 − 0.54 +0.20 − 0.19 +0.19 − 0.19

µ̂wo/Theory error +0.54 − 0.54 +0.18 − 0.18 +0.18 − 0.17

Significance 3.2 - 6.4

Scenario II µ̂w/Theory error +0.33 − 0.32 - +0.18 − 0.17

µ̂wo/Theory error +0.32 − 0.32 - +0.16 − 0.16

Table B.7: Expected signal sensitivity as well as the precision on the signal strength measure-
ment for mH = 125 GeV for the one-lepton, two-lepton and combined searches with 3000 fb−1

with 〈µ〉 = 140.

One-lepton Two-lepton One+Two-lepton

Stat-only Significance 5.5 4.6 7.1

µ̂Stats error +0.18 − 0.18 +0.23 − 0.22 +0.14 − 0.14

Theory-only µ̂Theory error +0.08 − 0.05 +0.08 − 0.06 +0.09 − 0.06

Significance 1.8 3.5 3.9

Scenario I µ̂w/Theory error +0.57 − 0.57 +0.30 − 0.29 +0.27 − 0.26

µ̂wo/Theory error +0.56 − 0.57 +0.29 − 0.29 +0.26 − 0.26

Significance 2.1 - 4.1

Scenario II µ̂w/Theory error +0.48 − 0.47 - +0.26 − 0.25

µ̂wo/Theory error +0.46 − 0.46 - +0.25 − 0.24

Table B.8: Expected signal sensitivity as well as the precision on the signal strength measure-
ment for mH = 125 GeV for the one-lepton, two-lepton and combined searches with 300 fb−1

and 〈µ〉 = 60 after including the perspective of a more performant analysis.

174



B.10 Discussion and Outlook

One-lepton Two-lepton One+Two-lepton

Stat-only Significance 15.4 11.3 19.1

µ̂Stats error +0.07 − 0.06 +0.09 − 0.09 +0.05 − 0.05

Theory-only µ̂Theory error +0.09 − 0.07 +0.07 − 0.08 +0.07 − 007

Significance 2.7 8.4 8.8

Scenario I µ̂w/Theory error +0.37 − 0.36 +0.15 − 0.15 +0.14 − 0.14

µ̂wo/Theory error +0.36 − 0.36 +0.14 − 0.12 +0.12 − 0.12

Significance 4.7 - 9.6

Scenario II µ̂w/Theory error +0.23 − 0.22 - +0.13 − 0.13

µ̂wo/Theory error +0.21 − 0.21 - +0.11 − 0.11

Table B.9: Expected signal sensitivity as well as the precision on the signal strength measure-
ment for mH = 125 GeV for the one-lepton, two-lepton and combined searches with 3000 fb−1

with 〈µ〉 = 140 after including the perspective of a more performant analysis.

B.10 Discussion and Outlook

A study of Higgs boson production in association with leptonically decaying W and Z bosons

was presented in this chapter based on particle-level information with applied parameterisations

of the expected detector response under the HL conditions. The lack of full event simulation

samples is one of the main drawbacks of this analysis as the used MC samples do not include

any additional pile-up interactions. The effects of pile-up on the selected physics objects are

included in the efficiency and resolution parameterisations, however other pile-up effects such

as jets originating from pile-up vertices are not included in this analysis and thus a realistic

estimation of the sensitivity of this study is not possible.

A selection of improvements to the analysis has been already discussed in Section B.8 but the

large dataset that will be collected in Run-II will allow for further improvements in the recon-

struction of physics objects and will enable the reduction of systematic uncertainties. Especially

the identification of b-tagged jets plays a major role in this analysis and a significantly better

performance of b-tagging algorithms could be achieved already in Run-II with respect to Run-I

due to the addition of the IBL. Depending on the final design of the inner tracking detector of

the ATLAS detector at the HL-LHC, the b-jet identification can be further improved.

The expected improvements of a multivariate analysis over a cut-based analysis were only con-

sidered here as a reduction factor on the total systematic uncertainty. However a MVA-based

analysis would also allow for a better discrimination of the signal process from the dominating

background by exploiting the correlations of the different input variables and result in a better

sensitivity.

Further improvements that might increase the sensitivity of the V H analysis rely on the choice

of the bins, used in this analysis. The highest bin in pVT have the highest sensitivity, therefore the
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higher centre-of-mass energy of the HL-LHC compared to the 8 TeV of the benchmark analysis

would allow for the inclusion of further bins in pVT in the analysis.

In the high pVT regime, pT > 300 GeV, the decay products of the Higgs-boson will be more col-

limated and could be reconstructed in one single large-R jets. Substructure information could

then be used to identify whether the jet is compatible with the Higgs-boson and to suppress the

tt̄ background. The identification of boosted Higgs-bosons, decaying into bb̄, was already studied

in Run-II [193]. For jets with a transverse momentum between 400 and 600 GeV, a Higgs-jet

signal efficiency of 45% can be obtained with a rejection factor of 60 for hadronic top quark jets

using a loose mass window around the Higgs-boson mass and by requiring that the two subjets

within the large-R jets are identified as b-jets (77% b-tagging working point).

Also, the inclusion of the ZH → νν̄bb̄ channel will contribute to an enhanced sensitivity.

The described improvements should enable an observation of the V H, H → bb̄ process in the

dataset corresponding to 300 fb−1 to gain further insights in the electroweak symmetry breaking

mechanism.
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