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Abstract

The story of neutrino physics started less than hundred years ago and many exciting discoveries
have been made over the past century since W. Pauli postulated the existence of this mysterious
particle, detected for the first time in the 1950s. However, many crucial questions still remain
unanswered. The phenomenon of neutrino oscillations was demonstrated by the SNO and Super-
Kamiokande experiments. This discovery showed that neutrinos have mass, which requires an
extension of the Standard Model, in a non-unique way. Since then, more precise measurements of
the parameters governing neutrino oscillations have been performed, but some of the questions
are remaining. Nowadays modern long-baseline neutrino oscillation experiments are probing
the CP-violation phase δCP, searching for Charge-Parity violation in the lepton sector. A
large contribution to the uncertainty on oscillation measurements comes from nucleus-neutrino
interactions. It is therefore essential to increase our neutrino cross-section knowledge and to
study nuclear effects that occur when neutrino interact with nuclei in order to make precision
measurements in neutrino physics.

This thesis relates a neutrino cross section measurement on carbon and on oxygen nuclei done
with the near detector ND280 of the long-baseline neutrino experiment T2K. This experiment,
based in Japan, consists of a muon (anti-)neutrino beam produced at J-PARC and sent towards
the Super-Kamiokande far detector. The latter is designed to probe muon neutrino disappearance
and electron neutrino appearance in the muon neutrino beam. Comparisons of neutrino and
anti-neutrino mode measurements provide information about CP-violation. The ND280 detector,
located near the neutrino beam source, allows to constrain the unoscillated neutrino flux and to
determine neutrino cross sections.

Charged-current muon neutrino interactions with no pion in the final state are studied
thanks to very large statistics coming from ND280 measurements. A selection of events with
interactions in the Fine-Grained Detectors (FGDs) water and scintillator layers is conducted and
used to perform a binned likelihood fit in outgoing muon kinematic variables. Measuring neutrino
interactions on oxygen is important for T2K oscillation measurements as the far detector is
made of water. Event samples with interactions in both materials are used in a joint-analysis.
The cross section on carbon is extracted from the fully-active plastic fibers in the two FGDs
and the one on oxygen is evaluated thanks to interactions in the interleaved water layers that
are reconstructed in the scintillator layers of the second FGD. The idea of the fit is to vary a
set of parameters until the prediction best describes the data. Template parameters reweight
the number of events in each bin, while systematic parameters add prior knowledge about
neutrino flux, cross-section model and detector response. Cautious studies have been carried on
in order to evaluate systematic uncertainties and to propagate them onto the final measurement.
Statistical uncertainties dominate, therefore improved results are expected in the future.
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Résumé

L’histoire de la physique des neutrinos commença il y a moins d’un siècle, lorsque W. Pauli
postula l’existence d’une particule "qu’on ne peut pas détecter"1. Cette particule invisible fut tout
de même détectée, et ce pour la première fois dans les années cinquante. Par la suite, plusieurs
phénomènes passionnants furent découverts en physique des neutrinos. Cependant, plusieurs
questions primordiales pour notre compréhension de l’Univers en lien avec ces mystérieuses
particules restent ouvertes. Les expériences SNO et Super-Kamiokande démontrèrent par leurs
observations que les neutrinos oscillent, impliquant que ceux-ci ont une masse. Hors, cette
assertion est contraire aux prédictions du Modèle Standard. Depuis, les paramètres d’oscillation
des neutrinos ont été mesurés avec une plus grande précision, mais certaines questions restent
sans réponse. De nos jours, les expériences observant l’oscillation des neutrinos sur des longues
distances à l’aide de faisceaux cherchent à montrer que la symétrie Charge-Parité (CP) est brisée
par les leptons. Or, les incertitudes sur ces mesures sont dominées par notre méconnaissance des
interactions de neutrinos avec les noyaux atomiques. Élargir notre compréhension des réactions
nucléaires induites par des interactions de neutrinos est donc déterminant pour atteindre des
mesures de précision en physique des neutrinos.

Ce document décrit en détails une mesure de section efficace de neutrinos avec des noyaux
atomiques de carbone et d’oxygène effectuée à l’aide du détecteur proche ND280 de l’expérience
T2K. Cette expérience de physique des particules, basée au Japon, consiste en un faisceau de
neutrinos ou d’anti-neutrinos muoniques qui est produit à J-PARC et envoyé en direction du
détecteur lointain Super-Kamiokande. Ce dernier permet d’étudier la disparition de neutrinos
muoniques ainsi que l’apparition de neutrinos électroniques dans le faisceau constitué initialement
de neutrino muoniques. En comparant les résultats obtenus avec un faisceau de neutrino et
d’anti-neutrinos, il est possible d’extraire des informations sur la violation CP. Le détecteur
proche ND280 est situé à proximité de la source de neutrinos et permet d’obtenir des mesures
du flux de neutrinos avant qu’ils n’oscillent et de déterminer différentes sections efficaces.

Dans le cadre de cette thèse, la section efficace de neutrinos muoniques interagissant par
courants chargés et ne produisant pas de pion est étudiée à l’aide de données accumulées par
le détecteur ND280 entre 2010 et 2017. Des évènements caractérisés par une interaction de
neutrino dans les couches de scintillateurs et d’eau des détecteurs à grains fins (FGD1 et FGD2)
sont sélectionnés, puis traités grâce à une méthode de maximum de vraisemblance (maximum
likelihood fit) optimisée pour réduire autant que possible la dépendance aux modèles. Cette
méthode consiste à analyser de manière conjointe des interactions produites dans le carbone
constituant les fibres scintillantes des deux FGDs ainsi que des interactions dans les molécules

1W. Pauli, 1930.

v



d’oxygène des couches d’eau intercalées entre les couches de scintillateurs du second FGD. Ces
dernières sont reconstruites grâces aux fibres scintillantes suivant la couche d’eau. La méthode
du maximum de vraisemblance consiste à faire varier un ensemble de paramètres jusqu’à trouver
une prédiction, dépendant de ces paramètres, qui décrit le plus fidèlement possible les données
mesurées. Les évènements sont répartis dans des bins associés à des intervalles de valeurs de
quantité de mouvement et de cosinus de l’angle d’émission du muon produit dans la réaction. Un
paramètre est attribué à chacun de ces bins, permettant de pondérer son contenu, et de plus des
paramètres systématiques sont variés afin d’ajouter des connaissances préalables sur le flux de
neutrinos, le modèle de sections efficaces ainsi que la réponse du détecteur. Une étude attentive
des erreurs systématiques s’appliquant à nos mesures a été menée afin d’évaluer les marges
d’incertitude sur les mesures finales. Il s’avère que la composante dominante de l’incertitude
totale provient de l’erreur statistique, ce qui présage une marge d’amélioration certaine pour de
futures mesures qui comprendront un nombre plus élevé d’évènements.
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Introduction

Why is matter dominating over antimatter in our Universe? This question is still puzzling
physicists nowadays, as there should be as much antimatter as matter existing in the Universe
if they have symmetrical properties. One of the necessary conditions for having only very little
antimatter is the violation of Charge-Parity (CP) symmetry [1]. CP violation is allowed within
the Standard Model of particle physics and it has been observed in quark mixing [2]. However,
this asymmetry is not sufficient to explain the matter-antimatter asymmetry in the Universe.
Exploring CP violation in the leptonic sector could provide new hints to answer this fundamental
question. It has now been observed through neutrino oscillation [3] that neutrinos, which were
expected to be massless, do have mass. The fact that they have mass opens the question: do
neutrinos violate CP similarly to quarks? Modern long-baseline neutrino oscillation experiments
are close to providing an answer to this question with measurements of the CP-violating phase
(δCP) in the leptonic mixing matrix, known as the PMNS matrix.

The T2K Experiment is exploring neutrino oscillation phenomena by measuring muon
neutrino disappearance and electron neutrino appearance in muon neutrino and anti-neutrino
beams produced by an accelerator. Recent results have been published and show evidences for
CP violation: CP-conservation, corresponding to δCP = 0, π, is not included in the 2σ confidence
interval for the CP violating phase [4].

A predominant source of uncertainty in oscillation measurements comes from the lack of
knowledge of neutrino-nucleus interactions. It is therefore crucial to probe accurately neutrino
cross sections in order to improve the precision of CP-violating phase measurements. Within
this thesis work muon neutrino interactions with water and hydrocarbon nuclei are studied. A
flux integrated cross section is measured with the T2K near detector ND280.

The first chapter gives an introduction to the history of the neutrino and to the physics
theory of neutrino oscillation and neutrino-nucleus interactions. After that the T2K Experiment
and its detectors are presented in the second chapter. In the third and forth chapters all the steps
of this analysis are exposed and details are provided on the analysis strategy, event selection
and evaluation of cross-section uncertainties. Finally the extracted cross-section is presented in
the last chapter.
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CHAPTER 1

Neutrino Physics

1.1 A brief history of the neutrino
Before describing neutrino physics in details it is worth looking back in the past and review the
history of this mysterious particle. We will go chronologically through the important discoveries
made in neutrino physics in order to introduce major physical phenomena and challenges in this
field. The history of neutrino prediction and its first detection will be presented first. Then we
will expose the various problems physicists had to face while studying neutrinos, for instance
answering the question of how many different neutrino types exist and solving the problem of
solar neutrino anomaly.

1.1.1 The particle that cannot be detected
It all started with observations of the β-decay. This process consists in a nucleus of atomic
number Z decaying into a nucleus of atomic number Z − 1 accompanied by an electron. An
example of β-decay is C14

6 → N14
7 + e−. The outgoing atom has a smaller mass than the parent

atom, therefore the electron was expected to carry the energy difference in order to fulfill the
energy conservation principle. However observations showed that not only the electron energy is
not enough to recover the total energy but the energy distribution of the electron is continuous!
The expected electron energy is represented in red in Fig. 1.1. In 1930 W. Pauli wrote a famous
letter proposing the existence of a neutral particle of spin 1

2 and zero mass that would be emitted
in the β-decay alongside the electron. The missing energy would be carried by that invisible
light particle, solving the energy conservation probleme, but creating a new sort of problem :
W. Pauli postulated a particle that cannot be detected. A few years later, E. Fermi wrote a
theory for the β-decay where he took into account the recently postulated neutral light particle
[5]. The probability of interaction was estimated to be σ < 10−44 cm2 by H. Bethe and R. Peierls
[6].

3



1. Neutrino Physics

Figure 1.1: Energy spectrum of the outgoing electron in a β-decay. Source :
t2k-experiment.org

After the Second World War many developments were made in nuclear fission. As neutrinos
are produced in nuclear fission physicist F. Reines, who was involved in nuclear weapons tests,
thought of using the bomb for direct detection of neutrinos. Teaming up with the experimentalist
C. Cowan he faced the huge technical challenge of designing a detector that is able to resist
close to the nuclear bomb, take data in a short time and be large enough to detect neutrinos.
They designed a large detector for that time back in the fifties : one cubic meter! Measurements
close to bomb tests not being the most convenient ones, they then started to measure particles
close to the Brookhaven nuclear reactor. In 1953 hints of signal were detected but there was
still a lot of background, that turned out to be coming from cosmic rays. Hence they decided to
locate the detector underground so that the Earth is shielding the detection from cosmic rays.
The improved detector was located 11 meters from the reactor at Savannah River plant and
12 meters underground. Eventually a non ambiguous signal was measured, neutrino has been
observed for the first time [7]. Frederick Reines was awarded by the Nobel Prize in 1995 for the
first detection of the neutrino.

1.1.2 The different types of neutrinos
In the 1950s only two types of charged leptons were known, the electron and the muon, easily
differenciated by their masses. The tau lepton was discovered much later in 1975. Moreover
the charged leptons were known to have an associated antiparticle with opposite charge. Two
questions therefore arose : Is the neutrino different from its antiparticle? Are the neutrinos
produced with an electron or a muon different?

Answering the first question was done by investigating the conversion of some heavy isotopes
involving a neutrino in the process. According to the lepton number conservation law, stating
that the number of leptons minus the number of antileptons is conserved, the β-decay produces
an antineutrino whereas the isotope is reacting with a neutrino. Thus the isotope reaction should
only be observed if the neutrino and antineutrinos would be the same particles. Ray Davis was
able to investigate this process in the period 1955-1960, showing that neutrino and antineutrino
are distinct particles.

The second question can be resolved by looking at the neutrino produced in a pion decay,
which is associated to a muon, and find out if it can then be converted into an electron. This
process would show that the neutrinos associated with muons and electrons are of the same
kind. The energy reached by nuclear decay being much too small to produce pions or muons
directly, a proton beam from an accelerator was required. In the experiment conducted in 1962
protons were sent onto a target, producing pions that then decay into muons and neutrinos.
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Every other particle than neutrinos was then absorbed by a steel shield, resulting in a beam
of muon-associated neutrinos. If muon- and electron-associated neutrinos would be identical,
muon and electron tracks would be observed. However, only few electron tracks were observed,
compatible with backgrounds. It was now clear that two types of neutrinos exist, associated to
the two charged leptons [8].

In 1988, L. Lederman, M. Schwartz and J. Steinberger received the Nobel Prize for "the
neutrino beam method and the demonstration of the doublet structure of the leptons through
the discovery of the muon neutrino".

After T. Lee and C. Yang suggested that parity could be violated by weak interactions [9],
C. Wu and R. Garwin designed two different experiments that confirmed that hypothesis a
year later [10, 11]. Then a model was developed to explain parity violation observed in weak
interactions [12, 13, 14]. This two-component ν theory predicts a zero mass and helicity that
is either positive (right-handed νR) or negative (left-handed νL). Results from M. Goldhaver’s
experiment confirmed that theory and only left-handed neutrinos νL were found [15].

By 1962 it became clear that the neutrino has a distinguishible antiparticle and that the
now-called electron-neutrino (νe) and muon-neutrino (νµ) are different particles. Moreover the
lepton number is conserved by electrons and muons separately and parity and charge conjugation
are not conserved by weak interactions.

Finally a third lepton was discovered, called τ . In the mid-1970s evidences were shown at
the SLAC accelerator [16]. Consequently and according to the Standard Model [17, 18] there
should be an associated neutrino to this new lepton, which was discovered and established in the
1980’s [19]. Interactions of τ neutrino were first observed in 2000 by the DONUT experiment
[20]. At about the same time indeed, a LEP experiment measuring the Z-decays showed there
are three light neutrino species that couple to the Z-boson [21, 22]. In Fig. 1.2 a schematic table
represents the particles of the Standard Model.

Figure 1.2: The particles of the Standard Model : 6 quarks, 6 leptons, the gauge
bosons which carry forces between those particles and the Higgs boson which give
them a mass. Designer: Yuki Akimoto (Higgstan / higgstan.com)
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1. Neutrino Physics

1.1.3 The problem of solar neutrinos
After the neutrino discovery physicists realised that this particle could be an ideal tool to probe
environments that undergo nuclear reactions. In the late 1960s R. Davis and J. Bahcall set up
an experiment called Homestake to measure electron-neutrino emissions from the sun in order
to study nuclear reactions taking place beyond the surface of the sun. However the measured
neutrino flux was about three times smaller than the model predictions [23]. Early attempts to
explain this discrepancy suggested that something was wrong either in the measurements or in
the solar model predictions.

In the early 1990s observations of helioseismology agreed with Bahcall’s predictions. Other ex-
periments taking measurements on neutrinos, SAGE [24], GALLEX [25] and Super-Kamiokande
[26], corroborated the Homestake observations : Some neutrinos were missing! Fortunately a
possible solution to the missing neutrinos had been proposed by B. Pontecorvo. He suggested
that neutrinos could change their flavour states as they propagate [27]. Therefore the reduction
of the electron-neutrino flux measured on Earth would be explained by the fact that a fraction
of the electron-neutrinos emitted by the sun oscillate onto other flavour state as they travel
from the sun. The SNO experiment was able to measure both the electron-neutrino flux and the
total neutrino flux from the sun. In 2002 they confirmed the oscillation hypothesis by observing
an electron-neutrino flux that is about a third of the model prediction and a total neutrino
flux that is compatible with the prediction [28]. This was a strong evidence for the neutrino
oscillation theory developed by Pontecorvo.

In addition, in 1998, the Super-Kamiokande experiment provided evidence for neutrino
oscillation as well by observing neutrinos coming from cosmic ray induced showers in the Earth
atmosphere [3, 29, 30, 31]. The flux of electron and muon atmospheric neutrinos were measured
and, in principle, the atmospheric neutrino flux is predictable. However the muon neutrino flux
was showing some discrepancy with the predictions. The disagreement was explained by the
disappearance of muon-neutrinos that oscillate into τ -neutrinos.

The SNO and Super-Kamiokande experiments showed strong evidence for the neutrino
oscillations. Neutrinos undergo oscillations only under the condition that they carry a non-zero
mass. However, both Fermi’s original model and the modern Standard Model of the electroweak
interactions predict a massless neutrino. Therefore these discoveries demonstrated that the
neutrino must have mass. It was the first laboratory evidence of physics beyond the Standard
Model. In 2015 they were awarded the Nobel Prize in Physics.

Neutrino oscillations now have been studied with increased accuracy with various kind of
experiments measuring neutrinos from both nuclear reactors and accelerator beams. Modern
experiments keep improving the measurement precision on neutrino oscillation. In the following
section the physics of this phenomenon will be explained in more details.

1.2 Neutrinos oscillation
In the previous section the history of a major discovery in neutrino physics is explained : The
phenomenon of neutrino oscillation, originally proposed by B. Pontecorvo [32] and also further
developed by Z. Maki, M. Nakagawa and S. Sakata [33]. We now describe the formalised theory
of neutrino oscillation (Sec.1.2.1) and discuss more deeply the question why neutrinos do oscillate
(Sec.1.2.2). Finally we give an overview of modern experiments measuring oscillation (Sec.1.2.3).

1.2.1 Neutrinos oscillation theory
Neutrinos are created in the flavour states of the weak interaction, |να〉, α = e, µ, τ as they
are produced associated to a charged lepton and they propagate in the mass eigenstates |νi〉,
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1.2 Neutrinos oscillation

i = 1, 2, 3 if one assumes that flavour and mass bases do not coincide. The superposition of the
mass states can be expressed as

|να〉 =
∑
i

U∗
αi |νi〉 (1.1)

where the leptonic mixing matrix U is known as the PMNS matrix (Pontecorvo-Maki-Nakagawa-
Sakata). Considering only the three known flavours it can be written as follow :

U =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3



=

1 0 0
0 c23 s23
0 −s23 c23


 c13 0 s13e

−iδCP

0 1 0
−s13e

−iδCP 0 c13



×

 c12 s12 0
−s12 c12 0

0 0 1


e

iα1/2 0 0
0 eiα2/2 0
0 0 1



(1.2)

where the notation cij = cos θij and sij = sin θij is used. The mixing matrix shows the following
properties :

• It is parametrised by

- the so-called mixing-angles θ12, θ23 and θ13,
- a Dirac CP-violating phase δCP,
- Majorana CP-violating phases α1 and α2.

• The non-zero off-diagonal terms result in neutrinos created in superpositions of mass
states.

• A condition to write a matrix as a product of unitary matrices is that U should be unitary.
Note that unitarity is a theoretical assumption inherent in the majority of analyses. It is
the basis for the validity of the 3 neutrino paradigm. However this assumption leads to
limitations of the model [34, 35]. For instance in the seesaw model the PMNS matrix is
not unitary.

• The last term of the matrix has physical consequences only if neutrino are Majorana
particles. Even in the case of Majorana neutrinos it does not affect neutrino oscillation
since the Majorana phases cancel in UU∗.

• For antineutrinos, U becomes U∗ instead.

• CP conservation requires U to be real, i.e. δCP = 0, π.

Oscillation probability in vacuum

We can now derive the oscillation probability, that is the probability for a neutrino created in a
flavour state α to be measured in a flavour state β. The initial state is a combination of the
mass eigenstates |νi(0)〉 at time t = 0. Note that quantum coherence will be discussed later on
in Section 1.2.2. At a time t > 0 each mass state is written as

|νi(t)〉 = e−i(Eit−~pi·~x) |νi(0)〉 (1.3)
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1. Neutrino Physics

where Ei and ~pi are the energy and momentum of the propagating neutrino and ~x is its position
relative to the initial position at t = 0. In the ultra-relativistic limit, which is justified as the
neutrino masses mi are so small, we have |~pi| � mi and the energy of the travelling neutrino
can be approximated by

Ei =
√
p2
i +m2

i ' pi + m2
i

2pi
≈ E + m2

i

2E (1.4)

where E is the neutrino total energy. With the distance travelled L ∼ t, each mass state can
now be written as

|νi(L)〉 = e−im2
i
L

2E |νi(0)〉 (1.5)

This describes how each neutrino mass state propagates. It is important to notice that the
different mass states propagate with different phases that depend on the mass. This is why the
flavour state (initially |να〉) evolves with time and can change to other flavour states. In other
words, when a neutrino is measured after travelling for a distance L, it interacts with another
particle and its state is projected onto the state with flavour corresponding to the outgoing
lepton (〈νβ|). Using (1.1) and (1.5), the probability for oscillating can be computed,

P (να → νβ) = |〈νβ(L)|να(0)〉|2 =

∣∣∣∣∣∣
∑
i

〈νi(L)|Uβi ·
∑
j

U∗
αj |νj(0)〉

∣∣∣∣∣∣
2

=
∣∣∣∣∣∑
i

U∗
αiUβie

−im2
i
L

2E

∣∣∣∣∣
2

(1.6)

Playing with some mathematical tricks the probability can be rewritten as

P (να → νβ) = δαβ−4
∑
i>j

Re
(
U∗
αiUβiUαjU

∗
βj

)
sin2

(
∆m2

ijL

4E

)

+2
∑
i>j

Im
(
U∗
αiUβiUαjU

∗
βj

)
sin

(
∆m2

ijL

4E

) (1.7)

where we define the squared mass difference ∆m2
ij ≡ m2

i −m2
j . One should notice that neutrino

oscillation conserves the total lepton number, although it does not conserve the flavour lepton
number as expected, due to mixing.

The probability of oscillation depends on :

• the mixing angles θ12, θ23 and θ13 ;

• the CP-violating phase δCP ;

• the square of the mass splitting ∆m2
ij.

These are the parameters that modern neutrino oscillation experiments aim to measure. In
particular the measurement of the CP-violating phase is a good characterisation of CP-violation
in the neutrino-sector. If it can be demonstrated that neutrinos violate the CP-symmetry it could
be a very interesting path to explore in order to understand the matter-antimatter imbalance in
the Universe.
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1.2 Neutrinos oscillation

Oscillation probability in matter

In the above paragraph we have described oscillation for neutrinos propagating in vacuum.
However, in most of experiments neutrinos travel through the Earth and undergo forward
scattering from particles they encounter in the medium.

Three effects are observed when neutrino travel through matter. First and similarly to light
refraction when photons propagate though a medium, an direct effect of the neutrino coherent
elastic forward scattering is the appearance of a phase difference, which in the case of neutrino
is called "effective mass". As a consequence the oscillation probability change and effective
parameters can be derived in order to compute the new probability. Second, the expression with
effective parameters shows that approaching a certain electron number density and squared-mass
difference combination leads to a resonance effect. A third effect, called adiabaticity, happens
if the matter density is constant. In this case the evolutions of the effective massive neutrinos
are decoupled. The propagation then obeys the same physics than in vacuum, with different
parameters.

The full matter effect description is beyond the scope of this work and details can be found
for example in [36, 37].

As neutrino interact through neutral-current scattering from electron, neutron or proton or
through charged-current scattering of an electron (illustrated in Feynman diagrams in Fig. 1.3),
matter do affect the oscillation physics. Most important consequences will be briefly described
here.

Figure 1.3: Feynman diagrams of charged-current (left) and neutral-current
(right) neutrino scattering with electrons. Note that the right diagram also works
with neutrons or protons instead e−.

In the vacuum oscillations are only sensitive to the square of the neutrino mass splitting,
whereas they are sensitive to the sign when matter effects are taken into account. Indeed solar
neutrino observations allowed to determine that ν2 is heavier than ν1. Whether ν3 is the heaviest
neutrino (normal neutrino mass hierarchy, "NH") or the lightest neutrino (inverted neutrino
mass hierarchy, "IH") is one of the major unknowns in neutrino physics.

Another characteristic of the matter effects is the difference in neutrino and antineutrino.
Indeed the charged-current channel is not available to antineutrino since matter is not made
of positrons. In long-baseline experiments matter effects enhance the oscillation probability
for neutrinos (antineutrinos) if ∆m2

ij > 0 (∆m2
ij < 0) with respect to propagation in vacuum.

Neutrino oscillations in matter offer an interesting probe for CP violation by looking at the
difference

P (να → νβ) 6= P (ν̄α → ν̄β) (1.8)

Therefore it is extremely important to account for matter effects when searching for CP violation

9
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in the neutrino sector.
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Figure 1.4: νµ → νe (left) and νµ → νe (right) oscillation probability as a
function of neutrino true energy for a 295 km baseline. Different colors correspond
to different values of the CP-violation phase δCP. Solid (dashed) lines are for
normal (inverted) mass hierarchy. Source : t2k.org

1.2.2 Why do neutrinos oscillate ?
As seen in the introduction the neutrino flavour states |νe〉, |νµ〉 and |ντ 〉 are not the mass
eigenstates |νi〉. The neutrino state |να〉 created in a W-decay alongside a charged lepton α is a
quantum superposition of the mass eigenstates, as written in Eq.(1.1). In the neutrino mass
eigenstate basis, the neutrino propagates as mass eigenstates |νi〉 with amplitude for a proper
time τ νi equal to exp (−imν

i τ
ν
i ). Therefore we expect to measure a mass of

〈mνα〉 =
∑
i

|Uαi|2mi (1.9)

which is a distribution with three peaks at m1, m2 and m3 with probabilities equal to |Uα1|2,
|Uα2|2 and |Uα3|2 respectively, as schematically represented in Fig. 1.5. However, what happens if
one would try to measure the neutrino mass for instance in a pion decay? As a gedankenexperiment
let us estimate the gap between the peaks of the three neutrino mass eigenstates compared to
the width that would be obtained in an ideal measurement with an imaginary perfect detector
precision.

Figure 1.5: Schematic representation of the neutrino mass distribution that we
expect to measure.

Neutrino mass measurement in a pion decay

We consider the pion decay into a muon and an electron neutrino in the pion rest frame. After
the pion decay, the neutrino interacts with a target via W-boson exchange and produces an
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1.2 Neutrinos oscillation

electron plus something, i.e.

π → µ+νµ
νµ oscillates to νe
νe + target→ e+X

(1.10)

Figure 1.6: Schematic representation of the pion decay. The coordinates written
in red are the spacetime points in the pion rest frame.

The amplitudes for the muon and the neutrino νi to propagate yield :

µ ∼ e−iλτµi

νi ∼ e−imνi τ
ν
i

(1.11)

where λ = mµ− iΓµ2 with muon decay width Γµ. The neutrino decay width is zero. The neutrino
proper time τ νi depends on neutrino energy, hence it depends on the mass eigenstate i. Since
the muon and the neutrino are entangled, the muon proper time τµi also depends on i. We now
look at how the kinematics variables depend on the mass eigenstates i.

Momentum dependance on the mass eigenstates

To estimate the kinematic variable dependance on the mass eigenstate i we compute the
difference in pµ for different neutrino mass states νi and νj. Using the pion rest-frame energy of
the muon,

Eµ = (mπc2)2 + (mµc2)2 − (mνc2)2

2mπ
(1.12)

and
(cpµ)2 = (Eµ)2 − (mµc2)2 (1.13)

one finds
d(cpµ)
d[(mν)2] = Eµ

cpµ
· dEµ

d[(mν)2] (1.14)

Thus the difference in the momenta is

∆pµij ≡ pµj − p
µ
i = Eµ

pµ
·
(
−

∆m2
ij

2mπ

)
(1.15)

Using the values1 ∆m2
ij ' 2.4 · 10−3eV2/c4 and mπ ' 1.4 · 102MeV/c2 the order of magnitude of

∆pµij can be rated as

∆pµij ≈ −
∆m2

ij

2mπ
c ≈ 2.4 · 10−3

2 · 1.4 · 108 eV/c ≈ 10−11 eV/c (1.16)
1All values used in this section are from PDG 2015.
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Quantum mechanics optimal precision that can be achieved

Now let us investigate the precision that could possibly be achieved even in the best experi-
ment conditions, considering the quantum nature of the particles. According to Heisenberg’s
uncertainty principle,

τ ·∆mπc2 ≥ ~
2 (1.17)

we obtain, using the pion decay mean life time τ ' 2.6 · 10−8 s,

∆mπ ≥ ~
2τc2 ≈

6.6 · 10−16 eV s
2 · 2.6 · 10−8 s ·

1
c2 ≈ 10−8 eV/c2 (1.18)

Propagating the error on mπ into

pµ =

√
[(mπ)2 + (mµ)2 − (mν)2]2 − 4(mπ)2(mν)2

2(mπ)2 (1.19)

we find
∆pµmeas = ∆mπ

(
(mπ)2 + (mµ)2 − (mν)2

A
− A

2(mπ)2 −
4(mν)2

A

)
︸ ︷︷ ︸

∼1

(1.20)

where we have defined A =
√

[(mπ)2 + (mµ)2 − (mν)2]2 − 4(mπ)2(mν)2. Thus we obtain

∆pµmeas ∼ ∆mπ ≈ 10−8 eV/c (1.21)

Conclusion

In the case of a neutrino produced in a pion decay the muon momenta associated with the
different neutrino mass eigenstates are separated by a distance of

∆pµij ≈ 10−11 eV/c (1.22)

and the uncertainty associated to the width of the pion due to its quantum nature is

∆pµmeas ≈ 10−8 eV/c (1.23)

We remind that if one would measure the neutrino mass a distribution with three peaks at
m1, m2 and m3 is expected in ideal conditions, as illustrated in Fig. 1.5. We estimated the gap
between the peaks to be the order of 10−11 eV/c. However, the uncertainty due to the decay
width of the parent particle is around 10−8 eV/c, which is much larger than the separation of
the momenta for different neutrino mass eigenstates. This can be illustrated by adding the
pion spectrum to previous figure, as can be seen in Fig. 1.7. We can conclude that because of
the quantum nature of particles it is impossible to determine the neutrino mass eigenstates by
measuring the neutrino mass from kinematics. This is different from quarks where the mass
differences are much larger than the decay width of the quarks.
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1.2 Neutrinos oscillation

Figure 1.7: Schematic representation of the neutrino mass distribution that we
expect to measure.

An analog to the double-slit experiment

This quantum effect can be compared to the outcome of the double-slit experiment, that was
first performed with light by Thomas Young in the beginning of the 19th Century. In Young’s
experiment photons are sent to a wall that has two slits. On the other side the photons are
detected on a screen. The observed result is a wave pattern on the screen. An illustration of the
setup is shown in Fig. 1.8. The exact same effect has also been shown with electrons instead of
light.

Figure 1.8: Schematic representation of the double-slit experimental setup and
the interference pattern created on the screen.

It is impossible to determine which slit the particle went through to end up in some position
on the screen, as it is impossible to determine in which mass eigenstate the neutrino propagates
before being detected in some flavour eigenstate. Only the probability to detect a photon in
that position on the screen or a neutrino in that flavour can be known.

As we did in the case of the neutrino it is possible to illustrate Heisenberg’s uncertainty
principle also in that experiment,

∆x∆p ≥ ~
2 (1.24)

If photons or electrons are sent through a slit of width ∆x, after passing through the hole
photons have a momentum uncertainty equal to ∆p and therefore the image appearing on the
screen is larger than the slit.
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Figure 1.9: Application of Heisenberg’s uncertainty principle in the double-slit
experiment.

Both the oscillation of neutrinos and the diffraction pattern of photons or electrons are good
demonstrations of the fundamental principle of quantum mechanics. In both case it shows the
wave-particle duality and the limitation in measurements due to the quantum nature of particles.
More details on neutrino oscillation can be found in [38]

1.2.3 Neutrino oscillation experiments
As already mentioned in Sec.1.1, several ways of neutrino productions are used in order to
study their physical properties. One can take benefit of neutrinos already being produced either
naturally in the Sun, in the atmosphere or in the Universe, or artificially in nuclear reactors.
Moreover technologies allow to produce neutrino beams with accelerators since the 1960’s.

Solar neutrino experiments

A historical overview of the solar neutrino anomaly was already given in Sec.1.1.3. As seen
the sun is a large neutrino factory : νe’s are constantly released in nuclear reactions. Over the
years the constraints on the solar neutrino flux and the detector technologies improved a lot.
In the 1990s Gallium tank detectors were developed by GALLEX [39], SAGE [40] and GNO
[41] experiments. Then new types of detectors were designed using heavy water for the SNO
experiment [42] and pure liquid scintillator for the Borexino experiment [43].

Atmospheric neutrino experiments

Cosmic rays interacting with the Earth atmosphere generate hadronic showers, mainly pions.
Therefore νe’s and νµ’s are produced, allowing measurements of νe, νe, νµ and νµ at different
energies and zenit angles, that relate to different travel distances. Such measurements are
sensitive to θ23 and |∆m2

32|. The IceCube experiment, which is taking advantage of the South
Pole ice as detector volume, recently published oscillation results for neutrinos in energy range of
6− 56 GeV [44]. Atmospheric neutrinos are also measured by the Super-Kamiokande experiment
[30, 31]; precision measurements and determination of the neutrino mass hierarchy are expected
to be observed by the future long-baseline neutrino oscillation experiments Hyper-Kamiokande
[45] and DUNE [46].

Reactor neutrino experiments

Setups similar to the Savannah River experiments (Sec.1.1.1) are still exploited by experiments
such as RENO [47], Double Chooz [48, 49] and Daya Bay [50, 51]. A neutrino detector is
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placed near a nuclear reactor, where a pure flux of νe is produced by β-decays utilising their
characteristic light signal due to e+e− annihilation and neutron capture. The νe disappearance
channel can be studied and this type of experiment is usually sensitive to θ13 and |∆m2

32|.

Accelerator neutrino experiments

As seen in Sec.1.2.1 the oscillation probability varies with the distance L and neutrino energy
Eν . Accelerator-based long baseline experiments exploit this by measuring neutrinos, produced
with a certain energy spectrum, at a distance that maximises the oscillation probability. K2K
[52], the predecessor of T2K, is one of them. In addition to the far detector that measures
oscillated neutrino flux, a near detector is placed just after the neutrino beam production point
in order to constrain the neutrino flux. Protons are accelerated and smashed onto a nuclear
target producing mesons, mainly pions and then kaons, which then decay into neutrinos and
leptons. νµ or νµ are produced, depending on the polarisation (positive or negative) that is
used to focus the charged-particle beam before they decay into neutrinos. One of the most
convenient feature of such experiments is the ability to take off-axis measurements, which allow
narrow-peaked energy spectrum. Modern long-baseline experiments such as T2K [53] and NOνA
[54] use off-axis detectors.

This type of experiment allow studies of the νµ and νµ disappearance channels (νµ → νe and
νµ → νe), which give sensitivity to θ23 and |∆m2

32|. Moreover CP symmetry can be tested by
comparing νµ → νe and νµ → νe. νe and νe appearance channels can also be measured and they
give not only sensitivity to θ13 but also to the still unknown δCP phase.

1.3 Neutrino interactions for accelerator based experi-
ments

When neutrinos scatter off nuclei they undergo different types of interactions with the contained
nucleons. At neutrino energies in the range of the GeV, the main interaction channel is Charged-
Current (CC) Quasi-Elastic (QE) with a W -boson exchanged between the neutrino and the
nucleon, producing a charged lepton and inverting the nucleon isospin, e.g. ν` + n→ `+ p. As
can be observed in Fig. 1.10 around 1.0 GeV the neutrino energy allows pion production through
resonant scattering. At a few GeVs the energy becomes high enough to resolve the quark content
in the target nucleon. The latter is broken up and hadronic jets are produced. The different
neutrino-nucleus interaction modes will be described in Sections 1.3.1, 1.3.2 and 1.3.3.

Describing neutrino-nucleus interactions can be very tidious not only because of the overlay
in energies of the different interaction channels but also because the nucleus is a complex object
and many nuclear effects enter the game. One has to account for the initial state of the nucleus.
Firstly nucleons are not at rest but move in the nuclear medium, secondly they are not free
particles and the proximity between nucleons gives rise to multinucleon interactions, such as
the so-called "2p2h", that are complex to model. Moreover the outgoing particles are travelling
in a highly dense nuclear medium, thus they are likely to interact before leaving the nucleus.
In Sec.1.3.4 a description of nuclear effects due to nucleon initial and final states will be given.
Then an overview of neutrino-nucleus interaction generators will be shown in Section 1.3.5.
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Figure 1.10: Muon neutrino cross-section broken down by interaction modes
and as a function of the neutrino energy. Available data up to 2012 compared to
NUANCE prediction. Figure from [55]

1.3.1 Charged-Current Quasi-Elastic Interactions
As can be seen in Fig. 1.10 up to ∼ 1.5 GeV the main contribution to the neutrino cross
section comes from CCQE interactions. It is extremely difficult to compute the cross section
analytically since the nucleon is a complex object. However it is possible to parametrise it in
terms of parameters that can be measured by electron scattering and β-decay experiments. The
differential cross section in the four-momentum transfer squared Q2 is given by the Llewellyn-
Smith model [56],

dσ

dQ2 = M2G2
F cos2 θc

8πE2
ν

(
A(Q2)±B(Q2)s− u

M2 + C(Q2)(s− u)2

M4

)
(1.25)

where ± stands for neutino/antineutrino,M is the nucleon mass, GF the Fermi coupling constant,
θc the Cabbibo angle and Eν the neutrino energy. s and u are the Mandlestam kinematic variables
and for an outgoing lepton of mass m` they can be rewritten as s − u = 4MEν − Q2 −m2

` .
A(Q2), B(Q2) and C(Q2) are given by

A(Q2) =4mnEν −Q2

m2
n

×
[
(1 + Q2

4m2
n

)F 2
A − (1− Q2

4m2
n

)F 2
1 + Q2

4m2
n

(1− Q2

4m2
n

)F 2
2 + Q2

m2
n

τF1F2

]

B(Q2) =Q2

m2
n

FA(F1 + F2)

C(Q2) =1
4(F 2

A + F 2
1 + τF 2

2 )

(1.26)

where τ = (µp − 1)µn with the magnetic moments µp,n of the proton and neutron respectively.
They are functions of the nucleon form factors F1, F2 and FA, which characterise the internal
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charge distribution of the nucleons. In the case of a scattering with a stationary target nucleon
the form factors are described by a dipole, i.e. F (Q2) ∝ (1− Q2

M2
x
)−2 with an empirical parameter

Mx. The parameters of the vector form factors F1,2 are accurately determined by observation of
the electro-magnetic interactions in electron scattering experiments. It has been shown that
it is well described by a dipole for Q2 < 2 GeV. At higher energies extensions to F1,2 have to
be used to palliate the deviations from the dipole approximation. The axial form factor FA is
assumed to behave as a dipole with two parameters,

FA(Q2) = gA

1 + Q2

(MQE
A )2

(1.27)

where gA is the axial vector coupling constant that can be determined by measuring polarised
neutron β-decay observations. MQE

A is the nucleon axial mass, it is the only parameter in the
model that is not constrained. Measurements of neutrino interactions with light nuclei (hydrogen)
in bubble chamber experiments have provided a value ofMQE

A = 1.014±0.014 GeV [57]. However
later measurements of interactions on heavier target nuclei by MiniBooNE showed disagreements
with bubble chamber results. This is known as the "MiniBooNE MQE

A puzzle".
The easiest way to estimate CCQE cross section is to use the plane wave impulse approxima-

tion [58]. Assuming no FSI (see Section 1.3.4) and a known distribution of the target nucleon
momenta and binding energies, one can calculate the cross section as an incoherent sum of
contributions from individual nucleons.

1.3.2 Charged-Current Resonant Interactions
In a neutrino-nucleus scattering, if the center-of-mass energy is above the mass of a delta baryon
it can excite a resonance state, resulting in a pion production from the delta baryon decay. An
example of such process is illustrated on the Feynman diagram in Fig. 1.11. There are three
possible charged-current resonant pion production interactions,

ν` + p→ `− + p+ π+

ν` + n→ `− + p+ π0

ν` + n→ `− + n+ π+
(1.28)

Figure 1.11: Feynman diagram of an example of charged-current neutrino reso-
nant pion production interaction through W-boson exchange.
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1. Neutrino Physics

Single pion resonance interactions are the main contribution to the cross-section at neutrino
energies between 1.5 GeV and 5 GeV. At higher energies other inelastic resonant processes can
occur, such as single photon, kaon or multi-pion productions, however they are not discussed in
this study since they are not relevant in the T2K neutrino beam energy.

Such interactions are usually described by the Rein-Sehgal model [59] in neutrino simulations,
with Partially Conserved Axial vector Current (PCAC) lepton mass correction for charged-
current interactions [60]. In a similar way than the Llewellyn model for CCQE interactions (see
Section 1.3.1) the Rein-Sehgal model is parametrised in terms of nuclear form factors to account
for extended nuclear targets. Those form factors are different ones however and they depend on
two parameters that cannot be determined by electron scattering measurements, namely MRES

A
and C5

A.

1.3.3 Deep Inelastic Scattering
At higher energies neutrinos become even able to resolve the quark content within the nucleons
and break it, producing jets of hadrons. This interaction mode, called Deep Inelastic Scattering
(DIS) is dominant at neutrino energies above 10 GeV. Fig. 1.12 shows a Feynman diagram
illustrating this process.

Figure 1.12: Feynman diagram of deep inelastic scattering.

Neglecting the µ mass one can estimate the DIS cross section as a function of two variables
x and y,

dσ

dxdy
= G2

F (x,Q2)mt

π
Eν

[
y2

2 2xF1(x,Q2) +
(

1− y − mtxy

2Eν

)
F2(x,Q2) + y

(
1− y2

2

)
F3(x,Q2)

]
(1.29)

where F1/2/3(x,Q2) are the nucleon structure functions for DIS.
This interaction mode have been probed in order to validate the Standard Model and nuclear

structures, therefore there is a lot of neutrino data available at high energies. However it is not
clear if information can be extrapolated accurately to energy ranges relevant for accelerator-based
neutrino experiments.

1.3.4 Nuclear effects in neutrino-nucleus scattering
In Section 1.3.1 CCQE interactions are described between neutrinos and free nucleons. This
description is sufficient to model interactions on very light nucleus. However present neutrino
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1.3 Neutrino interactions for accelerator based experiments

experiments use targets made of complex nuclei (carbon, oxygen, argon, etc) not only because
the probability of interaction is proportional to the target nucleon density, but also because
nowadays technologies still need more developments in order to be able to use high-pressure
hydrogen target material. Studying neutrino-nucleon interactions in such nuclei requires an
accurate knowledge of the nucleon behaviour within the nuclear medium. One needs to account
for the nucleus inital state, for instance the initial momenta of the nucleons and their possible
correlations, as well as the outgoing particle interactions within the nuclear medium. In this
section we discuss briefly each of these effects and how they are typically modelled.

Nucleon Initial State

When dealing with complex nucleus targets the nucleons can no longer be considered as free
particles. When a neutrino scatters off a nucleus the nucleons have an initial non-negligible
momentum, which is referred to as Fermi motion. Moreover the nucleons are bound in the
nucleus with a nuclear binding energy EB. The initial state of the nuclear medium is modelled
with spectral functions and different models are used attempting to describe the most accurately
the initial state nucleon momenta.

The most common and quite simple model is the ’global’ Relativistic Fermi Gas (RFG)
model. Nucleons are assumed to be non-interacting Fermions, each feeling the same constant
binding potential. As in a Fermi gas, all momentum states are filled up to Fermi momentum pF ,
which depends on the number of nucleons containted in the nucleus. This limit can be visualised
in Fig. 1.13 where the momentum distribution is shown for a carbon nucleus (pF ≈ 230 MeV/c).

An improved version of the RFG model is the ’local’ Fermi gas (LFG) model, which uses
a potential depending on the local nuclear density. It is well know from electron scattering
data that the density varies with the nuclear radial position. Therefore a density function ρ(r)
is calculated under the local density approximation and a continuum of RFG’s with Fermi
momentum varying with the radial position, pF (f) ∝ ρ(r) 1

3 is built.
O. Benhar and collaborators [61] have developped a more accurate model that accounts for

nucleon-nucleon interactions within the nuclear medium. The latter can alter the distribution
of initial state nucleon momenta. This model considers the modifications to the orbits due to
nuclear interaction potential, called short range correlations. This allows for initial nucleon
momentum higher than the Fermi momentum, which can be seen in Fig. 1.13.

Figure 1.13: Simulations made with NuWro to compare different models of
initial momentum distribution of nucleon within a carbon nucleus. Figure from
[62]
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1. Neutrino Physics

Nucleon Correlations

The description of nucleons as isolated particles in neutrino-nucleus scattering is a simplistic
approach. Possibly a neutrino may interact with a bound state of two or more nucleons. Such
process has already been shown to have a non-negligible contribution in electron scattering
[63, 64]. In neutrino experiments, although no evidence were found for such process it has become
clear that nucleon correlations have an impact on oscillation and cross-section measurements at
neutrino energy range around 1 GeV. Neutrino interactions with correlated nucleons are difficult
to distinguish from quasielastic reactions, it is therefore important to investigate them.

Two models have been proposed by Nieves [65] and Martini [66], who refer to CCQE
interactions as 1-particle 1-hole (1p1h) and to interactions with two nucleons as 2-particles
2-holes (2p2h) since this reaction leaves two nucleons in the final state, thus creating two "holes"
in the initial nucleus. 2p2h interactions typically arise from short range correlation of a nucleon
pair or from Meson Exchange Current (MEC).

Moreover to account for the impact of the nuclear medium on an electroweak propagator
models also need to include a correction factor that is called Random Phase Approximation
(RPA), depending on Q2. Indeed at low Q2 the propagator is not able to probe individual
nucleons so the 2p2h cross-section is suppressed, while at medium Q2 it is enhanced. At large
Q2 this effect disappears. The RPA correction factor for CCQE interactions σCCQE/σRPA on
carbon is shown in Fig. 1.14.

Figure 1.14: Random Phase Approximation (RPA) correction factor predic-
tion for CCQE neutrino interactions on carbon. Dotted lines show approximate
uncertainty bands. Figure from [65]

Currently most of neutrino simulations do not account properly for nucleon correlations
but use effective or simplified models. Moreover the kinematics of particles produced in 2p2h
interactions is characterised with very approximate models in most of the neutrino generators.
Nowadays such interactions are widely studied and new measurements become able to bring
more and more information about them, such as these recent T2K results [67].

Final State Interactions

When observing neutrino reactions, measurements are made after the particles escape the
nucleus. However, before particles leave the nucleus they propagate through a highly dense
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1.3 Neutrino interactions for accelerator based experiments

nuclear medium and they are likely to interact with other particles. Particle produced in the
neutrino interaction may scatter off nucleons, loose energy or even kick nucleons out of the
nucleus. If the energy is high enough they may excite a ∆ resonance, producing an extra pion.
These outgoing particles may undergo charge exchanges. Therefore particles leaving the nucleus
(and being measured) may therefore differ a lot from the ones exiting the interaction vertex.
Such re-interactions are called Final State Interactions (FSI) and must be understood in order
to make a proper measurement.

FSI are very difficult to model and constrain with external data. Most of the neutrino
interaction generators use an intranuclear cascade model. Within such model each hadron
produced in the neutrino-nucleon interaction is propagated step by step independently through
the nuclear medium. Step widths depend on the hadron mean free path, that is determined
from external hadron scattering data. At each step the interaction probability for the different
reactions is computed accounting for the local nuclear density and an interaction is simulated
accordingly. The possible reactions are elastic scattering, hadron production or absorption and
charge exchange. Their interaction probabilities are tuned from external data. Fig. 1.15 shows a
visualisation of a cascade model for FSI. Another possible model for FSI is the semi-classical
model. More details on the FSI implementation in neutrino-nucleus interaction simulations are
given in [68, 69, 70].

Figure 1.15: Schematic representation of Final State Interactions (FSI) in a
cascade model. Figure from [71]

1.3.5 Neutrino-nucleus interaction generators
In neutrino experiments Monte Carlo simulations play a fundamental role in making predictions
of the neutrino event rates at different energies. Various event generators are used to simulate
neutrino-nucleus interactions ; the generators commonly used in the T2K experiment are NEUT
[72, 73], GENIE [74], NuWro [75, 71], GiBUU [76] and NUANCE [77]. They mainly differ in the model
and the parameters used. Table 1.1 shows an overview of the generators employed in this analysis,
showing the models used for the different reactions and nuclear effects.

21



1. Neutrino Physics
T

ab
le

1.
1:

Fe
at
ur
es

of
th
e
ne

ut
rin

o
ge
ne

ra
to
rs

us
ed

in
st
ud

ie
s
pr
es
en
te
d
in

th
is

do
cu

m
en
t.

G
en

er
at
or

N
EU

T
5.
3.
2
[7
2,

73
]

G
EN

IE
2.
8.
0
[7
4]

N
uW

ro
11
q
[7
5]

C
C
Q
E

Ll
ew

el
ly
n-
Sm

ith
Q
E

[5
6]

R
el
at
iv
ist

ic
Fe

rm
iG

as
Ll
ew

el
ly
n-
Sm

ith
Q
E

+
Bo

de
k-
R
itc

hi
e
ta
il
[7
8]

A
xi
al

m
as
s

M
Q
E

A
=

1.
21

G
eV

[7
9]

M
Q
E

A
=

0.
99

G
eV

M
Q
E

A
=

1.
0G

eV
R
es
.
P
io
n

R
ei
n-
Se
hg

al
[5
9]

R
ei
n-
Se
hg

al
Si
ng

le
∆

m
od

el
by

A
dl
er
-R

ar
ita

-S
ch
w
in
ge
r

A
xi
al

m
as
s

M
R
E
S

A
=

1.
21

G
eV

M
R
E
S

A
=

1.
12

G
eV

M
R
E
S

A
=

0.
94

G
eV

2p
2h

N
ie
ve
s
m
od

el
[6
5,

80
]

N
on

e
N
ie
ve
s
m
od

el
(e
m
pi
ric

al
M
EC

m
od

el
ad

de
d
in

v.
2.
12
.4
)

(d
iff
er
en
t
im

pl
em

en
ta
tio

n
th
an

N
EU

T
)

D
IS

Pa
rt
on

di
st
rib

ut
io
n
fu
nc
tio

n
G
RV

98
[8
1]

Bo
de
k
an

d
Ya

ng
ap

pr
oa
ch

+
co
rr
ec
tio

ns
by

Bo
de
k
an

d
Ya

ng
[8
2]

F
SI

Se
m
i-c

la
ss
ic
al

in
tr
an

uc
le
ar

ca
sc
ad

e
m
od

el
Pa

ra
m
et
ris

ed
m
od

el
of

FS
I

Se
m
i-c

la
ss
ic
al

ca
sc
ad

e
m
od

el
(G

EN
IE

’s
"h
A
"m

od
el
)

22



1.4 Neutrino energy reconstruction

1.4 Neutrino energy reconstruction
In order to determine the oscillation parameters, the oscillation probability (1.7) has to be
studied for various neutrino energies Eν for a given baseline L. Usually the neutrino rate is
compared with two detectors, one is near the neutrino source and the second one is far. The
neutrino event rates are

Nnear(Eν) = σnear(Eν)Φ(Eν)εnear(Eν)
Nfar(Eν) = σfar(Eν)Φ(Eν)εfar(Eν) · Posc(Eν)

(1.30)

where σnear (σfar) is the neutrino cross section of the near (far) detector, Φ is the neutrino flux
at the source and εnear (εfar) is the near (far) detector acceptance. In the ideal case of near
and far detectors that are the same (εnear = εfar and σnear = σfar) and a monochromatic beam
(Φ(Eν) = δ(Eν − E0)), the oscillation probability can be extracted using (1.30)

Posc(Eν) = Nfar(Eν)
Nnear(Eν)

(1.31)

However, in a realistic experiment the neutrino flux is usually provided as a spectrum of energies.
Thus the energy of the neutrino has to be reconstructed from the final states of the reactions.
The far and near neutrino rates are the convolutions of (1.30) over the whole range of energies,

Posc(precoµ , θrecoµ ) =
Nfar(precoµ , θrecoµ )
Nnear(precoµ , θrecoµ )

=
∫
σfar(Eν)Φ(Eν)εfar(Eν) · Posc(Eν) · P (precoµ , θrecoµ |Eν)dEν∫

σnear(Eν)Φ(Eν)εnear(Eν) · P (precoµ , θrecoµ |Eν)dEν

(1.32)

The integrand is multiplied by the probability P (precoµ , θrecoµ |Eν) for a neutrino with energy Eν to
be detected with reconstructed lepton variables precoµ , θrecoµ . In the discrete case this is called the
smearing matrix. Since it is accounting for the detector performances, Monte Carlo simulations
and event generators are required to compute the smearing matrix and it is therefore model
dependent. However the model dependency is largely eliminated by doing a measurement in
the muon kinematic observables pµ, cos θµ. Moreover, the cross sections σnear and σfar need
predictions from theory so they also rely on models. This is why an accurate knowledge of
neutrino interaction models is crucial in oscillation analyses.

There are two different ways to reconstruct the energy. The first one is a good approximation
at energies up to ∼ 2 GeV. The neutrino energy is estimated with the kinematics of the outgoing
lepton and the four-body kinematic formula. For ν` + n → ` + p assuming the nucleon is a
stationary target and the scattering is elastic, we have following approximation:

Ereco
ν =

m2
p − (mn − Eb)2 +m2

` + 2(mn − Eb)E`
2 (mn − Eb − E` + p` cos θ`)

(1.33)

where Eb is the nuclear binding energy of the neutron, mn and mp the neutron and proton masses
respectively and p`, θ`, m` and E` are the momentum, angle, mass and energy of the outgoing
lepton. As it does not account for Fermi motion of the nucleon the estimated energy is smeared.
Moreover there is a bias coming from 2p2h contribution or resonant pion absorption that can
be misidentified as quasielastic reactions. Those two inelastic contributions are illustrated in
Fig. 1.16 and more details about nuclear effects in neutrino-nucleus scattering will be given in
Section 1.3.4.
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1. Neutrino Physics

Figure 1.16: Difference between the energy reconstructed with the four-body
kinematic formula and the true energy for quasielastic events. Simulation is per-
formed with NEUT and the T2K flux. The 2p2h and pion absorption contributions
are scaled by a factor of 5.

The second method to reconstruct the neutrino energy is useful for energies > 2 GeV, where
inelastic reactions dominate and the four-body kinematics cannot be assumed. This method
uses calorimetric information, the energy contributions from each final state particle are sumed
up to estimate Ereco

ν . It is less affected by wrong identifications, however it must rely on models
for invisible particles, e.g. neutral hadrons.

Several studies have been performed on the energy smearing impact on oscillation mea-
surements [83, 84, 85]. With the current detector technologies studies show that the kinematic
approach is more robust than the calorimetric method, keeping in mind the disadvantage of a
non-accurate knowledge on neutrino-nucleus scattering.

24



CHAPTER 2

The T2K Experiment

The T2K Experiment [53] is a long-baseline neutrino experiment probing the physics of neutrino
oscillations. Muon neutrinos are produced at the J-PARC facilities and can be observed with a
near detector complex located 280 meters downstream from the beam source and a far detector
at 295 kilometers. T2K aims at measuring the neutrino mixing parameters through electron
neutrino appearance from muon neutrino beam (θ13) and through muon neutrino disappearance
(∆m2

23). It also has the ability to probe sin2 2θ23 and CP violation (δCP) [86, 87] thanks to the
ability to polarise the beam to either produce neutrinos or antineutrinos. Moreover T2K allows
to study neutrino interactions at energies that cover the transition from resonant interactions to
deep inelastic scattering.

The Super-Kamiokande water Cherenkov far detector is exploited to measure the oscillated
flux. The near detector is crucial to characterise signals and backgrounds observed at the far
detector: it includes an on-axis detector, INGRID, that measures the neutrino beam direction
and profile; moreover an off-axis detector, ND280, measures the muon neutrino flux and its
energy spectrum just after the production. It also quantifies the electron neutrino contamination
and makes cross-section measurements.

The construction of the T2K beamline, that is represented in Fig. 2.1, was completed in
2009 and data taking for physics analysis started in January 2010.

In this chapter we describe the T2K beam, explaining how the neutrino flux is produced. We
then give a description of the far detector Super-Kamiokande and of the near detector complex
with its different sub-detectors. We end this chapter by giving a brief overview of the software
that is used to analyse data taken at the near detector.
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2. The T2K Experiment

Figure 2.1: Schematic representation of the T2K beamline. Source: t2k.org

2.1 The T2K beam
The T2K neutrino beam is generated at J-PARC in Tokai (Ibaraki, Japan). A proton beam
is produced by the primary beamline, which consists in a linear accelerator (LINAC) and a
rapid-cycling synchrotron (RCS). Protons are then injected into the main ring (MR) synchrotron
and accelerated up to 30 GeV, before they can be extracted for the secondary beamline, which
is represented in Fig. 2.2. Protons are steered towards a graphite target, interacting with it
to produce secondary pions which are focused by three magnetic horns excited by a 250 kA
(−250 kA) current pulse. Particles travel through a 96 m decay volume where they decay into
(anti)muons and muon (anti)neutrinos. Other particles are stopped by the beam dump. After
the beam dump a muon monitor (MUMON) is used to monitor the neutrino beam intensity
and direction [88].

Figure 2.2: Side view of the secondary beamline. The length of the decay volume
is around 96 meters. Source: [89]

Since 2010 a fluence of 3.16 × 1021 protons on target (POT) has been reached, of which
about 52% were in antineutrino mode (Reverse Horn Current). Thanks to many developments a
beam power of about 500 kW was achieved in 2018. The evolution of accumulated POT and
beam power is shown in Fig. 2.3.
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2.1 The T2K beam

Figure 2.3: Total accumulated Protons On Target (lines) and beam power (dots)
for the T2K data taking from 2010 to 2018 in neutrino (red) and antineutrino
(purple) modes. Source: t2k.org

2.1.1 Off-axis technique
In order to produce a narrow-band neutrino beam, an off-axis method is employed. The beam
is directed with an angle of 2.5◦ with respect to the line between the neutrino source and the
far detector. This technique allows the production of a neutrino beam with energy peaked at
0.6 GeV. As can be seen in Fig. 2.4 this energy maximises the effect of muon neutrino oscillation
at the Super-Kamiokande location.
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Figure 2.4: Comparison of the oscillation probability for νµ → νµ (top) and for
νµ → νe (middle) to the T2K flux (bottom) on axis and at different off-axis angles.
Source: t2k.org

2.1.2 The neutrino flux
The T2K neutrino flux is predicted with Monte Carlo simulations based on experimental data
[89]; an update on the flux prediction uncertainty can be found in [90]. A dedicated experiment
at CERN, NA61/SHINE [91, 92] is designed to measure hadron production by ∼ 30 GeV protons
on a graphite target. In the prediction, primary interactions of protons with carbon are based
on NA61/SHINE data. Other interactions inside the target are simulated by FLUKA [93] and
outside the target by GEANT3 [94].

Predicted neutrino and antineutrino fluxes at the T2K near detector are shown in Fig. 2.5
for Forward Horn Current (FHC, neutrino mode) and Reverse Horn Current (RHC, antineutrino
mode).

28



2.2 The Far Detector Super-Kamiokande
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Figure 2.5: T2K neutrino and antineutrino fluxes at the near detectors for
Forward Horn Current (ν mode, left) and Reverse Horn Current (ν̄ mode, right).
Source: t2k.org

2.2 The Far Detector Super-Kamiokande
Super-Kamiokande is a water Cherenkov detector located 295 km away from the T2K neutrino
beam source. Running since 1996 it is designed for charged particle observation and various
results have been published on proton lifetime limits [95, 96] and oscillation measurements in
atmospheric and solar neutrinos [3, 29, 30, 31]. Since 2010 the Super-Kamiokande detector has
also been collecting data to look for νµ → νe (νµ → νe) appearance and νµ (νµ) disappearance
from the T2K muon (anti)neutrino beam [86, 87]. As it has been running for a long time the
Super-Kamiokande detector operates in a very stable way with a well-known behaviour.

The detector is made of a cylindrical tank located 1 km underground in a former mine within
Mt. Ikenoyama, near Kamioka. A schematic representation of the detector and surrounding
facilities is shown in Fig. 2.6. The inner detector is filled with 50 ktons of pure water and the
walls are covered with about 11, 000 Hamamatsu Photo-Multiplier Tubes (PMTs) able to detect
light coming from the inside of the tank. The outer detector also has PMTs but only about
2, 000 PMTs. This is sufficient to provide an accurate veto of backgrounds such as cosmic ray
muons and other particles coming from interactions outside the detector.

Figure 2.6: Overview of the Super-Kamiokande detector complexe.
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2. The T2K Experiment

Neutrino interactions produce charged particles. Above a certain energy threshold those
particles emit a cone of Cherenkov photons while travelling faster than the speed of light through
the water, resulting in a ring-shaped hit pattern seen by the PMTs. The observed light ring
provides information about event vertex position and momenta of the outgoing particles. Muons
and electrons are accurately distinguished. Electrons, due to their smaller mass, scatter off other
particles while traversing the water and therefore produce electromagnetic showers. The ring
pattern seen by the PMTs is therefore "fuzzy", as can be seen on an example in Fig. 2.7. On the
other hand muons produce a sharp ring as they travel though the detector without changing
their momentum, because of their relatively large mass. An example of a light ring created by a
muon is shown in Fig. 2.8. The difference with the electron light ring can be seen by eye and is
also easily determined by a particle identification algorithm.

Figure 2.7: An event display coming from a true CC electron neutrino interaction
at Super-Kamiokande.

Figure 2.8: An event display coming from a true CC muon neutrino interaction
at Super-Kamiokande.
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2.3 The ND280 off-axis near detector

2.3 The ND280 off-axis near detector
In order to study neutrino oscillations, the energy spectrum, flavour content and interaction
rates of the unoscillated beam need to be measured. This is done thanks to a set of detectors
placed 280 meters downstream of the production target. The near detector complex, represented
in Fig. 2.9, consists of a magnetised off-axis tracking detector ND280 and an on-axis detector
INGRID. In this section we will describe the different ND280 sub-detectors, that can be seen in
Fig. 2.10, and INGRID will be described in Section 2.4.

The z axis is defined by convention to be along the nominal neutrino beam axis, the x and y
axes are the perpendicular horizontal and vertical axes respectively.

Figure 2.9: The T2K near detector complexe. Source: t2k.org
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2. The T2K Experiment

Figure 2.10: Schematic representation of the opened ND280 detector. Source:
[53]

2.3.1 The Multi-Pixel Photon Counter (MPPC)
In ND280 many photosensors are needed to detect the light from scintillator detectors and
wavelength-shifting fiber readout. Multi-anode PMT’s are common for this task but unfortunately
they are not suitable for ND280 as they cannot operate in a magnetic field environment. Therefore
multi-pixel avalanche photodiodes (MPPC) were chosen as they satisfy the ND280 requirements.
More details can be found in [97].

2.3.2 The Pi-Zero Detector (P∅D)
The π0 detector (P∅D) [98] is designed to measure neutral current interactions in water, for
instance νµ + N → νµ + N + π0 + X. It is made of scintillator modules with interleaved
water target bags that can be operated filled with water or emptied. The P∅D permits to
reconstruct charged particle tracks (µ and π) and electromagnetic showers (e− and γ from
π0). Measurements in both configurations, with and without water, are then analysed using
a subtraction technique, allowing to extract a cross section on water. Different cross-section
results from P∅D measurements have been published already, such as single π0 production rate
in neutral current interactions [99], νµ CC-0π interactions [100] and νµ and νµ charged current
inclusive cross sections [101].

Fig. 2.11 shows a representation of the 40 scintillator modules (P∅Dules), each of them
being made of one plane with bars in the x direction and another plane in the y direction.
The scintillator bars are optically read out by Hamamatsu MPPCs (see Sec.2.3.1). The center
contains the water layers sandwiched in between the carbon layers. The front and rear sections,
called upstream and downstream ECal respectively, have only scintillator layers and are used as
veto regions to reject events from interactions from outside the P∅D. An example of event is
shown in Fig. 2.12.
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Figure 2.11: Schematic representation of the P0D layers. Source: [53]

Figure 2.12: Event display showing an event with a muon track entering via the
front face of the P0D detector, continuing to the TPC and FGD tracker region
and producing secondary particles on the way. The secondary particles are then
stopped in the ECal detectors. Source: [53]

2.3.3 The Fine-Grained Detectors (FGD)
The two Fine-Grained Detectors (FGD1 + FGD2) [102] are fully active scintillator trackers
sandwiched in between the TPCs (see Section 2.3.4). They contain the target mass for neutrino
interactions and their fine segmentation allows a precise reconstruction of the interaction vertex
and outgoing particle tracks. The second FGD has interleaved water layers, thus cross sections
on water and on carbon can be extracted through a comparison of interaction rates in the two
FGDs.

Each FGD detector is made of 1.1 tons of target material. Both of them contain so-called
XY modules, each of the modules being made of two layers of 192 polystyrene scintillator bars
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(C8H8) that are perpendicular to the neutrino beam direction. The scintillator bars are oriented
either in the x or y direction alternatingly, which allows particle track reconstruction. They are
mirrored at one end and attached to MPPCs (see Section 2.3.1) at the other end. Photosensors
are mounted along sides of the XY modules in order to collect the scintillation light emitted
by passing-through particles. The intensity of the light, measured by recorded photoelectrons,
gives an estimation of the energy deposit and time of arrival of travelling particles.

The FGDs provide accurate measurements of track angles, but they do not measure particle
curvature accurately enough to extract the momentum. However, if the particle track is fully
contained in the FGD, for instance for high-angle tracks, the momentum can be estimated
based on the distance travelled by the charged particle ("momentum by range") by summing the
energy deposits from the vertex to the end of the track. The FGDs also enable to identify the
particles by use of the total energy loss and the length of the track. The particle identification
method (FGD PID) is similar to the one described later on for the TPC PID in Section 2.3.4.

The first FGD, FGD1, is the most upstream one. It is composed of 15 XY scintillator
modules. The second FGD, FGD2, has 7 XY modules and 2.5 cm thick layers of target water
placed in between the scintillator modules. Sideviews of the fiducial volumes are shown in Fig.
2.13 and 2.14 for the two FGDs respectively. The elemental composition of the FGD scintillator
modules is detailed in [103] and the water modules are described precisely in [104].
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + L�

1 � Lp
> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where L� is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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than 19 hits, the e⌃ect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing di⌃erence between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.
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momentum track as the muon candidate.
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as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.
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that probably entered the detector from the P0D or magnet region, see Fig. 5.5.
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2.3 The ND280 off-axis near detector

Figure 2.14: Sideview of the FGD2 fiducial volume. Source: [106]

2.3.4 The Time Projection Chambers (TPC)
The three Time Projection Chambers (TPC1 + TPC2 + TPC3) have a major tracking role in the
near detector. As can be seen in Fig. 2.10 they are placed in such a way that they surround the
FGD detectors used as target material. Three dimensional tracks of charged particles produced
in neutrino interactions in the FGDs or elsewhere in the near detector can thus be reconstructed
accurately through the TPCs. Moreover the TPCs allow to measure the momenta and energy
loss of the particles, and therefore to determine the different types of charged particles.

Each TPC is made of an inner box filled with an argon-based drift gas, contained in an
outer box that holds CO2 as an insulating gas. A uniform electric drift field of around 280 V/cm
is produced between the central cathode panel and the external planes. This is illustrated on
a simplified drawing in Fig. 2.15. Charged particles from interactions elsewhere in the near
detector that go through the TPC ionise the gas, producing electrons that drift away from
the cathode towards the readout planes. Those electrons are then amplified and sampled with
micromegas modules [107]. Each of these module planes is 342× 359 mm2 large and consists
of 1728 anode pad segmentations, providing a point spatial resolution of around 0.7 mm. Six
front-end electronics cards digitise and collect the charge and time information, allowing a high
resolution readout in order to make accurate track measurements. Fig. 2.16 shows an event
display example, for instance a neutrino interaction event with deep inelastic scattering. More
technical details can be found in [108].
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2. The T2K Experiment

Figure 2.15: Schematic representation of one Time Projection Chamber. Source:
[108]

Figure 2.16: Event display of a neutrino interaction event where a second
neutrino undergoes a deep inelastic scatter in FGD1. Source: [108]

The very good imaging capabilities of the TPCs allow to determine easily the number
of charged particles that go through the detector and their orientations. Selections of high-
purity samples of various types of neutrino interactions are thus enabled. Moreover, as already
mentioned briefly, TPCs operate in a 0.2 T magnetic field (see Sec.2.3.5). Trajectories of charged
particles in an electromagnetic field are curved with respect to their momentum (and charge).
Therefore the momenta of charged particles that are created in a neutrino interaction can be
determined with good accuracy. The amount of ionisation left by each particle can also be
measured. This energy deposit measurement can be combined with the momentum information,
allowing particle identification. Indeed, as can be seen in Fig. 2.17, the shape of the energy loss
versus momentum distribution depends on the particle type. In order to identify a particle from
a given track, a dE/dx1 pull is computed, corresponding to the deviation of the measurement
with respect to the expected value at the observed momentum for each type of particle. An
example of dE/dx pull distribution is shown in Fig. 2.18 for the electron hypothesis as a function
of the momentum. Details on the TPC particle identification method are given in [109].

1energy loss per unit of length
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2.3 The ND280 off-axis near detector

Figure 2.17: Energy loss as a function of the momentum compared to the
expected curves for muon, pion, kaon, proton, deuterium and electron. Source:
[109]

Figure 2.18: Distribution of the energy loss pull in the electron hypothesis for a
sample of going-through muons. The solid lines indicate a pull value < 1 and the
dashed lines < 2. Source: [108]

2.3.5 The UA1 Magnet
In order to determine the momentum with a good resolution and the sign of charged particles
produced by neutrino interactions the near detector operates in a magnetic field orthogonal to
the neutrino beam direction. The 0.2 T dipole magnetic field is provided by the UA1/NOMAD
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magnet, reused from a CERN experiment. The magnet is made of aluminium coils that are
distributed in C-shaped iron yokes. The coils are cooled down thanks to water flowing through
the middle of the coils. The nominal current is 2900 A. The dimensions of the inner volume
are 7.0 m × 3.5 m × 3.6 m and the yoke total weight is 850 tons. The magnet yoke is built in
two movable halves that surround the ND280 tracker and can be opened in order to access the
different sub-detectors inside de magnet.

2.3.6 The Side Muon Range Detector (SMRD)
The Side Muon Range Detector (SMRD) covers different functions. Firstly it allows to trigger
on muons from interactions happening outside the ND280 basket, for instance muons coming
from cosmic rays or muons from neutrino interactions anywhere in the cavern walls. The second
role is to detect muons escaping the inner detector with high angles with respect to the neutrino
beam direction.

The SMRD is made up of 440 scintillator modules read out by MPPCs (see Section 2.3.1)
that are connected to miniature PCBs. The module layers are placed on the detector sides in
the radial direction in the air gaps of the magnet yokes.

2.3.7 The Electromagnetic Calorimeter (ECal)
The ND280 Electromagnetic Calorimeter (ECal) consists of 13 independent active scintillator
modules that surround the inner detectors. The modules are made of layers of polystyrene
scintillator bars glued to lead absorbers sheets; light is read out by MPPCs (see Section 2.3.1).
With an almost full coverage of all particles exiting the detector basket, the ECal helps the
inner detector doing a full event reconstruction.

The ECal is very useful in particular in the measurement of π0 produced in neutrino
interactions within the detector volume. The π0 are actually reconstructed in the P∅D detector.
However the P∅D-ECal modules are required to complement measurements in the case of events
that are not fully contained. The ECal modules are also used as a veto for incoming backgrounds,
complementing the SMRD (see Section 2.3.6), and they also provide a particle identification
tool (ECal PID).

2.4 The INGRID on-axis near detector
The Interactive Neutrino GRID detector is designed to monitor the T2K neutrino beam direction
and intensity [110]. 14 identical modules are arranged as a cross that is centered on the neutrino
beam axis at 0◦. Moreover 2 additional modules are placed in the off-axis directions outside
of the main cross in order to check the axial symmetry of the neutrino beam. A schematic
representation of the modules is shown in Fig. 2.19.

The modules have a sandwich structure of 9 iron plates and 11 tracking scintillator planes,
made of scintillator bars in the x and y directions. Each module is surrounded by veto scintillator
plates. The total mass of target iron is 7.1 tons per module.

An extra module, called Proton Module, is added in order to measure neutrino interactions.
This module contains finer scintillator bars than the other modules, allowing to track muons
alongside with protons with a better efficiency. It has no iron plates. Published cross-section
results from INGRID can be read in [111, 112].
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Figure 2.19: Schematic representation of the INGRID detector. Source: [53]

2.5 The ND280 software
The ND280 software is a C++ framework based on ROOT [113]. It contains many different
packages, the main ones being in charge of event simulations, calibration of real data and
event reconstruction. After the reconstruction stage information is stored in a specific format
inheriting from the class oaEvent. The size and complexity of these files are not suitable for
an analysis. Other packages are used in order to reduce the data size, oaAnalysis, and in
order to perform an event selection and evaluate the detector uncertainties, Highland2 (HIGH
Level ANalysis Development). Highland2 is able to perform various types of event selections,
applying corrections to some reconstructed variables to correct for MC to real data discrepancies.
Associated systematic uncertainties are propagated using toy experiments.
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CHAPTER 3

Motivations, strategy and inputs for the cross-section extraction

3.1 Motivations
As discussed in Section 1.4 a good neutrino cross-section knowledge is essential for accurate
oscillation measurements, as it is crucial to compare interaction rates at the near and far
detectors. In the T2K Experiment the comparison is not obvious as the far detector target
mass is water and the near detector contains mainly hydrocarbon scintillators. Therefore it is
also important to measure neutrino interactions with water targets in ND280, which is made
possible by the second Fine-Grained Detector (FGD2, see Section 2.3.3) that contains interleaved
water layers. In addition to the neutrino cross sections on water and on carbon the FGDs allow
measurements of the oxygen over carbon cross-section ratio. The cross-section ratio is useful
while comparing neutrino event rates at the near and far detectors given in Eq. (1.30). In this
introductory part of the chapter the advantage of utilising both FGDs in a joint fit in order to
extract neutrino cross sections on carbon and on oxygen will be discussed in Section 3.1.1. Then,
as such measurement has already been done in the past [114], the benefits and improvements of
this analysis will be exposed in Section 3.1.2.

3.1.1 Benefits of a FGD1 + FGD2 joint analysis
The alternating scintillator and water layers of FGD2 allow the reconstruction of interactions
in a water layer from which the first hit is detected in a x layer. This is illustrated in Fig. 3.1.
However interactions in the water and in the x layers are strongly anti-correlated, because
of event migration due to mis-reconstructions of the neutrino interaction vertex. To palliate
this effect we combine FGD1 samples with the FGD2 measurements. Since the FGD1 detector
consists mainly of plastic scintillator bars its additional information constrains the neutrino
interaction rate on carbon. As a consequence the statistical uncertainty on carbon measurements
is reduced and the anticorrelations between interactions in the two elements is decreased too.
This is demonstrated in the studies presented in Appendix B.3.
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Figure 3.1: Sketch of the FGD2 layers with symbolic representation of interactions
in the water and in the x and y scintillator layers.

3.1.2 Improvements with respect to previous T2K analyses
A previous joint measurement of the neutrino cross section on carbon and oxygen has already
been made with FGD1 and FGD2 and is related in T2K-TN-338 [114]. However it does not
include the full T2K data that are currently available and many developments have been done
in the ND280 particle selection and in the fitter framework since then. For these reasons it is
important to update such measurement with recent improvements and bug fixes.

First of all the data statistics is increased with the new T2K run period 8, doubling the number
of Protons On Target (POT). An updated flux tuning is used with a lower flux uncertainty
compared to previous analyses. A new control sample is added to the fitter for an additional
control of background events with pion production (CC-1π+) with the help of Michel electron
measurements. Moreover backward migration of events in the FGD2 have been studied more
deeply [115], therefore the associated systematic uncertainty is improved. Studies conducted
on the ND280 selection of muon neutrino charged-current interactions with no pion in the
final state (νµ CC-0π) [116] showed few bugs, which have now been fixed for this analysis, and
the most recent software version is used for the event selection. The method used to separate
events between x and y layers of FGD2 has been improved in order to accept events with a
reconstructed start position in the water, which were previously rejected. Finally many major
developments have been done on the cross-section fitter framework and in particular the method
used to propagate the systematic uncertainties has been improved. Such developments have
made possible to fit up to about a thousand parameters.

3.2 Analysis strategy
This section defines more precisely the type of cross section that is measured and gives an
overview of the method used in order to extract the neutrino interaction rates. Note that in this
analysis we talk about topologies, which are associated to events according to information about
particles leaving the nucleus after interaction. Following criteria define the topologies:
• CC-0π: one true negative muon and no pion in the final state;

• CC-1π+: one true negative muon, one positive pion and no negative or neutral pions in
the final state;

• CC-Other: one true negative muon and at least one neutral or negative pion or more
than one positive pion (it corresponds to all νµ CC events that are not associated to one
of the two latter categories);
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• Background (BKG): anti-neutrino, electron neutrino and neutral current (NC) interac-
tions;

• Out Of Fiducial Volume (OOFV): interaction vertex outside of FGD1 or FGD2
fiducial volume.

3.2.1 Cross section and signal definition
We search for muon neutrino (νµ) charged-current (CC) interactions with no pion in the final
state (0π) and producing possibly one or more protons. The flux-integrated double-differential
νµ CC-0π cross section on carbon and oxygen is measured in the FGD1 and FGD2 detectors.
Interactions on other targets are treated as backgrounds. Choices for this measurement have
been made in order to reduce as much as possible model dependencies. First, the cross section
is extracted as a function of the muon momentum and angle (double differential). The choice of
outgoing muon kinematic variables avoids a large model dependency coming from measurements
in neutrino energy or transferred momentum Q2. Second, the signal definition also allows to
reduce the dependency to cross-section modelling since it is defined in terms of the particles
that exit the nucleus, which are the ones that we measure. CC-0π interactions include not
only CCQE events (∼ 80%) but also resonant interactions (RES) in which a pion is produced
and reabsorbed within the nucleus (∼ 7%), 2p2h (∼ 12%) or Deep Inelastic Scattering (DIS)
(∼ 0.3%). This can be seen in Fig. 3.2 where the distribution of all true CC-0π events is plotted
stacked by interaction modes. Last considering the flux integrated over the whole energy range
allows to get rid of the neutrino energy dependency.
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Figure 3.2: True muon momentum distributions from NEUT Monte Carlo
prediction in FGD1 (left) and FGD2 (right) of true CC-0π events stacked by their
true interaction mode.

The double differential cross section is defined as

dσαi
dpiµd cos θiµ

= N signal α
i

εαi ΦNα
t ∆piµ∆ cos θiµ

(3.1)

where α corresponds to neutrino interactions with either carbon or oxygen targets. piµ cos θiµ
is the true analysis bin i with bin width dpiµd cos θiµ (see Section 3.3.2), εαi is the bin-by-bin
efficiency correction in analysis binning, Φ is the integrated flux and Nα

n the number of nucleon
targets in the fiducial volume (see Section 5.4.2). N signal α

i is the number of signal events in true
bin i extracted by the likelihood fit. Its expression is given later on in Eq.3.11.
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We also measure the cross-section ratio,

dσOi
dσCi

= N signal O
i

N signal C
i

× NC
t

NO
t
× εCi
εOi

(3.2)

The advantage of the ratio is the cancellation of the flux and therefore of its uncertainty, as
it does not depend on the target. Moreover, some of the systematic uncertainties cancel due
to correlations. The ratio is useful for measurements that require the use of detectors made of
multiple targets as discussed in Section 3.1, it provides a more natural way to propagate the
results to the oscillation analysis.

3.2.2 Cross-section extraction
Unfolding

Comparing measurements to theory and generator predictions is not obvious as measured
quantities are smeared due to the detector resolution effects. The process of deconvolving the
detector smearing effects from data in order to make them comparable at the truth level is
called unfolding and is represented schematically in Fig. 3.3.

Detector smearing
Sij

Unfolding
Ti = ∑

reco bins UijRj

Events at
reconstructed level

Rj

Events at
truth level

Ti

UnfoldingND280 Data
can be compared to
theory / simulation

Figure 3.3: Schematic representation of the deconvolution of detector smearing
effects.

As can be seen on the diagramm from Fig. 3.3 if one wants to compare data to model
predictions in the true space, one has to unfold the data, for instance find the matrix Uij. A
simple and naive way to proceed is to invert the smearing matrix Sij. However this problem is
ill-posed and requires a reliable statistical treatment. Several statistical tools propose ways to
resolve these degeneracies. In T2K the commonly used methods are the D’Agostini iterative
unfolding method [117] and the binned likelihood fit. The first method is based on Bayes’
theorem to form the unfolding matrix with iterations, knowing that the number of iterations
can introduce biases and change the physics conclusion. The second method is choosen for this
analysis as the likelihood fit offers more clarity on model dependency and result interpretation.
This method will be detailed in the following sections.
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Binned likelihood fit

The idea of the likelihood fit is to vary the input simulation in true bins via a set of parameters
until the simulation best describes the data in reconstructed bins. The parameters describe the
signal but also the backgrounds. To do so the following likelihood is maximised:

L = Lstat × Lsyst (3.3)

which is, in the limit of zero bin width, equivalent to minimising twice the negative logarithm of
the likelihood,

− 2 log(L) = −2 log(Lstat)− 2 log(Lsyst) (3.4)

The term −2 log(Lstat), where Lstat is the Poisson likelihood, yields how well data and simulation
agree in the reconstructed bins. It can be translated into a p-value that measures the goodness
of the fit [118]. According to Wilks’ theorem [119] and in the limit of an infinite sample size,
the minimum of −2 log(Lstat) follows a χ2 distribution for a number of degrees of freedom equal
to the number of bins minus the number of fitted parameters. We can write it as [120]

− 2 log(Lstat) =
reco bins∑

j

2
(
N sim
j −Nobs

j +Nobs
j log

Nobs
j

N sim
j

)
≈ χ2

stat (3.5)

where N sim
j and Nobs

j are the simulated and observed numbers of events in the reconstructed
bin j.
The term −2 log(Lsyst) allows to add prior knowledge into the fit, from theory and external data
fits. It can be written as a χ2 describing the agreement between sets of parameters while taking
their correlations into account via the covariance matrix:

− 2 log(Lsyst) ≈ χ2
syst = (~asyst − ~apriorsyst )T (V cov,prior

syst )−1(~asyst − ~apriorsyst ) (3.6)

where ~apriorsyst and ~asyst are vectors containing the prior and fitting systematic parameters respec-
tively, and V cov,prior

syst is the associated covariance matrix.

The method of template weights

The method described above is model dependent since we allow parameters to vary only within
the chosen model. Results should not be dependent on the input signal model though, since
neutrino-nucleus interactions are not well known. A solution is to assign a template weight on
the nominal number of signal events in each true analysis bins. We allow the template weights
to vary in the fit with no prior constraint: template weights are changed in true bins, inducing
changes in the reconstructed distribution. They are written as ci and oi to alter the number
of simulated interactions in carbon and oxygen respectively in true bin i, giving reweighted
predicted number of events:

N signal C
i,true = ciN

sim signal C
i,true

N signal O
i,true = oiN

sim signal O
i,true

(3.7)
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3. Motivations, strategy and inputs for the cross-section extraction

The total new predicted number of signal events in reconstructed bin j can be written as

N signal
j,reco =

true bins∑
i

(
ciN

sim signal C
i,true + oiN

sim signal O
i,true

)
Uij (3.8)

where Uij is the detector smearing matrix from true bin i to reconstructed bin j. The number
of reconstructed background events in bin j is

Nbkg
j,reco =

true bins∑
i

N sim bkg
i,true Uij (3.9)

Background events are constrained by fitting simultaneously sideband regions. One can now
rewrite the total number of events in reconstructed bin j that is used to compute the χ2

stat in
Eq.(3.5):

Nj,reco =
true bins∑

i

[
ci

(model∏
a

ω(a)signal Ci

)
N sim signal C
i,true + oi

(model∏
a

ω(a)signal Oi

)
N sim signal O
i,true

+
bkg∏

a

ω(a)bkgi

N sim bkg
i,true


× Uijrdetj

Eν∑
n

ωinfn

(3.10)

where not only the variation of template parameters ci and oi is allowed but also the variation
of systematic parameters:

• Interaction model parameters a:∏model
a ω(a)i is the product of weights that account for the effect of theoretical modeling

parameters a for signal and backgrounds. The model parameters have pre-fit prior values
and covariances given by fits to external data. The so-called response functions ω(a) are
calculated using the T2KReWeight software (more details given later on in Section 4.3).

• Detector parameters rdetj :
rdetj is the parameter describing the detector systematic uncertainty on the number of
events in reconstructed bin j. The prior value is unity. The covariance matrix is computed
propagating weights within the selection process using toy experiments.

• Neutrino flux parameters fn:
ωin is the relative contribution from neutrino energy in Eν in bin n to true analysis bin i.
fn are the flux weights, distributed around unity. The prior covariance matrix is provided
by the T2K beam group.

More details on prior parameter values and associated covariance matrices will be provided
later on in Section 4. The final result can be written as the truth-level distribution of selected
events, which is in true analysis bin i,

N signal
i =

[
ci

(model∏
a

ω(a)signal Ci

)
N sim signal C
i,true + oi

(model∏
a

ω(a)signal Oi

)
N sim signal O
i,true

]

×
reco bins∑

j

rdetj (U−1
ij )

Eν∑
n

ωinfn

(3.11)
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3.3 Event selection and other inputs for cross-section extraction

Singular-Value Decomposition and Principal Component Analysis

As we will see in the next sections the number of detector parameters is very large (∼ 103) hence
the matrix in (3.6) becomes huge and one has to fit more than a thousand parameters. Not only
the fitter becomes extremely slow but exploring such a large and highly-correlated parameter
space leads to instabilities and non-convergence. One solution is to reduce the number of fit
parameters by utilising reduced binnings or combining samples. However this technique can lead
to underestimating the detector uncertainties with the method that we are using to propagate
the uncertainties from the fit to the final cross section (see Section 4.5) and the sensitivity of
the fit would be reduced as the number of parameters is already quite small compared to the
number of systematics. Another solution to overcome this problem is to perform a singular-value
decomposition to de-correlate the parameter space and identify the most important parameters
using Principal Component Analysis (PCA). It consists in factorising a matrix into a form
represented by its eigenvalues and eigenvectors. Then PCA tools can be used, showing which
parameters contribute the most to the variance and keeping only the latter to perform the fit. We
thus reduce the complexity of the fit and the number of parameters to be fitted. This technique
is already used within the T2K oscillation analysis fit for some subsets of the parameters.

3.3 Event selection and other inputs for cross-section
extraction

Within this section we discuss the inputs to the cross-section fitter and how they are produced.
After relating about the simulated and real data samples, as well as the analysis binning in
kinematic variables used in this work, we describe how events are selected and distributed among
different signal and background regions. We aim to select events from neutrino interactions with
carbon and oxygen targets in the FGD1 and FGD2 detectors that produce one muon, no pion,
and possibly one or more protons in the final state (νµ CC-0π). Finally an overview of selected
event distributions with their selection efficiency will be shown.

3.3.1 Monte Carlo and data samples
In this work we analyse ND280 data collected between 2010 and 2017 within the T2K forward
horn current (neutrino mode) run periods 2, 3, 4 and 8. The first T2K run period was excluded
for some calibration reasons and because the amount of statistics is negligible. Runs 5, 6 and 7
were operated in reverse horn current (antineutrino mode) and therefore only have very few
neutrino statistics. The real data and Monte Carlo statistics used within this work are reported
in Table 3.1.

The Monte Carlo (MC) samples used as a reference were generated with the NEUT 5.3.2
generator [72, 73]. The simulation takes into account the beam conditions during corresponding
run periods using the T2K flux predictions (see Section 5.4.1 later on), as well as the detector
conditions. Other MC samples have been produced with GENIE 2.8.0 [74] under the same flux
and detector conditions in order to probe the reliability and stability of the fit method. The
same detector reconstruction is applied, the difference to NEUT lies in the interaction predictions.
More details on neutrino event generators were given in Section 1.3.5 and the differences between
the nuclear models used by each generator are listed in Table 1.1.
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3. Motivations, strategy and inputs for the cross-section extraction

Table 3.1: List of samples used in this analysis from the different T2K run
periods and associated numbers of Protons On Target (POT) for real data and
Monte Carlo samples. Runs are splitted according to whether the P∅D detector
was filled with water or with air but this has no impact onto this analysis.

T2K Run Data POT (×1020) MC POT (×1020)
Run 2 air 0.359 9.329
Run 2 water 0.433 5.198
Run 3 1.582 30.83
Run 4 air 1.783 34.91
Run 4 water 1.643 16.36
Run 8 air 1.581 36.26
Run 8 water 4.149 26.47
Total 11.53 159.34

To perform the fit MC samples are normalised to the corresponding real data POT. They are
also reweighted to the flux tuning provided by the beam group [90, 121]. Moreover corrections
are applied to both data and simulated events in order to reduce the discrepancies between
them that are due to misreconstructions of the detector effects in simulations. The corrections
are estimated either based on known hardware failures or as a result of precise studies using
control samples. Those corrections are summarised in Table 3.2 and more details are given in
T2K-TN-212 [122]. Corrections are applied within the Highland2 framework while performing
the event selection (see Section 2.5).

Data Quality: In some of the run periods the FGDs and TPCs had defective parts, therefore
we correct data quality for these periods.

dE/dx and PID corrections: The detector performances are expected to be constant over
the different run periods and the three TPCs are supposed to behave all the same. However this
is not the case in practice as external factors may vary between the run periods (gas density,
temperature, etc). For instance observations have shown that the dE/dx pull distributions are
slightly biased. A set of corrections accounting for calibrations and variations over time are
applied to the events in order to adjust pulls to be centered at zero.

Momentum resolution: Momentum resolution discrepancies are observed between real data
and simulated events. A smearing factor is applied in the x direction to the global momentum
resolution of each TPC track in the MC to correct for this difference.
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3.3 Event selection and other inputs for cross-section extraction

Table 3.2: List of the corrections applied to neutrino events in the Highland2
framework.

Corrections
Data Quality

dE/dx data correction
dE/dx MC correction

TPC expected dE/dx correction
TPC PID pull MC correction
FGD PID pull MC correction

FGD PID correction
Momentum resolution MC correction

3.3.2 Analysis binning
The analysis variables are the outgoing muon momentum pµ and cosine angle cos θµ with respect
to the neutrino trajectory. The binning was optimised for an analysis where similar sample
selection and statistics were used (see T2K-TN-337 [123]), to keep an internal consistency within
T2K we choose to use the same binning. The momentum and cosine angle values of the 58 bins
are listed in Table 3.3.

In the µFGD+pTPC and µFGD regions many bins are slightly populated or even empty in
the angle bins for forward going muons. For the stability and convergence of the fit a minimum
bin population is required. Therefore an adapted binning is used for those two regions with
larger bins at low angles and more bins at high angles, aiming at having at least 10 MC events
per bin. The two different binnings are shown on Table 3.4.
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3. Motivations, strategy and inputs for the cross-section extraction

Table 3.3: List of the bins in muon momentum and cosine angle used in the fit.

Bin cos θµ pµ (GeV)
0 -1.0 – 0.2 0 – 30
1 0 – 0.3
2 0.2 – 0.6 0.3 – 0.4
3 0.4 – 0.5
4 0.5 – 0.6
5 0.6 – 30.0
6 0 – 0.3
7 0.3 – 0.4
8 0.6 – 0.7 0.4 – 0.5
9 0.5 – 0.6
10 0.6 – 0.8
11 0.8 – 30.0
12 0 – 0.3
13 0.3 – 0.4
14 0.7 – 0.8 0.4 – 0.5
15 0.5 – 0.6
16 0.6 – 0.8
17 0.8 – 30.0
18 0 – 0.3
19 0.3 – 0.4
20 0.4 – 0.5
21 0.8 – 0.85 0.5 – 0.6
22 0.6 – 0.8
23 0.8 – 1.0
24 1.0 – 30.0
25 0 – 0.3
26 0.3 – 0.4
27 0.4 – 0.5
28 0.85 – 0.9 0.5 – 0.6
29 0.6 – 0.8
30 0.8 – 1.0
31 1.0 – 1.5
32 1.5 – 30.0

Bin cos θµ pµ (GeV)
33 0 – 0.4
34 0.4 – 0.5
35 0.5 – 0.6
36 0.9 – 0.94 0.6 – 0.8
37 0.8 – 1.25
38 1.25– 2.0
39 2.0 – 30.0
30 0 – 0.4
41 0.4 – 0.5
42 0.5 – 0.6
43 0.6 – 0.8
44 0.94 – 0.98 0.8 – 1.0
45 1.0 – 1.25
46 1.25– 1.5
47 1.5 – 2.0
48 2.0 – 3.0
49 3.0 – 30.0
50 0 – 0.5
51 0.5 – 0.7
52 0.7 – 0.9
53 0.98 – 1.0 0.9 – 1.25
54 1.25– 2.0
55 2.0 – 3.0
56 3.0 – 5.0
57 5.0 – 30.0
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3.3 Event selection and other inputs for cross-section extraction

Table 3.4: List of the bins in muon momentum and angle used for the
µFGD+pTPC region (left) and for the µFGD region (right).

Bin cos θµ pµ (GeV)
0 0 – 0.3
1 -1.0 – 0.0 0.3 – 0.5
2 0.5 – 0.7
3 0.7 – 30.0
4 0 – 0.3
5 0.0 – 0.6 0.3 – 0.6
6 0.6 – 30.0
7 0.6 – 0.85 0 – 0.6
8 0.6 – 30.0
9 0.85 – 1.0 0 – 30.0

Bin cos θµ pµ (GeV)
0 -1.0 – 0.2 0 – 30
1 0 – 0.3
2 0.3 – 0.4
3 0.2 – 0.6 0.4 – 0.5
4 0.5 – 0.7
5 0.7 – 30.0
6 0 – 0.4
7 0.6 – 0.7 0.4 – 0.8
8 0.8 – 30.0
9 0 – 0.4
10 0.4 – 0.5
11 0.7 – 0.85 0.5 – 0.6
12 0.6 – 1.0
13 1.0 – 30.0
14 0.85 – 1.0 0 – 0.6
15 0.6 – 30.0

3.3.3 Event selection
The selection of muon neutrino interactions with no pion in the final state (νµ CC-0π) is
performed through a specific package1 within the Highland2 framework (see Section 2.5). The
Fine-Grained Detectors FGD1 and FGD2 are used as target mass for neutrino interactions with
carbon and oxygen and, along with the Time Projection Chambers TPC1, TPC2 and TPC3,
as particle trackers. In addition to track reconstruction the TPCs are exploited to provide
charged-particle momenta and angles and for particle identification (see Section 2.3.4).

The selection is based on an existing and well-established νµ CC-0π selection that has been
developped to constrain ND280 event rates in the oscillation analysis and for other cross-section
measurements [67]. Studies with more details are related in T2K-TN-212 [122] and T2K-TN-216
[116] and the cuts applied to ND280 events in order to select signal and background samples
will be described later on in this section (see Fig. 3.5). The selection has been optimised for
the purposes of this analysis and updated according to certain developments in the software
framework requiring adjustments in the selection package. The plots in Fig. 3.4 show the
two-dimensional momentum and cosine angle distributions of signal selected events in FGD1,
FGD2x and FGD2y in the true variables of the selected events.

1numuCCZeroPiAnalysis/v2r2
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Figure 3.4: Distribution of CC-0π selected events in true muon momentum and
cosine angle in the FGD1 (top), in the FGD2 x layers (bottom left) and in the
FGD2 y layers (bottom right).

We look for events with an interaction vertex found in the FGD1 or FGD2 Fiducial Volume
(FV) and containing:

- one muon track;
- any number of proton tracks;
- no other identified tracks2.

The different cuts of the signal and background event selection are represented on the tree
in Fig. 3.5 and a brief description of them is given here.

Selection cuts

Event quality: This cut is determined by a data quality flag telling whether the detector and
beam were working correctly or not. The criteria are based on beam spills, ND280 hardware
status and a list of checks made with some reconstructed variables to assess the quality of data
in each run period. For Monte Carlo simulated events the data quality cut is always passed.

HMN vertex: The Highest Momentum Negative track is choosen as muon candidate.

Muon PID: The muon Particle IDentification cut selects tracks for which the dE/dx pull
value is consistent with the muon hypothesis (see Section 2.3.4).

1 negative track: Reject events with more than one negative track in order to reduce the
background from interactions with muon and other charged particles in the final state.

2Other identified tracks would be typically charged pions and electrons from γ produced in π0 decays.
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3.3 Event selection and other inputs for cross-section extraction

Only muon and proton tracks: Reject other particles according to the PID algorithm in
order to reduce the background.

No Michel electron / At least one Michel electron (CC-1pi Michel): Discriminate
between CC-0π and CC-1π+ interactions by identifying pion production through its decay into
a muon that will then produce an electron, known as Michel electron. Because of the decay time
a Michel electron is recognisable due to its vertex that is separated in time from the primary
interaction vertex.

No proton / One proton / Multi-protons: Break down into the different signal samples
according to the number of protons seen.

One TPC proton / One FGD proton: This cut selects events for which the proton track
from the previous cut is starting in the FGD and ending in the TPC / contained in the FGD.

Stopping proton / Stopping muon: This cut is selecting proton / muon tracks that are
fully contained in FGD1 or FGD2. The end position is required to be in the fiducial volume in
order to ensure an accurate momentum by range reconstruction (see Section 2.3.3).

HMP track is pion: The Highest Momentum Positive track is selected as pion candidate
and a TPC PID cut is done in order to ensure that a pion is selected.

Multi-TPC track: All the tracks are reconstructed in the TPC.

Two tracker tracks in TPC: The HMN and HMP tracks from previous cuts are both in
the TPC.

HMP vertex: We associate the Highest Momentum Positive track to a proton candidate. For
events with a muon stopping in one of the FGD detectors we use the TPC proton track as TPC
PID is more precise, while the Highest Momentum Negative track was associated to the muon
candidate in the case of FGD-TPC muon tracks as described above in the HMN vertex cut.

Leading proton TPC track: The HMP track is going into the TPC.

Long FGD track: This cuts selects only events with a track length above a certain size in
the FGD. It ensures that the muon candidate track will have accurate information to estimate
the muon kinematics. This cut also helps to discriminate between muons and pions as muons,
which usually have higher momenta in CC-0π interactions, have longer tracks than pions.

Common vertex: The common vertex is a safety cut to ensure that the muon and the proton
come from the same vertex. There is only a tiny risk of measuring two particles coming from
different interactions, but this cut helps with bad kinematics reconstruction too.

Muon candidate is a HA candidate: This cut is passed if the muon candidate track is a
High-Angle track with respect to the neutrino beam direction.

ECal PID: This cut selects events according to the ECal PID algorithm.
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3. Motivations, strategy and inputs for the cross-section extraction

Cuts removed from the T2K official selection

π0 veto cut: If a charge deposition in the ECal is consistent with a photon from a π0 decay
this cut will reject the event, which belongs to backgrounds.

The ECal π0 veto cut is problematic. First of all the benefit of this cut as it is implemented
now does not seem worth since the product purity×efficiency does not change if this cut is
used and the ECal-related uncertainties have an important contribution to detector systematic
uncertainties. Moreover the use of this cut would require an extra control sample for the events
rejected by this cut. Such control sample has been investigated and it would contain around
50% and 30% of CC-0π events for FGD1 and FGD2 respectively. Therefore the use of this cut
requires improvements in the ECal reconstruction that are underway and are beyond the scope
of this work.

Time of Flight (ToF) cut: This cut eliminates OOFV events based on the calculated
particle time of flight.

During the data taking of Run 8 the measurement of the time of flight failed for some of the
runs because of a hardware problem. About 30% of the data has to be rejected if one utilises
the ToF cut, resulting in a total loss of about 15% of the total statistics. However, not using
the ToF cut leads to a reduction from ∼ 85% to ∼ 65% of the muFGD sample purity, which
is the only sample using that cut. This leads to a small increase in the detector systematic
uncertainty associated to that sample. Moreover, as can be seen on the efficiency plotted as a
function of cos θµ in Fig. 3.17 the muFGD sample is not dominating in any of the phase-space
region. For these reasons we decide not to use the ToF cut for this analysis and keep the whole
statistics. As a consequence of removing this cut the µFGD region has quite a large Out Of
Fiducial Volume (OOFV) background (see Fig. 3.10). Further developements of this cut are
likely to improve the selection purity in future analysis of this kind and are already ongoing.
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3. Motivations, strategy and inputs for the cross-section extraction

Signal events

The selected signal events are broken down into five regions according to the location of the
reconstructed tracks within the different subdetectors. The separation into different regions is
essential as the detector response, detector acceptance, interaction modes and topologies differ
in each of these categories. Signal events are splitted into following regions:

• Region 1 (µ TPC )

- One muon candidate with FGD-TPC track
- No proton candidate

• Region 2 (µ TPC + p TPC)

- One muon candidate with FGD-TPC track
- One proton candidate with FGD-TPC track

• Region 3 (µ TPC + p FGD or µ TPC + Np)

- One muon candidate with FGD-TPC track
- One proton candidate stopping in FGD or multi-protons reconstructed

• Region 4 (µ FGD + p TPC or µ FGD + p TPC + Np or µ FGD + Np)

- One muon candidate with FGD track (fully contained or not)
- One proton candidate with FGD-TPC track and/or multi-protons reconstructed

• Region 5 (µ FGD )

- One muon candidate with FGD track (fully contained or not)
- No proton candidate

Figures 3.6, 3.7, 3.8, 3.9 and 3.10 show the CC-0π selected event distributions in reconstructed
pµ and cos θµ for each signal region described above. The distributions of simulated events are
stacked in event topology based on true MC information and compared to the distribution of
real data. The purity corresponds to the fraction of events with a certain topology indicated in
the plot legends. The events are associated to the different topologies described in Section 3.2.
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Figure 3.6: Reconstructed momentum (left) and cosine angle (right) distributions
of the reconstructed muon of the CC-0π selection for region 1 in the FGD1 (top),
in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms
are stacked by event topology.
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Figure 3.7: Reconstructed momentum (left) and cosine angle (right) distributions
of the reconstructed muon of the CC-0π selection for region 2 in the FGD1 (top),
in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms
are stacked by event topology.
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Figure 3.8: Reconstructed momentum (left) and cosine angle (right) distributions
of the reconstructed muon of the CC-0π selection for region 3 in the FGD1 (top),
in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms
are stacked by event topology.
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Figure 3.9: Reconstructed momentum (left) and cosine angle (right) distributions
of the reconstructed muon of the CC-0π selection for region 4 in the FGD1 (top),
in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms
are stacked by event topology.

60
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Figure 3.10: Reconstructed momentum (left) and cosine angle (right) distri-
butions of the reconstructed muon of the CC-0π selection for region 5 in the
FGD1 (top), in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom).
Histograms are stacked by event topology.

Background events

It can be observed in the signal selection plots shown above that the background contamination
is not negligible. Particle identification is made referring to the dE/dx curve. However, at
low momentum, pion and proton curves are not so distinguishable. Therefore a π+ can be
mis-reconstructed as a proton. Deep Inelastic Scattering (DIS) can even produce more than one
pion. Moreover Michel electrons3 are used to tag pions, but a pion can be missed by Michel
electron tag failure. In order to constrain those backgounds, we use three control samples, also
called sidebands:

3We call Michel electron the electron coming from the decay of a muon produced by an outgoing pion.
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3. Motivations, strategy and inputs for the cross-section extraction

• Control sample 1 CC-1π+

This sideband is constraining events with resonant interactions in which a π+ is produced

- One muon candidate with FGD-TPC track
- One positive pion candidate with FGD-TPC track

• Control sample 2 CC-Other
Here we constrain Deep Inelastic Scattering events producing more than one pion.

- One muon candidate with FGD-TPC track
- More than one pion candidate in the final state

• Control sample 3 CC-1π+ with Michel electron
We constrain events that are rejected by the Michel electron cut.

- One muon candidate with FGD-TPC track
- At least one Michel electron is detected

This is important to check that the phase space covered by a control sample is similar to the
phase space covered by the background events contained in the signal, since we use the control
samples to constrain the background in the signal. We therefore want the sidebands to mimick
the background that cannot be removed in the signal sample. To verify this assumption we look
at the CC-1π+ and CC-Other composition of the associated sidebands and we compare it to
the background events contained in the signal sample. The normalised distributions for the two
CC-1π+ sidebands are shown in Fig. 3.11 in the true muon and pion momentum. The shapes of
the muon momentum distributions are very similar. In the pion momentum distribution however,
one can see that the first CC-1π+ control sample does not cover the low pion momentum region.
To overcome this issue, this analysis updates the selection including a new control sample with
Michel electron, covering this region. The distribution for the CC-Other background are shown
in Fig. 3.12. The angular distributions are similar while the momentum distributions show some
deviation. This control sample is not perfect, but this is the best that we can achieve.

Distributions of the three backgound samples stacked by topology are shown in Figures 3.13,
3.14 and 3.15.
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Figure 3.11: CC-1π+ background events contained in the signal, in the first
CC-1π+ control sample and in the second CC-1π+ control sample with Michel
electron, distributed in true muon momentum (top) and in true pion momentum
(bottom) for FGD1 (left) and FGD2 (right). Distributions are normalised to unit.
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Figure 3.12: CC-Other background events contained in the signal and in the
control samples distributed in true muon momentum (left) and cosine angle (right)
for FGD1. Distributions are normalised to unit.
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Figure 3.13: Reconstructed momentum (left) and cosine angle (right) distribu-
tions of the reconstructed muon of the CC-1π+ sideband in the FGD1 (top), in
the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms are
stacked by event topology.
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Figure 3.14: Reconstructed momentum (left) and cosine angle (right) distribu-
tions of the reconstructed muon of the CC-Other sideband in the FGD1 (top), in
the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms are
stacked by event topology.
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Figure 3.15: Reconstructed momentum (left) and cosine angle (right) distribu-
tions of the reconstructed muon of the CC-1π-Michel sideband in the FGD1 (top),
in the FGD2 x-layers (middle) and in the FGD2 y-layers (bottom). Histograms
are stacked by event topology.

We end up with 5 signal samples and 3 control samples. These 8 samples are splitted again
into interactions in FGD1, FGD2 x layers and FGD2 y layers, giving a total of 24 samples
to be fitted. A summary of the samples is shown in Table 3.5 and Fig. 3.16 shows the event
distribution among the samples with their composition in true event topologies.
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Table 3.5: Summary of the samples to be fitted. The numbers refer to the
associated sample in the fit.

FGD1 FGD2x FGD2y
Signal 1 µTPC, no p 0 8 16
Signal 2 µTPC + pTPC 1 9 17
Signal 3 µTPC + pFGD 2 10 18

µTPC + Np 2 10 18
Signal 4 µFGD + pTPC 3 11 19

µFGD + pTPC + Np 3 11 19
µFGD + Np 3 11 19

Signal 5 µFGD, no p 4 12 20
Sideband 1 CC-1π+ 5 13 21
Sideband 2 CC-Other 6 14 22
Sideband 3 CC-1π-Michel 7 15 23
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Figure 3.16: Distribution of the analysis samples stacked by topologies, for FGD1
(left) and for FGD2 x layers (middle) and y layers (right). The sample number
mapping is given in Table 3.5, numbers on the x axis on this plot correspond to
numbers given in the table.

Selection efficiency

The fitted number of events needs to be efficiency corrected in order to extract a cross section.
The selection efficiency is calculated as the number of selected signal events divided by the total
number of true signal events, using Monte Carlo simulated events. The NEUT efficiency of the
different signal regions is shown in Fig. 3.17 as a function of true muon momentum and cosine
angle. The total signal efficiency is drawn in black and the contributions from each of the five
signal regions described in the beginning of the section are plotted in colors. A comparison of
the NEUT, GENIE and NuWro efficiencies in pµ, cos θµ analysis binning is shown in Fig. 3.18 and
3.19. Total signal efficiencies by target are summarised in Table 3.6 for each neutrino generator.

67



3. Motivations, strategy and inputs for the cross-section extraction

True Muon Momentum [GeV/c]
0 1 2 3 4 5

E
ffi

ci
en

cy

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0 Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

θTrue Muon cos
1.0− 0.5− 0.0 0.5 1.0

E
ffi

ci
en

cy

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0 Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

True Muon Momentum [GeV/c]
0 1 2 3 4 5

E
ffi

ci
en

cy

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0 Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

θTrue Muon cos
1.0− 0.5− 0.0 0.5 1.0

E
ffi

ci
en

cy

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0 Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Total
Signal (1)
Signal (2)
Signal (3)
Signal (4)
Signal (5)

Figure 3.17: Selection efficiency of the CC-0π selection in the FGD1 (top), in
the FGD2 (bottom) for true muon momentum (left) and angle (right). The signal
region numbers correspond to the description in Sec.3.3.3.
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Figure 3.18: Signal efficiency in pµ, cos θµ analysis bins (as defined in Section
3.3.2) of events with neutrino interactions with carbon generated by different
neutrino generators.
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Figure 3.19: Signal efficiency in pµ, cos θµ analysis bins (as defined in Section
3.3.2) of events with neutrino interactions with oxygen generated by different
neutrino generators.

Table 3.6: Summary of the total signal efficiency for each target and for the
different neutrino generator samples.

Generator Carbon Oxygen
NEUT 43.7% 45.1%
GENIE 46.8% 48.2%
NuWro 49.1% 50.8%
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CHAPTER 4

Evaluation of the uncertainties on cross-section measurement

Several kinds of uncertainties affect the cross-section measurement. A delicate part of the
measurement is the estimation of the systematic uncertainties. Detector effects, flux prediction
and cross-section modeling affect the number of events and their errors need to be propagated
through the fit. The number of targets and efficiency uncertainties have a direct impact on
the final cross section, they also need to be taken into account. In addition to the systematic
uncertainties, the statistical uncertainty is included directly in the post-fit output provided by
MINUIT [124], which is a minimisation method provided by ROOT [113]. The MINUIT package
acts on a multiparameter function and is therefore ideal to minimise the χ2 in a multiparameter
space. In this section we review the evaluation and propagation of each kind of systematic
uncertainty.

The systematic detector, flux and cross-section model uncertainties are estimated prior to
the fit and a covariance matrix used for the uncertainty propagation is built according to these
uncertainty values and their correlations. This pre-fit covariance matrix is given as input to
the fitter1. The uncertainties thus can be propagated through the fit via associated nuisance
parameters that affect the predicted number of events (rdeti , fn and ω(a) in Eq.(3.10)) and the
prior covariance matrix is considered in the systematic penalty term (V cov,prior

syst in Eq.(3.6)). The
evaluation of the detector, flux and cross-section model prior covariances will be described in
the following sections.

The statistical contribution to the total uncertainty on the fit result cannot be separated
from the systematic uncertainty. If the statistics are varied then all the systematic constraints
would also change and hence the background subtraction, flux normalisation and efficiency
uncertainties would be different. A method will be proposed in Section 4.6 to estimate the
statistical contribution in the overall uncertainty.

4.1 Detector systematic uncertainties
The particle propagation through ND280 with GEANT4 [125] and the detector response are
obviously not prefectly modelled in the simulations. These model uncertainties must be accounted
for while performing a cross-section extraction. Such detector uncertainties have been studied
deeply for both previous ND280 cross-section measurements and T2K oscillation analyses using
near detector constraints [122, 116]. The detector uncertainties associated with the selection

1Each matrix index corresponds to a systematic parameter of the fit
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4. Evaluation of the uncertainties on cross-section measurement

used for this cross-section measurement come from several sources:

• Particle kinematics: The reconstruction of outgoing particle kinematics is affected by
different modelling issues. The FGDs and TPCs have a limited momentum resolution, which
differ in the simulated and real data measurements. Moreover the absolute momentum
scale has plausible biases, in the TPC from magnetic field distorsions and in the FGD
from imprecisions in the track start and end positions, as well as the energy loss readings.
Finally the momentum is biased by possible migration of the interaction vertex, which
also requires an uncertainty to account for.

• Charge and particle Identification (PID): The charge of a particle is determined by
the sign of the curvature measured in the TPC. In addition particle types are identified in
the TPC, FGD and ECal by PID algorithms. Both the charge and the particle identifications
are subject to failures and potential misidendifications need to be accounted for by
associated uncertainties.

• Tracking efficiencies: The TPC and FGD detectors sometimes fail to reconstruct tracks
accurately. Tracks may be misidentified or missing hits.

• Other FGD and TPC uncertainties: Matching FGD-TPC tracks is performed by
an algorithm, which can potentially miss hits or fail completely. More specifically the
FGD needs a special uncertainty to account for variations in the Michel electron tagging
efficiency. The TPC has some uncertainty associated to the probability of finding a cluster
of TPC pads for a given track.

• FGD2 vertex backward migration: If an interaction vertex is reconstructed in an
FGD layer located upstream from the layer in which the true interaction happened, it
can impact the signal samples. For this analysis a specific study has been conducted to
have a deeper knowledge of backward migration in FGD2 and is presented in details in a
dedicated appendix (see App. A).

• GEANT4 modelling of pion and proton SI: When pions and protons leave the nuclear
medium after a neutrino interaction they may undergo further interactions within the
detector. Such secondary interactions are modelled by GEANT4 and potential failures may
affect the event reconstruction.

• External backgrounds: Finally uncertainties are needed to account for backgrounds
coming from events with interactions out of fiducial volume (OOFV) and from event
pile-up, as they impact the selection efficiency.

4.1.1 Uncertainty evaluation
The detector effects on the event selection are evaluated within the Highland2 framework. Toy
experiments are thrown through the selection process and parameters associated to the different
sources of systematic uncertainty are varied according to prior knowledge. Three different
methods [122, 116] are used depending on the type of uncertainty that needs to be propagated:

• Weight systematics
This method applies for systematic uncertainties that affect the total normalisation. In
this case each events is reweighted according to a prior variation suggested by systematic
error studies.
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4.1 Detector systematic uncertainties

• Efficiency-like systematics
They are computed based on studies comparing data and MC predictions in well-known
control samples. One can easily compute the efficiency in the MC sample by using the
truth information. The efficiency in the data can be predicted by reweighting the MC

efficiency by the ratio of the efficiencies in the control samples, εdata = εCSdata
εCSMC

εMC.

• Observable-variation systematics
This method applies when the variables can have different mean values or resolution in
data and MC. The propagation consists in smearing the observables before running the
event selection on the new observable.

A list of the detector systematic uncertainties enabled for the measurement presented in this
document is given in Table 4.1.

Table 4.1: Detector systematic uncertainties propagated through the Highland2
selection process.

Efficiency-like systematics
0 Charge ID efficiency
1 TPC cluster efficiency
2 TPC tracking efficiency
3 TPC-FGD matching efficiency
4 FGD hybrid tracking efficiency
5 Michel electron efficiency

Weight systematics
6 Event pile-up
7 OOFV
8 ECal PID
9 Pion SI (Secondary Interactions)
10 Proton SI
11 FGD2 backward migration

Variation systematics
12 Magnetic field distorsions
13 Momentum scale
14 Momentum resolution
15 Momentum range resolution
16 Momentum bias from vertex migration
17 TPC PID
18 FGD PID

4.1.2 The covariance matrix
The uncertainties and covariances resulting from the selection are stored into matrix. Each
covariance matrix index is associated to a bin at the reconstructed level, i.e. one bin corresponds
to a kinematic bin for one of the signal or control samples as listed in Table 3.5. The detector
covariance matrix element ij is defined as

V cov,prior
det, ij =

Ntoys∑
t=1

(
(1− nti)(1− ntj)

n̄in̄j

)
/Ntoys (4.1)

where nti is the content of the ith bin for toy t and n̄i its mean over all toys, calculated as
n̄i = ∑

t n
t
i/Ntoys. Here we use a number of toys Ntoys = 500. In general correlation matrix

elements are the covariance elements normalised by the errors, that is

V corr
ij =

V cov
ij

V cov
ii V cov

jj

(4.2)

It is more convenient to show correlation matrices as the correlation values are between −1 and
1, which makes the interpretation of results easier. Note that negative values correspond to
anticorrelations.
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4. Evaluation of the uncertainties on cross-section measurement

4.1.3 Resulting pre-fit detector uncertainty inputs
The pre-fit detector covariance matrix is shown in Fig. 4.1 and the total pre-fit uncertainties in
muon momentum are shown in Fig. 4.2 for the signal samples and in Fig. 4.3 for the sidebands.
The detector uncertainty is significantly higher for the y layers of FGD2. This difference comes
from the contribution of the backward migration systematics in FGD22, which is shown within
the appendix dedicated to backward migration studies in Figures A.22 and A.23.

Figure 4.1: Pre-fit detector correlation matrix for each analysis bin in each
signal and control sample. The first large block corresponds to FGD1 samples,
the second and third blocks to FGD2x and FGD2y samples respectively. Small
blocks correspond to the 5 signal and 3 control samples as listed in Table 3.5.

2This uncertainty is calculated only for FGD2, where migration between x and y layers has an impact on the
separation between water and carbon layers, although it is also plotted for FGD1 and is equal to 0 in that case.
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4.2 Flux systematic uncertainties
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Figure 4.2: Total detector systematic uncertainties for FGD1 (red), FGD2x
(blue) and FGD2y (green) signal samples.
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Figure 4.3: Total detector systematic uncertainties for FGD1 (red), FGD2x
(blue) and FGD2y (green) control samples CC-1π+ (top left), CC-Other (top
right) and CC-1π-Michel (bottom).

4.2 Flux systematic uncertainties
The uncertainty on the flux prediction affects the number of events but also the integrated flux
in the denominator of the cross-section formula in Eq. (3.1). The flux covariance matrix that is
used in the penalty term of the χ2

syst in Eq.(3.6) is shown in Fig. 4.4 and comes from the T2K
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4. Evaluation of the uncertainties on cross-section measurement

flux release 13av4 [90, 121]. Each matrix index, associated to one flux parameter, corresponds
to a neutrino energy bin. The energy binning that is used is reported in Table 4.2.

Table 4.2: Neutrino energy binning used for the flux parameters.

ν energy [GeV]
0 0.0 – 0.1
1 0.1 – 0.2
2 0.2 – 0.3
3 0.3 – 0.4
4 0.4 – 0.5
5 0.5 – 0.6
6 0.6 – 0.7
7 0.7 – 0.8
8 0.8 – 1.0
9 1.0 – 1.2
10 1.2 – 1.5
11 1.5 – 2.0
12 2.0 – 2.5
13 2.5 – 3.0
14 3.0 – 3.5
15 3.5 – 4.0
16 4.0 – 5.0
17 5.0 – 7.0
18 7.0 – 10
19 10 – 30

Neutrino energy bins
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Figure 4.4: Flux covariance matrix for ND280 FHC νµ, T2K run periods 1 to 8,
with neutrino energy binning described in Table 4.2.
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4.3 Model systematic uncertainties

4.3 Model systematic uncertainties
The prior values, errors and covariances of the cross-section model parameters are provided by
the T2K Neutrino Interaction Working Group (NIWG). Most of the values used come from
T2K-TN-315 [126], although some of them have been updated in 2018. Most recent values are
taken. The parameters and their associated values and errors used in the fit are summarised in
Table 4.3 and the covariance matrix is shown in Fig. 4.5.

Table 4.3: Cross-section model parameters with their nominal values, errors
and validity ranges used in this analysis. Their associated covariance matrix is
represented in Fig. 4.5.

Parameter Prior Error Validity Type
0 MQE

A axial mass, form factor parameter 1.20 0.41 [0, 999]
1 pCF Pauli blocking parameter 217.0 31.0 [200, 275]
2 MEC C multinucleon component normalisation 1.00 1.00 [0, 999]
3 EC

B binding energy 25.0 9.00 [12, 42]
4 pOF Pauli blocking parameter 225.0 31.0 [200, 275] Signal
5 MEC O multinucleon component normalisation 1.00 1.00 [0, 999]
6 EO

B binding energy 27.0 9.00 [12, 42]
7 MEC O multinucleon component shape 1.00 1.00 [0, 999]
8 MEC C multinucleon component shape 1.00 1.00 [0, 999]
9 C5

A 1π form factor parameter 1.01 0.16 [0, 999]
10 MRES

A 1π form factor parameter 0.95 0.14 [0, 999]
11 Bkg Resonant, isospin=1

2 normalisation 1.30 0.42 [0, 999]
12 CC-νe radiative corrections 1.00 0.03 [0, 999]
13 DIS CC other shape uncertainty 1.00 0.40 [0, 999]
14 CC-coherent normalisation 1.00 1.00 [0, 999] Background
15 NC-other normalisation 1.00 1.00 [0, 999]
16 CC-1π+ normalisation, pπ < 2.5 GeV/c 1.00 0.50 [0, 999]
17 CC-1π+ normalisation, pπ > 2.5 GeV/c 1.00 0.50 [0, 999]
18 CC multi-π normalisation 1.00 0.50 [0, 999]
19 CC DIS normalisation 1.00 0.50 [0, 999]
20 FSI inelastic, pπ < 0.5 GeV/c 1.00 0.41 [0, 999]
21 FSI Pion absorption 1.10 0.45 [0, 999]
22 FSI charge exchange, pπ < 0.5 GeV/c 1.00 0.57 [0, 999] Pion FSI
23 FSI Pion production 1.80 0.61 [0, 999]
24 FSI inelastic, pπ > 0.5 GeV/c 1.00 0.50 [0, 999]
25 FSI charge exchange, pπ > 0.5 GeV/c 1.80 0.50 [0, 999]
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4. Evaluation of the uncertainties on cross-section measurement
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Figure 4.5: Cross-section model covariance matrix for parameters described in
Table 4.3. Parameters from 0 to 8 are the signal parameters, from 9 to 19 the
background parameters and from 19 to 25 the pion FSI parameters.

These model parameters are then allowed to be varied within a 5σ interval by the fitter in
order to find their best-fitting values. As one cross-section parameter is changed the number of
events need to be reweighted accordingly to the response to variations of this parameter, as in
Eq.(3.10). The response function ω(a) gives a weight as a function of the parameter a. Response
functions can be generated within the T2KReWeight framework provided by the NIWG. For a
given model parameter one response functions needs to be calculated for each kinematic bin and
for each event type. Weights are computed for a certain number of parameter values within the
5σ interval around the mean value, producing so-called splines. Splines are provided to the fitter
for every event topology, interaction target and true neutrino reaction and for each kinematic
bin. As an example the MQE

A spline is shown in Fig. 4.6 for CC-0π topology, CCQE interaction
on a carbon target in bin number 5.
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Figure 4.6: Example of a spline produced with T2KReWeight for CC-0π topology,
CCQE interaction on a carbon target in bin number 5. The parameter is allowed
to vary within a 5σ interval around its nominal value 1.2.
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4.4 Proton FSI systematic uncertainty

4.4 Proton FSI systematic uncertainty
Proton Final State Interactions (FSI) are not yet implemented in the T2KReWeight framework.
Thus the covariances have to be evaluated separately and added manually to the final covari-
ance matrix. Proton FSI mainly affect the bin-by-bin efficiency. We thus choose the selection
efficiency to estimate their contribution to the cross-section uncertainty. Proton FSI are not yet
implemented in NEUT so we use a sample of events generated by NuWro [71] that includes FSI.
To evaluate the uncertainty we take a second NuWro sample where FSI are not included and use
it as a unique variation to estimate the relative covariance between bins i and j assuming a
100% uncertainty on proton FSI:

Vij =
(εFSIi − εno FSI

i )(εFSIj − εno FSI
j )

εFSIi · εFSIj

(4.3)

The efficiencies of the two samples are plotted in Fig. 4.7 and the correlation matrix associated
to the covariances calculated with Eq.(4.3) is drawn in Fig. 4.8. One can see that the bins
are either fully correlated or fully anti-correlated, this naturally comes from the definition in
Eq.(4.3).
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Figure 4.7: Efficiency of the νµ CC-0π selection on carbon in pµ, cos θµ bins of
the two NuWro samples, including (blue) and not including proton FSI (red).
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4. Evaluation of the uncertainties on cross-section measurement
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Figure 4.8: Correlation matrix associated to proton FSI efficiency built according
to Eq.(4.3). The matrix elements correspond to the analysis binning described
in Table 3.3, where the first half corresponds to carbon and the second half to
oxygen.

Since no sample has been generated for FGD2 without FSI we can only rate this uncertainty
on carbon using FGD1. We use the same values for oxygen, as we expect them to be in the
same order. The resulting uncertainty by bin on carbon is shown in Fig. 4.9. The evaluation of
the uncertainty on the cross-section ratio is more difficult since we only have the uncertainty on
carbon and use the same values for oxygen. Uncertainties on carbon and on oxygen interaction
rates could be considered as fully correlated as they are the same. However, the FSI uncertainty
are not controlled very well and to be cautious we treat the two uncertainties as fully uncorrelated.
Thus we estimate the uncertainty on the cross-section ratio as the carbon uncertainty multiplied
by a factor two.
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4.5 Uncertainties on the final measurement
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Figure 4.9: Uncertainty on proton FSI in pµ, cos θµ bins estimated with the
selection efficiency calculated with NuWro samples.

4.5 Uncertainties on the final measurement
The estimation of pre-fit systematic uncertainties has been described in Sections 4.1, 4.2 and
4.3. The prior errors are then propagated through the fit, which returns a post-fit covariance
matrix including all the systematic and statisticas uncertainties for each systematic parameter
of the fit. As the indices of the output matrix correspond to fit parameters these uncertainties
need to be propagated to the final cross-section measurement in analysis (kinematic) bins. The
errors are propagated by generating cross-section toy experiments. In each toy experiment the
parameters are varied around their best-fit values. The cross-sections on carbon and on oxygen
as well as their ratio are evaluated according to Eq.(3.1) and Eq.(3.2) respectively, where the
terms of the formula are calculated as follows:
• N signal O or C

i : throw fit parameters around their best-fit value according to the post-fit
covariance matrix and reweight all events to calculate the number of events in each analysis
bin;

• N t
O or C: throw number of targets according to a Gaussian error around nominal value and

prior error (see Section 5.4.2);

• Φ: calculate the integral using the current toy throw flux parameters to reweight the
nominal flux;

• εi: calculate the efficiency using the selected and true events after reweighting using the
current toy throw fit parameters;

• ∆piµ∆ cos θiµ: take the width of each analysis bin.
Finally the variations over the toy experiments are used to calculate a covariance matrix in

the analysis binning, from which the uncertainty on final measurements can be extracted.
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4. Evaluation of the uncertainties on cross-section measurement

4.6 Estimation of the contribution from each source to
the total uncertainty

One cannot separate the statistical from the different systematic contributions to the total
cross-section uncertainty. However a method is used to give an estimation of the contributions.
This should not be considered as the exact contribution but as a rough approximation. An
Asimov fit3 is performed fitting only the template parameters while all the systematic parameters
have fixed (prior) values. This cross-section error yields the statistical uncertainty since in this
case the only uncertainty comes from the data statistics. Second an Asimov fit is performed
allowing only one set of systematic parameters to vary while the other sets are fixed. The
difference in quadrature with the error evaluated in the first case gives an estimation of the
contribution to the uncertainty from that set of parameters.

The uncertainties for each of these Asimov fits are shown in Fig. 4.10 for neutrino interactions
on carbon, in Fig. 4.11 for interactions on oxygen and in Fig. 4.12 for the cross-section ratio.
Even though they are only estimations and should not be considered as the exact contributions,
they confirm that the fit uncertainty is statistics dominated.

Note that the fit with only template and cross-section parameters does not properly explore
the parameter space and small values were added to the Hesse matrix diagonal by the fit method
in order to make it invertible. This is due to the fact that only fitting template and cross-section
parameters leads to over-constraining the cross-section parameters. This degeneracy is solved
once more degrees of freedom are added through other systematic parameters. The cross-section
parameter contribution is not shown on these plots as the error is underestimated because of
the Hessian matrix diagonal being modified in order for the fit to converge.

3An Asimov fit consists in fitting the simulated event distribution to itself, i.e. using the same Monte Carlo
sample as data and nominal inputs. More details are given in Appendix B.2.
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4.6 Estimation of the contribution from each source to the total uncertainty
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Figure 4.10: Estimation of the different contributions to the total fit uncertainty
on carbon interactions. The black line is the uncertainty of an Asimov fit performed
by allowing only template parameters to vary, which represent the statistical error.
The colored lines are the errors of Asimov fits where only one type of systematic
parameters is varied (flux in blue, cross-section model in red and detector in
green).
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Figure 4.11: Estimation of the different contributions to the total fit uncertainty
on oxygen interactions. The black line is the uncertainty of an Asimov fit performed
by allowing only template parameters to vary, which represent the statistical error.
The colored lines are the errors of Asimov fits where only one type of systematic
parameters is varied (flux in blue, cross-section model in red and detector in
green).
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Figure 4.12: Systematic uncertainty on oxygen over carbon cross-section ratio of
fits performed by allowing only template parameters to vary (black) and also one
type of systematic parameters, flux (blue), cross-section model (red) and detector
(green).
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CHAPTER 5

Final cross-section results

The complete process for generating inputs to the fitter has been explained in the previous
sections. Section 3.3 has described the event selection methods in details, as well as the samples
and binning used. Section 4 has explored all sources of uncertainty and detailed their evaluation.
This section will now present the results from the fit performed according to the likelihood
method described in Section 3.2.2, after giving an overview of the specificities of the fit in the
particular case of this analysis. Eventually we explain how to obtain the integrated neutrino flux
and the number of nucleon targets in order to evaluate a cross section and present the extracted
cross-sections.

5.1 Fitter specific features
Before showing the fit results, the specific tools used to perform the fit and to analyse results
are explained in this short section.

5.1.1 Fit parameters
The main feature of the binned likelihood fit is the use of template parameters that reweight
the predicted number of events in each true analysis bin, as written in Eq.(3.7). Therefore the
fit has two sets of 58 template weights, one set for parameters reweighting number of events
with interactions on carbon (ci’s) and a second set for interactions on oxygen (oi’s). Moreover,
as described in Section 3.2.2 and written in Eq.(3.11), the fit also has the ability to vary
systematic parameters for the neutrino flux, detector and cross-section model. Flux parameters
are associated to neutrino energy bins (see Section 4.2). Detector parameters correspond to
kinematic bins at the reconstructed level (see Section 4.1). Finally cross-section parameters give
some freedom to several interaction modes for signal and background events (see Section4.3).
Table 5.1 summarises the fit parameter correspondance to physics observables and systematic
uncertainties.
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5. Final cross-section results

Table 5.1: Summary of the fit parameters used in this analysis and their corre-
spondance to physics observables or uncertainties.

Parameters Nb. Range Physical quantity
Template par. on carbon (ci) 58 0 – 57 pµ, cos θµ bins in Table 3.3
Template par. on oxygen (oi) 58 58 – 115 pµ, cos θµ bins in Table 3.3
Flux parameters 20 116 – 135 Flux weights in Eν bins in Table 4.2
Cross-section model parameters 26 136 – 161 Model parameters

as listed in Table 4.3
Detector parameters 1122 162 – 1283 pµ, cos θµ bins in each signal

and control sample
Total fit parameters 1284 0 – 1283

5.1.2 χ2 definitions and goodness of fits
In order to estimate the goodness of the fit, χ2 values are evaluated. Several χ2’s are computed
with different methods associated to the different results that are presented.

The pre-fit and post-fit χ2’s shown with the event distributions are the values returned by
the MINUIT fit method. They yield the difference in the number of events at the reconstructed
level between the nominal MC values and the (fake) data values according to Eqs.(3.5)-(3.6).
When showing the post-fit event distributions a simplified χ2 is written on top of each plot by
region. This χ2 gives a simple estimation of the data - post-fit discrepancy by summing up the
difference square of data and post-fit numbers of events divided by the data number of events
in each bin of the specific region,

χ2
simpl. =

bins∑
i

|Ndata −Npost-fit|
Ndata

(5.1)

The final cross-section χ2 that carries the difference in the true analysis binning is rated according
to a Gaussian approximation, namely

χ2
xsec = (~σbest fit − ~σprior)T (V cov

xsec)−1(~σbest fit − ~σprior) (5.2)

where ~σbest fit is a vector containing cross-section values in each analysis bin for the best-fit
parameters, ~σprior is the vector of nominal cross-section values and V cov

xsec is the final covariance
matrix in the analysis binning.

For normal distributions the χ2 is distributed as a χ2-distribution with mean equal to the
number of degrees of freedom. More details and χ2’s studies are reviewed in Appendix B.5.

5.2 Fit validation
To test the robustness and reliability of the fit method, a series of studies are conducted. In
order to avoid biases, sets of mock data are used instead of the real data. In other words fits are
performed where various Monte Carlo samples are used as "fake" data inputs. These "fake" data
samples are either the nominal MC events with artificially altered content or events simulated
with other neutrino interaction generators. Before revealing results coming from real data
measurements, the fake data studies have been reviewed internally within the T2K Collaboration
in order to approve the methods developped for this measurement. Fit validation results are
detailed in Appendix B.

86



5.3 Post-fit parameters and event distributions

5.3 Post-fit parameters and event distributions
After the fit against the data sample, we have a look at the post-fit parameters, in other words
the best-fit parameters, compared to their prior values. The template parameters are plotted in
Fig. 5.1, the flux parameters in Fig. 5.2, the interaction model parameters in Fig. 5.3 and the
detector parameters in Fig. 5.4. In each case the associated relative uncertainties are plotted in
the bottom plot and the associated post-fit correlation matrix is shown in Fig. 5.5.
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Figure 5.1: Prior and post-fit template parameter values and their associated
uncertainty. The first 58 parameters correspond to the carbon parameters (ci)
and the next 58 parameters are the ones for oxygen (oi). Gray lines demarcate
the different cos θµ bins.

As expected, it can be seen in Fig. 5.1 that the parameters associated to interactions on
carbon (ci’s) have lower uncertainties than the ones for interactions on oxygen (oi’s), and
the oi’s fluctuate more. This is due to higher statistics of events with interactions in the the
scintillating layers, thus reducing the statistical uncertainty on the parameters associated to
carbon. Template parameters associated to carbon tend to take values slightly below 1 in the
three slices associated to low muon angle tracks. This effect will be reflected in the final cross
section and will be discussed later on.
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Figure 5.2: Prior and post-fit flux parameter values and their associated uncer-
tainty. We remind that each flux parameter is a weight in neutrino energy bin,
see Table 4.2. Prior weight values are equal to unity.

The flux parameters, shown in Fig. 5.2, fluctuate a bit around their nominal values, but it is
nice to observe that post-fit values are compatible with prior flux weights within 1σ uncertainty
intervals. The post-fit errors do not change much with respect to their prior values.

88



5.3 Post-fit parameters and event distributions

Xsec model parameters

QE
A

M C
F

p MEC C
C

B
E O

F
p MEC O

O
B

E MEC O shape

MEC C shape

5
A

C RES
A

M Bkg Res e
νCC-CC-DIS shape

CC coh
NC-Other  norm. low E

π
CC-1  norm. high E

π
CC-1

 norm.
π

CC-multi-
CC-DIS norm.

FSI inel. low E
 abs.

πFSI 
FSI charge exch. low E

 prod.
πFSI FSI inel. high E

FSI charge exch. high E

P
ar

am
et

er
 v

al
ue

0

0.5

1

1.5

2

2.5

3
Prior

Final

Xsec model parameters

QE
A

M C
F

p MEC C
C

B
E O

F
p MEC O

O
B

E MEC O shape

MEC C shape

5
A

C RES
A

M Bkg Res e
νCC- CC-DIS shape

CC coh
NC-Other  norm. low E

π
CC-1  norm. high E

π
CC-1

 norm.
π

CC-multi-
CC-DIS norm.

FSI inel. low E
 abs.

πFSI 
FSI charge exch. low E

 prod.
πFSI FSI inel. high E

FSI charge exch. high E

R
el

at
iv

e 
er

ro
r

0

0.5

1

1.5

Figure 5.3: Prior and post-fit cross-section model parameter values and their
associated uncertainty. We remind that signal parameters are going from 0 to 8,
background parameters from 9 to 19 and FSI parameters from 20 to 25. Their
values are normalised to the parameter prior values as given in Table 4.3.

The cross-section model parameters, plotted in Fig. 5.3, are compatible with prior values
within the 1σ uncertainty intervals, except certain background parameters. In particular the
CC-DIS shape (13), CC multi-π normalisation (18) and CC DIS normalisation parameters (19)
are pushed close to their boundaries. Obviously the fit struggles to fit the CC-Other region. It is
trying to compensate through the model parameters for the data excess over MC prediction seen
in the CC-Other event distributions in Fig. 3.14. Moreover, there is a quite strong anti-correlation
between the multi-π and the DIS normalisation parameters, as can be observed in the correlation
matrix in Fig. 5.5, which is not a surprise since they both contribute to the CC-Other sideband.
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Figure 5.4: Prior and post-fit detector parameter values and their associated
uncertainty. Each parameter is a weight associated to a bin at the reconstructed
level, that is the kinematic bins for each signal and control sample. The first third
is for FGD1 events, the second third to FGD2 x events and the last one for FGD2
y. Regions demarcated by gray lines correspond to the 5 signal and 3 control
samples as defined in Section 3.3.3.

We observe in Fig. 5.4 that detector parameters corresponding to the CC-1π-Michel sideband
in the FGD2 y layers (on the right side of the x axis) have large prior uncertainties, due to low
statistics and probably also to the large OOFV background contamination in this sample, as can
be seen in the data and MC event distributions in Fig. 3.15. However, the fit reduces drastically
these uncertainties. The parameters corresponding to signal sample (3) (µTPC + pFGD and µTPC
+ Np) in FGD1 are pushed up outside the error bars. We can see indeed in the selected event
distribution for that region, in Fig. 3.8, that there is a small excess of data with respect to the
MC predicted number of events, likely the fitter is compensating for this excess by increasing the
detector parameters associated to this sample. Physically, this may be due to event migration
between the different µTPC-like signal samples. There is no freedom given for event migration
between the signal samples and we know that protons FSI are not well reconstructed.

This effect can also be observed in the number of event distributions by sample at the
reconstructed level in Fig. 5.6, where we observe quite large discrepancies in the µTPC-like
signal samples, reflected by the sample χ2’s. This is why in Fig. 5.7 the µTPC-like samples have
been grouped together in order to better visualise the result, avoiding confusion due to event
migration between the signal samples. In this case we recover a very low χ2 value associated to
the µTPC samples.
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5.3 Post-fit parameters and event distributions

The discrepancies are quite large for the sideband regions, as can be seen by their associated
χ2 values, expected to be around the number of bins, i.e. 58. Again, this shows some difficulties
of the fit to accomodate for background regions. The reasons could be the data / MC discrepancy
in the CC-Other sideband, as already mentioned above, and the fact that the CC-1π-Michel
sample is hard to fit and may also affect the original CC-1π+ sample.

Otherwise the post-fit numbers of events in the signal regions show very good agreement
to data and the individual χ2’s by region have reasonable values, that is, lower or about the
number of bins. The overall post-fit χ2 returned by MINUIT is

χ2
post-fit = 1321 (5.3)

which is a bit high for a 1284 parameter fit (the associated probability is 23.1%), however we
explained the large contribution coming from the disagreement in the µTPC samples with protons
and from the sideband regions.
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Figure 5.5: Post-fit correlation matrix of all the fit parameters (top) and zoom
into the cross-section model parameter sub-matrix (bottom). The sub-matrices
for the different types of parameters are separated by black lines. Parameters
with bins from 0 to 57 corresponds to the ci’s, from 58 to 115 oi’s, from 116
to 135 flux, from 136 to 161 cross-section model and from 162 to 1283 detector
parameters. Each small submatrix in the detector parameter matrix (separated
by gray lines) relates to the kinematic bins of one signal or control sample. Notice
that the two cross-section parameters that are anti-correlated, numbers 154 and
155, correspond to the CC multi-π and CC DIS normalisation parameters, which
are pushed to their limits by the fitter.
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Figure 5.6: Prior (blue) and post-fit (red) signal events compared to data (black)
distributed in pµ, cos θµ analysis bins. Each plot is for a specific signal or sideband
region according to its title. The χ2

simpl. on top of each region plot is a simplified
χ2, calculated according to Eq. (5.1). The total pre-fit and post-fit χ2’s are the
values given by MINUIT.
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Figure 5.7: Prior (blue) and post-fit (red) signal events compared to data (black)
distributed in pµ, cos θµ analysis bins. Each plot is for a specific signal or sideband
region according to its title ; all the µTPC topologies are grouped together in the
top left plot. The χ2

simpl. on top of each region plot is a simplified χ2, calculated
according to Eq. (5.1). The total pre-fit and post-fit χ2’s are the values given by
MINUIT.
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5. Final cross-section results

5.4 Cross-section measurement
We now have a prediction of the number of events in each kinematic bin from the fit and the
selection efficiency was shown in a previous chapter (see figures 3.18 and 3.19). In order to have
all the ingredients that are necessary to evaluate the neutrino cross section with carbon and
oxygen nuclei which are, we remind:

dσCi
dpiµd cos θiµ

= N signal C
i

εCi ΦNC
t ∆piµ∆ cos θiµ

dσOi
dpiµd cos θiµ

= N signal O
i

εOi ΦNO
t ∆piµ∆ cos θiµ

(5.4)

we need to evaluate the integrated flux Φ and the numbers of nucleon targets NC
t and NO

t . This
will be done in the next sections. Finally resulting differential cross sections in kinematic bins

and integrated cross sections will be presented, as well as their oxygen over carbon ratio dσ
O
i

dσCi
.

5.4.1 Integrated neutrino flux
To compute the integrated flux we use the flux tuning from the latest release 13av4 [121, 90] (see
Section 2.1.2). The flux prediction is provided in neutrino energy bins for each T2K run period.
It needs to be normalised to the POT corresponding to each run period and then integrated
over the energy. The total muon neutrino flux for run periods 2-3-4-8 is

Φ = 2.1316× 1013 cm−2 (5.5)

5.4.2 Number of target nucleons
In order to extract the cross section on single nucleon, the measured carbon (oxygen) number of
events need to be divided by the total number of carbon (oxygen) target nucleons inside the
fiducial volume. Such number is computed as:

Nα
t = NA

module∑
i

f iαM
i
TOT

Nα

MA
α

(5.6)

where we sum over the water and scintillator modules i, for a target chemical element α = C
or O. f iα is the fraction of element α in the fiducial volume depending on the module, Nα the
number of nucleons, MA

α the standard atomic mass, M i
TOT the total mass of the fiducial volume

of a module and NA = 6.022× 1023 is the Avogadro number. The total mass of one module i
can be written as:

M i
TOT = ρiVFV = ρiareal∆X∆Y (5.7)

where VFV is the Fiducial Volume and ρi = ρiareal∆Z is the total density averaged over the areal
density of each module component. ∆X = ∆Y = 174.902 cm is the total length of the fiducial
volume in the X and Y directions. We can now rewrite the number of target nucleons as

N t
α = NA∆XFV∆YFV(nscintρscintα + nwaterρwaterα ) Nα

MA
α

(5.8)

where nscint and nwater are the total numbers of XY -scintillator modules and water modules
respectively. FGD1 consists of 15 XY -scintillator supermodules (polystyrene) and FGD2 consists
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5.4 Cross-section measurement

of 7 XY -scintillator modules and 6 water modules. A more detailed description was given in
Section 2.3.3. The values of the areal density, atomic mass and averaged number of nucleons for
each element are summarised in table 5.2. Note that interactions on other targets than carbon
and oxygen are negligible and they are treated as backgrounds, although they are not directly
constrained by a control sample.

Table 5.2: Values of areal density in a scintillator module and in a water module,
atomic mass and averaged number of nucleons for each element.

Element ρscintα (g/cm2) ρwaterα (g/cm2) MA
α Nα

C 1.849 ± 0.0092 0.4187 ± 0.007 12.01074 12
O 0.0794 ± 0.0048 2.0639 ± 0.005 15.9994 16
H 0.1579 ± 0.0021 0.2928 ± 0.001 1.00794 1
Mg 0.0355 ± 0.0059 0.007 ± 0.001 47.8671 48
Si 0.0218 ± 0.0043 0.011 ± 0.001 28.0855 28
N 0.0031 ± 0.0012 14.00672 14

The uncertainty on the number of target nucleons comes from the error on the measurement
of the areal densities of each elements. To compute this uncertainty, toys are thrown for Eq. 5.8.
In each toy the areal density is randomly thrown according to the covariance matrix built from
the correlations in Table 5.4.

Table 5.3: Correlation matrices for the areal densities of a scintillator module
(left) from T2K-TN-091 [103] and a water module (right) from T2K-TN-198 [104].

Table 5.4: Correlation matrices for the areal densities of a scintillator module
(left) from T2K-TN-091 [103] and a water module (right) from T2K-TN-198 [104].

C O H Mg Si N
C 1 0.210 0.587 -0.193 -0.161 0.226
O 1 0.115 0.830 0.068 -0.033
H 1 -0.121 -0.879 0.875
Mg 1 0.074 -0.097
Si 1 -0.972
N 1

C O H Mg Si
C 1 0.791 0.976 0.748 0.748
O 1. 0.697 0.988 0.988
H 1 0.678 0.678
Mg 1 1.000
Si 1

The resulting distributions of the number of nucleons in carbon N t
C and in oxygen N t

O for
105 toys are shown in Fig. 5.8. The relative uncertainty on the number of nucleons is taken as
the RMS over the mean of such distribution. We obtain the following values, which are going to
be propagated to the cross-section result (see Section 4.5),

N t
C = (7.439± 0.036)× 1029 → 0.5% error

N t
O = (2.581± 0.019)× 1029 → 0.7% error
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Figure 5.8: Distribution of number of nucleons for 105 toys obtained varying
the areal density of the various elements composing the FGD1 and FGD2 fiducial
volumes following the covariance matrix built from Table 5.4.

5.4.3 Cross-section results in kinematic bins
The double differential cross section in kinematic bins can now be evaluated, as well as its
uncertainties propagated as explained in Section 4.5 using the post-fit covariance matrix
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5.4 Cross-section measurement

represented in Fig. 5.5. The final correlation matrix for the differential cross section in analysis
binning is represented in Fig. 5.9. The extracted cross-sections compared to the nominal NEUT
predictions are shown in Fig. 5.10-5.11 for neutrino interactions on carbon and in Fig. 5.13-5.14
on oxygen. In each case the result is shown first in linear scale omitting the high-momentum bins
for an easier reading and in logarithmic scale including high-momentum bins. Their associated
relative uncertainties are plotted in Figures 5.12 and 5.15 respectively.

Figure 5.9: Final correlation matrix associated to the cross section results. The
sub-matrices for the different cos θµ slices are separated by grey lines. Bins from 0
to 57 corresponds to neutrino interactions on carbon, from 58 to 115 to neutrino
interactions on oxygen.
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5.4 Cross-section measurement
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5. Final cross-section results

Overall the data extracted cross sections on carbon and on oxygen show a good agreement
with NEUT predicted cross sections, except in the very forward-going muon region. In other
regions data and Monte Carlo cross sections are compatible within the 1σ uncertainty intervals
in all the bins or very close as it fluctuates a bit. In the regions of low muon angles with respect
to the neutrino track (cos θµ between 0.9 and 1.0) the Monte Carlo prediction overestimates
the CC-0π cross-section on carbon and on oxygen. The discrepancy starts to be observed for
0.90 < cos θµ < 0.94 and 0.94 < cos θµ < 0.98 and becomes really clear in the last angle region
0.98 < cos θµ < 1.0 for both, cross sections on carbon and on oxygen. This low muon angle
region corresponds to low momentum transfer (q2), as can be seen in Figures 5.16 and 5.17
where the event distributions are drawn in true muon momentum vs. momentum transfer q2 for
carbon and oxygen interactions respectively. Lots of nuclear effects occur in this region which
are not implemented in the Monte Carlo generator and therefore some physically non-allowed
transitions are seen in the prediction. A similar data / MC discrepancy has been observed
already in other T2K CC-0π cross-section measurements, for instance in [127] for the cross
section on carbon and in [100] for the cross section on oxygen.

The final cross-section χ2, evaluated according to (5.2), is equal to 302. It is large compared
to the number of fitted bins (116) but the significant contribution comes from the data / MC
discrepancy in the low muon angle region. This large χ2 has to be seen as a deficit in our MC
model and not as a deficit in the analysis.
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Figure 5.16: Event distributions in muon momentum and momentum transfer q2

in each cos θµ slice for neutrino interactions with carbon. Bins in muon momentum
and angle slices correspond to the analysis binning.
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Figure 5.17: Event distributions in muon momentum and momentum transfer q2

in each cos θµ slice for neutrino interactions with oxygen. Bins in muon momentum
and angle slices correspond to the analysis binning.

The oxygen over carbon cross-section ratio in kinematic bins is evaluated according to
Eq.(3.2) and the post-fit uncertainty is propagated onto the ratio with the same method than
for the cross sections themselves (see Section 4.5). Data results in true kinematic bins compared
to NEUT predicted values are shown in Fig. 5.18 with associated relative uncertainties in Fig.
5.19 and correlation matrix in Fig. 5.20.

While fluctuating a little bit around unity, data show a good agreement to Monte Carlo
predictions. This is reflected in the low χ2 that is equal to 39. The χ2 probability for this value
and a total of 58 bins is equal to 97%. It is interesting to remark that the ratio recovers from
the effect observed in the cross sections on carbon and oxygen at low muon angles. This shows
that this effect, appearing in both cross sections on carbon and oxygen, is cancelled out in their
ratio and it seems to be a global effect from the Monte Carlo.
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5.4 Cross-section measurement
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5. Final cross-section results

Figure 5.20: Final correlation matrix associated to the cross-section ratio mea-
surement. The sub-matrices for the different cos θµ bins are separated by grey
lines.

5.4.4 Integrated cross-section results
The total νµ CC-0π cross section on carbon or oxygen is calculated by integrating the double
differential cross sections presented above, that is

σα =
Nbins∑
i=1

σαi ∆piµ∆ cos θiµ (5.9)

where σαi is the double differential cross section in bin i as defined in Eq.(5.4) for α = C or O.
To evaluate the cross-section ratio we simply divide the two integrals,

σO/σC =
∑Nbins
i=1 σOi ∆piµ∆ cos θiµ∑Nbins
i=1 σCi ∆piµ∆ cos θiµ

(5.10)

and propagate the uncertainties using the covariance matrix, in order to take into account
possible correlations between carbon and oxygen interactions. The obtained results with their
associated total uncertainties are the following:

σC = (0.440± 0.029)× 10−38 cm2/nucleon → 6.6% error
σO = (0.385± 0.031)× 10−38 cm2/nucleon → 8.2% error

σO/σC = 0.88± 0.070 → 8.1% error

Note that a simple error propagation from the single cross-sections onto the cross-section ratio
without correlation gives an uncertainty of 0.092, meaning that the correlation affects the
uncertainty and reduces it.

Table 5.5 gives an overview of CC-0π cross-sections that have been measured with the T2K
near detector ND280 and that are comparable to the cross sections extracted within this work.
We have measured interactions with isolated carbon and oxygen components, whereas other
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5.4 Cross-section measurement

analyses have extracted cross sections on C8H8 or H2O. For instance in [127] and in [123] the
neutrino cross section with C8H8 is measured, we therefore rescale the result by a factor 13/12,
which is equal to the total number of nucleons in CH divided by the number of nucleons in a
carbon atom, in order to have a relevant comparison to a result per carbon nucleon. In [100] the
number of interactions per neutron in H2O are measured, hence the result is multiplied by a
factor 18/16 (number of nucleons in H2O over number of nucleons in O) and a factor of 8/18 to
recover an equivalent result per oxygen nucleon.

Table 5.5: Cross-section results from this analysis compared to other T2K cross-
section measurements and to Monte Carlo predictions. Results from other analyses
have been re-normalised to the number of target nucleons on C and O respectively
in order to make them comparable to the results presented in this analysis.

CC-0π cross section σC[10−38 cm2/nucleon] σO[10−38 cm2/nucleon] σO/σC

Present analysis 0.440± 0.029 0.385± 0.031 0.88± 0.070
In paper [127] 0.452± 0.051 — —
In T2K-TN-337 [123] 0.466± 0.033 — —
In T2K-TN-338 [114] 0.474± 0.072 0.528± 0.060 1.12± 0.08
In T2K-TN-305 [128] — — 0.93± 0.070
NEUT 5.3.2 0.436 0.422 0.97
GENIE 2.8.0 0.374 0.385 1.03

The CC-0π cross-section on carbon shows a good agreement with the NEUT prediction and
the measured value is compatible with other T2K measurement within a 1σ uncertainty interval.
On the other hand the cross-section on oxygen is a bit low compared to predictions and the
other measured value. It therefore affects the oxygen over carbon cross-section ratio, which is
lower as expected too. After investigating the integral it appears that the first bin, containing
the full momentum range for backward and high-angle tracks (−1.0 < cos θµ < 0.2), has a cross
section on oxygen that is lower than predicted. This bin gives a significant contribution to the
integrated cross sections (about 20%) as it has a very large width. This is a kinematic region in
which not only we do not trust very much the reconstruction and with a poor efficiency (about
∼ 10%, see Figures 3.18 and 3.19), but also most of the bin content comes from high-angle track
contribution, as can be seen in the right plots of Fig. 3.17. Therefore it is worth looking at the
measurement over a restricted phase space removing this bin.

Moreover it is surprising that the uncertainties on measurements on carbon and on oxygen
are so close. Roughly, events with interactions on carbon make up 3/4 of the total number of
events whereas events on oxygen make up 1/4 of the total event statistics. We would expect
the ratio of the statistical uncertainties to be about

√
1/3 ≈ 0.6, but the obtained ratio is 0.94.

Such similar uncertainties were not to be observed in the differential cross sections. We will see
how the uncertainty ratio is affected by restraining the phase space and discuss other factors
affecting the uncertainty difference between carbon and oxygen.

5.4.5 Integrated cross-section results in restricted phase space
The first bin covers the full momentum space for an also large cosine angle range, −1.0 <
cos θµ < 0.2. It gives a large contribution to the integral over the kinematic variables, whereas it
does not provide a physically sensitive measurement. It is interesting to evaluate the total cross
sections and the oxygen over carbon cross-section ratio removing this bin. The integrated cross
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5. Final cross-section results

sections and their ratio over this restricted phase space yield

σC(cos θµ > 0.2) = (0.314± 0.016)× 10−38 cm2/nucleon → 5.2% error
σO(cos θµ > 0.2) = (0.303± 0.020)× 10−38 cm2/nucleon → 6.4% error

σO/σC(cos θµ > 0.2) = 0.97± 0.045 → 4.7% error

Table 5.6 shows these results compared to a published T2K measurement in cos θµ > 0.0
and Monte Carlo predictions.

Table 5.6: Results of the cross-section integrated over a restricted angular space
from this analysis compared to another T2K cross-section measurements and to
Monte Carlo predictions. The result from the other analysis has been re-normalised
to the number of target nucleons O in order to make it comparable to the results
presented in this analysis. However, its phase-space restriction remains different
from ours.

CC-0π cross section σC[10−38 cm2/nucleon] σO[10−38 cm2/nucleon] σO/σC

Present analysis (cos θµ > 0.2) 0.314± 0.016 0.303± 0.020 0.97± 0.045
In paper [100] (cos θµ > 0) — 0.475± 0.067 —
NEUT 5.3.2 (cos θµ > 0.2) 0.326 0.316 0.97
GENIE 2.8.0 (cos θµ > 0.2) 0.281 0.288 1.03

The first thing we observe in the restricted phase space is the dramatic reduction of
uncertainties. The relative uncertainties on the integrated cross sections is lowered by about
20% and on the cross-section ratio by a bit more than 40%. The two extracted cross sections are
compatible with NEUT Monte Carlo predicted values in the 1σ uncertainty interval. A proper
comparison with the value measured in [100] is not easy as the phase space is not exactly the
same. We also observe that the cross-section ratio for cos θµ > 0.2 is compatible with other results
and predictions within the 1σ uncertainty interval. Moreover, the ratio of oxygen to carbon
uncertainties is equal to 0.8, showing an improvement compared to the value obtained in the
full phase space. However, this is still higher than the value of ∼ 0.6 expected for the statistics
that are used. Investigations showed that the expected difference is recovered if the uncertainty
is evaluated without taking correlations into account, thus indicating that correlations affect
differently the carbon and oxygen cross-section uncertainties.
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Conclusion and future prospects

This work details charged-current muon neutrino interactions with carbon and oxygen nucleons
with no pion in the final state measured with the T2K near detector ND280. Double differential
cross sections in outgoing muon kinematics have been extracted, as well as the oxygen over
carbon cross-section ratio, by performing a binned likelihood fit.

The differential CC-0π cross sections on carbon and on oxygen nuclei both showed an
excess of the Monte Carlo prediction compared to the data extracted quantities in the region of
forward-going muons (low muon angle with respect to the neutrino track). This is a region of
low momentum transfer (q2) where nuclear interactions are not well modelled in the MC event
generator, therefore this effect is not really surprising. Moreover, such effect has been already
observed in previous T2K measurements [127, 100]. It is interesting to see that the discrepancy
in these low muon angle regions is cancelled out in the oxygen over carbon cross-section ratio,
showing that it is affecting both cross sections similarly. In other muon angle regions the
measured cross sections agree with predictions within the 1σ uncertainty intervals, although it
fluctuates slightly due to event migration between adjacent muon momentum bins.

The integrated cross sections over the full muon kinematics phase space has also been
evaluated. The measured muon neutrino CC-0π cross section on carbon is σC = (0.440 ±
0.029)× 10−38 cm2/nucleon and it is compatible with other T2K measurements and with Monte
Carlo predictions within the 1σ uncertainty interval. The extracted cross section on oxygen,
σO = (0.385 ± 0.031) × 10−38 cm2/nucleon, however, does not show a good agreement with
other measurements as it underestimates the total cross section. The total oxygen over carbon
cross-section ratio is therefore lower than expected as well, σO/σC = 0.88± 0.070. In the ratio
by bin there is not a region where the deficit is visible. Since the first bin is problematic this
might be the cause of the oxygen deficit.

We have also evaluated the integrated cross sections over a restricted phase space, removing
the bin containing events with backward and high-angle muon tracks (−1.0 < cos θµ < 0.2), as
this bins gives a large contribution to the total cross sections and the detector is not optimised
to reconstruct tracks in this region. It results in a strong reduction of the uncertainties and
the oxygen over carbon cross-section ratio recovers a value compatible with other results and
Monte Carlo predictions, σO/σC(cos θµ > 0.2) = 0.97 ± 0.045. The integrated cross sections
over a restricted cosine muon angle range are evaluated as σC(cos θµ > 0.2) = (0.314± 0.016)×
10−38 cm2/nucleon and σO(cos θµ > 0.2) = (0.303 ± 0.020) × 10−38 cm2/nucleon. It is very
interesting to see that a precision of 4.7% was achieved on the cross-section ratio, thus almost
reaching a sensitivity that would be able to probe the difference in carbon and oxygen cross
sections.

Since the statistical uncertainty dominates, improvements in the precision are expected in
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5. Final cross-section results

the future as T2K continues data taking. Moreover the near detector and neutrino beam are
going to be upgraded in the upcoming years. 30 × 1020 POT are expected per year, by 2030
we expect to reach about almost 5 times today’s integrated POT, thus reducing the statistical
uncertainty by a factor ∼ 2. The ND280 upgrade is going to decrease systematic uncertainties
but the contribution to carbon and oxygen cross sections is difficult to estimate.

Further improvements could be achieved by giving the fit some freedom to control the proton
kinematics, which is not allowed in the currently used fitter. This could be done by adding extra
normalisation parameters associated to each sample in order to allow event migration among
the signal samples that have different proton topologies.
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APPENDIX A

Vertex backward migration in FGD2

A.1 Introduction
Backward migration is the phenomenon of reconstructing the vertex upstream from its true
position, i.e. the true vertex is located in layer N true and reconstructed upstream, i.e. in layer
N reco < N true. Two examples are represented on Fig.A.1 and Fig.A.2 shows the distributions
of the difference between the true and reconstructed vertex, that is N true −N reco. A tail can
be observed in the positive values, that correspond to the case of backward migration. This
migration induces a bias in the momentum, as can be seen on Fig.A.3, which is treated as
a detector systematics through dE/dx [122]. A major consequence for analyses based on X
and Y layer separation is the impact on the sample definition, since oxygen interactions are
mainly reconstructed in X layers. In this note we study this effect and evaluate the systematical
uncertainty due to it.

Figure A.1: Examples of backward migration in the FGD2 layers.
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A. Vertex backward migration in FGD2
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Figure A.2: Distribution of the difference between true and reconstructed layers
for the different samples, in linear scale on the left and in logarithmic scale on the
right. A difference larger than zero corresponds to a backward migrated tracks
(in the case of forward going tracks). A difference of 0.5 (−0.5) corresponds to a
true vertex in a water layer that is reconstructed in the y layer upstream (in the
x layer downstream).
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Figure A.3: Comparison of the selected (dashed) and true (solid) muon momen-
tum for all tracks (blue) and for the backward migrated (red) and non-backward
migrated (turquoise) contributions in the CC-0π sample.

A.2 Fit strategy
In order to estimate the uncertainty on the number of backward migrated tracks, we fit the MC
fractions of backward migrated and non-backward migrated tracks to the data.

A.2.1 Selection and samples
The selection used in these studies is not exactly the same selection used for the cross-section
extraction related in the main part of this document. For the purpose of this backward migration
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A.2 Fit strategy

analysis multi-π samples were required. Three samples are selected in FGD2 according to the
multi-π topologies, i.e. CC-0π, CC-1π and CC-Other with following cuts :

1. Event quality

2. > 0 tracks

3. Quality + fiducial

4. Veto

5. External FGD1 / FGD2

6. Muon PID

7. CC-0π / CC-1π / CC-Other

A dedicated package has been created in Highland21. This selection is also available for
FGD1. Samples are produced using data accumulated during run periods 2, 3 and 4 and as for
the cross-section extraction NEUT production 6B (96.8920 POT) and production 6M for Data
(5.9720 POT) are used.

Table A.1 shows the fractions of backward migrated tracks in the analysis samples of the νµ
CC-0π selection.

Table A.1: Fractions of backward migrated and non-backward migrated tracks
in the different analysis samples of the νµ CC-0π selection.

Analysis samples Content Backward migrated Not migrated
Signal 1 muTPC 0.078 0.922

muTPC + Np
Signal 2 muTPC + pTPC 0.111 0.889
Signal 3 muTPC + pFGD 0.050 0.950
Signal 4 muFGD + pTPC 0.126 0.874

muFGD + pTPC + Np
Signal 5 muFGD 0.141 0.859

muFGD + Np
Total signal CC-0π 0.087 0.913
Sideband 1 CC-1π+ 0.070 0.930
Sideband 2 CC-Other 0.111 0.889
Sideband 3 CC Michel e− 0.111 0.889

A.2.2 Variables used
To have information about backward migration we use the muon first and second hit variables,
that are the following :

- selmu_1hit_deltapos :
distance between the 1st hit and the fit position in the Z layer of the 1st hit.

- selmu_2hit_deltapos :
distance between the 2nd hit and the fit position in the Z layer of the 2nd hit.

1nd280Highland2 v2r29 was used and the package can be found under
highland2Systematics/fgdBwdMigrationSystematics (v0r0)
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A. Vertex backward migration in FGD2

- selmu_1hit_charge :
deposited charge by the closest hit to the reconstructed vertex.

- selmu_2hit_charge :
deposited charge by the 2nd closest hit to the reconstructed vertex.

Two methods have been tried to define the fit position. In the first one we approximate the
track with a straight line between the start and end points of the reconstructed track. In the
second one we use the start point and the direction of the track at that point. We decide to
keep the second method since it makes more sense as the muon track can curve and we are
interested in the start only. A more detailed description and a comparison of the results are
shown in appendix of the T2K-TN-368 [115].

The MC and data distributions of the variables, normalised to the data POT, are shown in
Fig.A.4, A.5 and A.6 with their data/MC ratio. Distributions normalised by the area are shown
in Fig.A.7, A.8 and A.9 for the three different samples respectively.

As can be seen on the normalised plots A.7, A.8 and A.9, only the 1st hit ∆ position shows a
significant difference in shape between the two contributions, backward migrated / not-backward
migrated. We also look at two-dimensional distributions that carry more information, combining
two variables. The differences in shapes is more relevant and one gets more sensitivity on
backward migrated events. The 2D histograms are shown on Fig.A.10, A.11 and A.12.
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Figure A.4: Distribution of the muon first hit (top) and second hit (bottom)
∆ positions (left) and charge (right) in the CC-0π selection, normalised by data
POT. On the bottom of each plot, the ratio between real data and MC number of
events is shown.

117
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Figure A.5: Distribution of the muon first hit (top) and second hit (bottom) ∆
positions (left) and charge (right) in the CC-1π+ selection, normalised by data
POT. On the bottom of each plot, the ratio between real data and MC number of
events is shown.
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Figure A.6: Distribution of the muon first hit (top) and second hit (bottom) ∆
positions (left) and charge (right) in the CC-Other selection, normalised by data
POT. On the bottom of each plot, the ratio between real data and MC number of
events is shown.
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Figure A.7: Distribution of the muon first hit (top) and second hit (bottom)
∆ positions (left) and charge (right) in the CC-0π selection. Distributions are
normalised by the area.
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Figure A.8: Distribution of the muon first hit (top) and second hit (bottom)
∆ positions (left) and charge (right) in the CC-1π+ selection. Distributions are
normalised by the area.
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Figure A.9: Distribution of the muon first hit (top) and second hit (bottom) ∆
positions (left) and charge (right) in the CC-Other selection. Distributions are
normalised by the area.
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Figure A.10: Two-dimensional MC NEUT distributions of the different variable
combinations for CC-0π.
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Figure A.11: Two-dimensional MC NEUT distributions of the different variable
combinations for CC-1π+.
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Figure A.12: Two-dimensional MC NEUT distributions of the different variable
combinations for CC-Other.

A.2.3 Sensitivity to backward migration
As written in the previous section, the normalised plots A.7, A.8 and A.9 show that only the
1st hit ∆ position has a significant difference in shape between the two contributions. We would
like to look at the different types of tracks that are selected as backward migrated and the kind
of contributions they have to the four variables. A schematic representation of the different
tracks and the associated expected behaviour of the variables is summarised in Table A.2.

We consider two-dimensional distributions and look at the projection of some slices from the
two-dimensional histograms. This way we can have a look at how the shapes of the contributions
in the ∆ position vary for different regions of the deposited charge.

We first look for the correlations between 1st hit ∆ position and 1st hit charge. In Fig.A.13,
we observe that the shapes of the two contributions in the 1st hit ∆ position have significant
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A. Vertex backward migration in FGD2

Table A.2: Different types of tracks that are selected as backward migrated and
expected behaviour of the variables. In case (a) the true vertex is located in layer
y, the backward going particle stops in the water layer where lot of energy is
deposited and not seen ; the first hit is reconstructed in layer x. In case (b) the
true vertex is located in layer y as well but the backward going particle stops in
layer x, depositing a lot of energy there. In case (c) the true interaction happens
in the water, the backward particle is going to layer y (or y and then x), hence
the first hit is in layer y (or x) and the second one in layer x. In case (d) the
particle goes in the opposite direction than the muon and therefore does not affect
much the reconstructed track. Last case (e) is not a backward migrated track.
The track starts in layer x and both the muon and produced proton go in the
forward direction and deposit energy in the downstream layer y.

(a) (b) (c)

N true −N reco = 1 N true −N reco = 1 N true −N reco = 0.5
Large 1st hit pos Large 1st hit pos Large 1st hit pos
Small 1st hit charge Large 1st hit charge Large 1st hit charge

Small 2nd hit charge
(d) (e)

N true −N reco = 1 N true −N reco = 1
Small 1st hit pos Small 1st hit pos Legend
Large 1st hit charge No backward migration
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A.2 Fit strategy

differences for low values of the 1st hit charge (top left plot), which corresponds to a contribution
from case (a). For intermediate values, shapes do not differ too much, which may be associated
to case (d). They start to differ again for larger values (bottom right), which could be associated
to cases (b) or (c) contributions. The same effects can be observed also when looking at the 2nd
hit charge, see Fig.A.14, for low deposited charge (case (a)). But here for larger charge (bottom
right) we do not observe case (b) since this is the second hit, which makes sense. The 2nd hit
∆ position only shows minor effects if we look at different regions of 1st hit charge, as can be
observed in A.15.
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Figure A.13: Slices of the two dimensional 1st hit ∆ position VS 1st hit charge
distribution, for CC-0π. A slice is taken between different values of 1st hit charge
and projected onto the axis of 1st hit ∆ position.
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Figure A.14: Slices of the two dimensional 1st hit ∆ position VS 2nd hit charge
distribution, for CC-0π. A slice is taken between different values of 2nd hit charge
and projected onto the axis of 1st hit ∆ position.
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Figure A.15: Slices of the two dimensional 2nd hit ∆ position VS 1st hit charge
distribution, for CC-0π. A slice is taken between different values of 1st hit charge
and projected onto the axis of 2nd hit ∆ position.
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A.2.4 Computing the χ2

The easiest way is to compute a Gaussian χ2,

χ2
Gauss =

bins∑
i

(
N i

MC −N i
Data

σiData

)2

(A.1)

However, bins with too low statistics does not allow to use the Gaussian approximation. A
solution is to use a "binned maximum likelihood fit" with a Poissonian χ2 in the Stirling
approximation,

χ2
Poisson = 2

bins∑
i

(
N i

MC −N i
Data +N i

Dataln
N i

Data
N i

MC

)
(A.2)

Some studies have first been driven using a Gaussian χ2 method. Results obtained by the
two methods are compatible when using one variable. However, the two-dimensional histograms
build from two variables have to low statistics in many bins and the Gaussian approximation
can not be used, as the results are not compatible in this case. Therefore we choose the Poisson
χ2.

Moreover we use the fitter provided by the ROOT method TFractionFitter [129, 130]. This
method provides a proper treatment of MC statistics, allowing the fit to vary the distributions
within the MC errors. The output of the fitter provides estimated values of the fractions f fit0 and
f fit1 of not migrated and backward migrated contributions respectively. The postfit distribution
of all tracks and the errors on the fractions are given as well by the fitter. We evaluate the fit
quality as the χ2 over the number of degrees of freedom, defined by (number of bins)-(number
of parameters).

A.3 Results

A.3.1 One-variable fit
A fit is performed using one of the variables described in section A.2.2 with the ROOT fitter
described in section A.2. Results are summarised in table A.3. The prefit and postfit distributions
are shown in Fig.A.16 and A.17 for CC-0π, in Fig.A.18 and A.19 for CC-1π+ and in Fig.A.20
and A.21 for CC-Other.

Note that the nominal fraction of backward migrated events fMC
1 has not always exactly the

same value for each variable. This is due to numerical precision and rounding.
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A. Vertex backward migration in FGD2

Table A.3: Comparison of the one-variable fit results. fMC
1 is the pre-fit fractions

of backward migrated events and ffit1 is the result of the fit, that yields the
fraction estimated in the data. The errors are the absolute errors given by the
fitter.

Sample One variable Best χ2 Quality fMC
1 f fit1 error

CC-0π 1st hit charge 56.58 2.02 0.15 0.08 0.02
1st hit ∆ pos 158.22 5.65 0.14 0.18 0.01
2nd hit charge 84.32 3.01 0.14 0.09 0.01
2nd hit ∆ pos 48.42 1.73 0.14 0.32 0.02

CC-1π+ 1st hit charge 29.69 1.06 0.17 0.25 0.04
1st hit ∆ pos 45.30 1.62 0.16 0.26 0.04
2nd hit charge 31.25 1.12 0.16 0.10 0.03
2nd hit ∆ pos 33.12 1.18 0.16 0.41 0.07

CC-Other 1st hit charge 29.79 1.06 0.16 0.27 0.05
1st hit ∆ pos 42.09 1.50 0.16 0.25 0.03
2nd hit charge 26.13 0.93 0.16 0.14 0.03
2nd hit ∆ pos 28.97 1.03 0.16 0.53 0.06

Looking at CC-0π results, only the result for 1st hit ∆ position is compatible with the prefit
MC values. This was expected after looking at the variable distributions in section A.2.2 and
comparing the shapes of the backward migrated tracks with the shape of all tracks. Indeed the
1st hit ∆ position is the only one that shows a relevant difference and hence has a sensitivity to
backward migration contribution.

The CC-1π+ and CC-Other results are less precise and they do not seem to give results
compatible with prefit values.
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Figure A.16: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) ∆ position distributions, for the CC-0π sample.
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Figure A.17: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) charge distributions, for the CC-0π sample.
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Figure A.18: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) ∆ position distributions, for the CC-1π+ sample.
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Figure A.19: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) charge distributions, for the CC-1π+ sample.
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Figure A.20: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) ∆ position distributions, for the CC-Other sample.
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Figure A.21: Comparison of nominal MC and post-fit MC (blue lines), backward
migrated contribution (red lines) with data (black) of the 1st hit (top) and 2nd
hit (bottom) charge distributions, for the CC-Other sample.

A.3.2 Two-variable fit
The method is exactly the same to fit two variables. A histogram is built in two dimensions for
two variables, then this histogram is linearised in order to be used as a 1D histogram input to
the fitter. Results are given in Table A.4, A.5 and A.6 for the three samples respectively. The
fraction of events that are not backward migrated is not shown in the results, as it is f0 = 1− f1,
where f1 is the fraction of backward migrated tracks.
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CC-0π

The 1st and 2nd hit charges are the variables that have the least sensitivity on backward
migration and as expected, fitting those two does not give compatible results. However, fitting
1st or 2nd hit ∆ positions together with 1st or 2nd hit charge give results that are compatible
with prefit MC.

Table A.4: Comparison of the two-variable fit results for CC-0π. fMC
1 is the

pre-fit fraction of backward migrated events and ffit1 is the result of the fit, that
yields the fraction estimated in the data. The errors are the absolute errors given
by the fitter.

Sample Two variables Best χ2 Q fMC
1 f fit1 error

CC-0π 1st hit charge 1011.73 1.13 0.14 0.10 0.01
2nd hit charge
1st hit ∆ pos 1005.93 1.12 0.14 0.15 0.01
1st hit charge
1st hit ∆ pos 957.32 1.07 0.13 0.11 0.01
2nd hit charge
1st hit ∆ pos 953.51 1.06 0.14 0.19 0.01
2nd hit ∆ pos
2nd hit ∆ pos 932.21 1.04 0.14 0.15 0.01
1st hit charge
2nd hit ∆ pos 938.84 1.05 0.13 0.10 0.01
2nd hit charge

CC-1π+

For CC-1π+ results are not compatible with prefit values.

Table A.5: Comparison of the two-variable fit results for CC-1π+. fMC
1 is the

pre-fit fraction of backward migrated events and ffit1 is the result of the fit, that
yields the fraction estimated in the data.. The errors are the absolute errors given
by the fitter.

Sample Two variables Best χ2 Q fMC
1 f fit1 error

CC-1π+ 1st hit charge 589.31 0.66 0.16 0.16 0.02
2nd hit charge
1st hit ∆ pos 606.69 0.68 0.16 0.26 0.03
1st hit charge
1st hit ∆ pos 564.46 0.63 0.16 0.15 0.02
2nd hit charge
1st hit ∆ pos 650.62 0.72 0.16 0.30 0.04
2nd hit ∆ pos
2nd hit ∆ pos 617.13 0.69 0.16 0.28 0.03
1st hit charge
2nd hit ∆ pos 579.77 0.65 0.16 0.09 0.03
2nd hit charge

CC-Other

For CC-Other results are not compatible with prefit values.
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Table A.6: Comparison of the two-variable fit results for CC-Other. fMC
1 is the

pre-fit fraction of backward migrated events and ffit1 is the result of the fit, that
yields the fraction estimated in the data.. The errors are the absolute errors given
by the fitter.

Sample Two variables Best χ2 Q fMC
1 f fit1 error

CC-Other 1st hit charge 770.74 0.86 0.16 0.24 0.03
2nd hit charge
1st hit ∆ pos 675.43 0.75 0.16 0.22 0.03
1st hit charge
1st hit ∆ pos 573.90 0.64 0.16 0.18 0.02
2nd hit charge
1st hit ∆ pos 533.99 0.59 0.16 0.30 0.03
2nd hit ∆ pos
2nd hit ∆ pos 653.63 0.73 0.16 0.33 0.04
1st hit charge
2nd hit ∆ pos 567.31 0.63 0.16 0.23 0.03
2nd hit charge

A.3.3 Estimated uncertainty
To estimate the uncertainty on backward migrated tracks, we look at the variation of the
predicted fraction of their contribution, f fit1 , among the fits for the different variables. We
consider the two-variable fit results. For CC-0π, the absolute variation of the fractions is around
0.05, wich gives a relative uncertainty of 30%. For CC-1π+ the absolute variation is about 0.15,
which gives a relative uncertainty of 90%. For CC-Other we get a 100% uncertainty.

A.4 Backward migration systematic uncertainty propa-
gation

Now that backward migration in FGD2 has been studied and the associated relative uncertainty
has been estimated for the three νµ charged-current multi-pion selections, it needs to be
propagated through the ND280 particle selection. It is implemented in the Highland2 framework
as a weight systematic uncertainty (see Section 4.1) and the resulting values summarised in
Section A.3.3 are provided as prior error values. Resulting contribution to the detector uncertainty
is shown in Fig. A.22 for the CC-0π signal sample and in Fig. A.23 for the control samples.
Overall the uncertainty on events with interaction in the y layers of FGD2 is large and gives the
most important contribution to the total detector uncertainty.
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Figure A.22: FGD backward migration systematic uncertainties contribution
for FGD1 (red), FGD2x (blue) and FGD2y (green) signal samples.
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Figure A.23: FGD backward migration systematic uncertainties contribution
for FGD1 (red), FGD2x (blue) and FGD2y (green) control samples CC-1π+ (top
left), CC-Other (top right) and CC-1π-Michel (bottom).

A.5 Conclusion
In order to estimate the uncertainty on backward migrated tracks in FGD2 layers for multi-pion
selections we fit different variables that carry information about the vertex migration. The
difference between the fit position and the first hit shows the most sensitivity on backward
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A. Vertex backward migration in FGD2

migration and fitting this variable gives results that are compatible with prefit distributions
for the CC-1π+ sample. Other variables are not sensitive enough and for other samples the
results are not compatible at all, thus we fit two-dimensional distributions of different variable
combinations. As expected the combination of ∆ positions with charges variables give sensitive
results for CC-0π and the uncertainty for this sample is 30 %. CC-1π+ and CC-Other do not
have compatible results with prefit values and have uncertainties of 90 % and 100 % respectively.
Those studies give an estimation of the uncertainty on backward migration. We see that fitting
two instead of one variable improves the sensitivity. However, further studies would be likely to
improve it even more, for example using multi variate analysis (MVA).
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APPENDIX B

Fit validation

B.1 Introduction to fit validation studies
In order to avoid biases this analysis was first conducted in a blind way, i.e. without looking at
real data. To validate the fitter framework before unblinding real data a series of studies were
conducted with the use of various MC samples as "mock data" input to the fitter, which we call
fake data. For each of these fits, the Monte Carlo sample that is used as nominal MC input is
the full statistic NEUT (see Table 3.1) reweighted to the real data POT1.

First we fit the nominal NEUT MC to the exact same MC sample used as data to perform
what is called an Asimov fit, Sec.B.2. Second statistical fluctuations are applied to the event
distributions used as fake data, Sec.B.3, and then also initial parameter values are thrown
around their prior values, Sec.B.4. A serie of such fits is run with different random seeds in order
to perform so-called coverage study, looking at parameter pull and χ2 distributions, Sec.B.5.
We then use again the NEUT MC as (fake) data but with an extra bias in the signal or in the
background in order to sanity check that template parameters behave as expected, Sec.B.6.
Finally, in order to test the model dependency of the fit, fake data studies are conducted with
GENIE and NuWro fake data sets, Sec.B.7, as different generators have different specifications
depending on the model they are based on.

For an easier reading of the parameter results, we remind that Table 5.1 gives a summary of
the fit parameters used in this analysis. The definitions of the different χ2’s that are calculated
and given in the results are presented in Sec.5.1.2.

B.2 Asimov fit
An Asimov fit is performed, giving the exact same MC sample as nominal and data inputs2.
Fig. B.1, B.2, B.3 and B.4 show the prior and post-fit values of each set of fit parameters with
their associated fit errors and Fig. B.6 is the associated post-fit correlation matrix. In Fig. B.1
the separation between the parameters reweighting carbon or oxygen events is indicated by a
black line and the separations between the different angle bins by gray lines.

1Except for the NuWro fake data fit, as there are less statistics available than the data. In that case the
nominal MC input is reweighted to the NuWro POT.

2Full Monte Carlo POT is used as fake data, therefore the errors are smaller than what one would expect for
the data POT.
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B. Fit validation

As expected for an Asimov fit we verify that prior and post-fit parameter values match
perfectly. As expected too the errors on the carbon template parameters are smaller than on the
oxygen parameters thank to the FGD1 constraint on carbon, see right plot of Fig. B.1. Finally
we verify that χ2 values are

χ2
pre-fit = χ2

post-fit = χ2
xsec = 0 (B.1)

which can be visualised in Fig. B.5 where the pre-fit and post-fit event distributions are plotted
by sample.
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Figure B.1: Prior and post-fit template parameter values and their associated
uncertainty for an Asimov fit. The first 58 parameters correspond to the carbon
parameters (ci) and the next 58 parameters are the ones on oxygen (oi).

142



B.2 Asimov fit
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Figure B.2: Prior and post-fit flux parameter values and their associated uncer-
tainty for an Asimov fit.
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Figure B.3: Prior and post-fit detector parameter values and their associated
uncertainty for an Asimov fit.
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Figure B.4: Prior and post-fit cross-section model parameter values and their
associated uncertainty for an Asimov fit.
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Figure B.5: Prior (blue) and post-fit (red) signal events compared to data (black)
distributed in pµ, cos θµ analysis bins for an Asimov fit. Each plot is for a specific
signal or sideband region according to its title.
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B.3 Statistical fluctuations only

Figure B.6: Post-fit correlation matrix of all the fit parameters for an Asimov fit.
The sub-matrices for the different types of parameters are separated by dashed
black lines. Parameters with bins from 0 to 57 corresponds to the ci’s, from 58 to
115 oi’s, from 116 to 135 flux, from 136 to 161 cross-section model and from 162
to 1283 detector parameters.

B.3 Statistical fluctuations only
Here we fit a (fake) data input that is equal to the nominal MC input as in previous section,
except that now statistical fluctuations are applied to the initial event distribution according to
a Poisson distribution. The number of events in the inputs are normalised to the real data POT.
This kind of fit allows to probe the fitter response to statistical variations in the data input.
While perfoming this fit it often happens that one or more bins with low signal content are
statistically fluctuated to negative values. Setting a boundary to zero for template parameters
is problematic as MINUIT will return wrong errors for parameters fitted at the boundaries.
Errors are then propagated and lead to extremely huge and non sensible final cross-section χ2’s.
We therefore decide to allow template parameters to get negative values. A negative template
parameter results in a negative cross section in the associated bin, which is not unphysical
because of background subtraction. Such behaviour makes sense in background-dominated
regions. However if a result is negative one should make sure that the final result is compatible
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B. Fit validation

with zero, which is the case here.
The final cross-section χ2 is χ2

xsec, Fake data = χ2
xsec, NEUT = 115, which has a probability of

0.51 for 116 parameters.
The χ2 per iteration is plotted in Fig. B.7. Fig. B.8, Fig. B.9, B.10, B.11, B.12 show the prior

and post-fit parameter values with their fit errors. Their associated post-fit correlation matrix is
drawn in Fig. B.13. The pre-fit, post-fit and (fake) data event distributions at the reconstructed
level are compared in Fig. B.14 for each signal region and sideband with their χ2 calculated as
explained in Sec.B.5. The χ2 is quite large in the µ-TPC regions, in fact it makes more sense to
group these samples together. This is done in Fig. B.15 where the events for all the regions that
have a µ-TPC track are plotted in the same distribution (top left). We see now that the fitter is
actually doing a good job in fitting overall those µ-TPC regions. The Michel electron sideband
has a large χ2. This sideband is not optimal and has a large OOFV background that could be
optimised with further studies3. The extracted cross-sections on carbon and oxygen and their
ratio are shown in Fig. B.16, B.18 and B.20 respectively with their associated uncertainty in
Fig. B.17, B.19 and B.21 and correlation matrices in Fig. B.22 and B.23.

Overall the results show very good agreement between prior and best-fit values. Post-fit and
cross-section χ2’s confirm it with reasonable values.

This fit has also been performed with FGD2 samples only in order to justify the impact
of the addition of FGD1 samples to the fit, as discussed in Section 3.1.1. A comparison of
the fit uncertainties on carbon and oxygen parameters is shown in Fig. B.9 and it can be
observed that the error on carbon parameters is reduced once FGD1 samples are added, because
it gives an extra constraint on neutrino interactions in carbon. Even the errors on oxygen
parameters become smaller. The strong reduction of anticorrelations between carbon and oxygen
can be observed too and is shown in Fig. B.22. The slight noise that seems to appear in the
off-diagonal terms of the carbon submatrix are due to the error reduction, since we are showing
the correlations, which correspond to covariances normalised by errors.

Figure B.7: Evolution of the χ2 by iteration for a fit to NEUT (fake) data input
including statistical fluctuations on the initial number of events.

3For instance the time of flight cut has been removed as explained in Section 3.3.3. Adding it would avoid
large OOFV background
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Figure B.8: Prior and post-fit template parameter values and their associated
uncertainty for a fit to NEUT (fake) data input including statistical fluctuations
on the initial number of events. The first 58 parameters correspond to the carbon
parameters (ci) and the next 58 parameters are the ones on oxygen (oi).
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Figure B.9: Total uncertainty on the fit template parameters associated to
carbon (analysis bins from 0 to 57) and to oxygen (analysis bins from 58 to 115)
for a fit to NEUT (fake) data input including statistical fluctuations on the initial
number of events. In the left figure only FGD2 samples are fitted and in the right
one FGD1 and FGD2 samples are used.
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Figure B.10: Prior and post-fit flux parameter values and their associated
uncertainty for a fit to NEUT (fake) data input including statistical fluctuations
on the initial number of events. The initial thown parameter values are represented
by green triangles.
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Figure B.11: Prior and post-fit detector parameter values and their associated
uncertainty for a fit to NEUT (fake) data input including statistical fluctuations
on the initial number of events. The initial thown parameter values are represented
by green triangles.
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Figure B.12: Prior and post-fit cross-section model parameter values and their
associated uncertainty for a fit to NEUT (fake) data input including statistical
fluctuations on the initial number of events. The initial thown parameter values
are represented by green triangles.
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B. Fit validation

Figure B.13: Post-fit correlation matrix of all the fit parameters for a fit to
NEUT (fake) data input including statistical fluctuations on the initial number
of events. The sub-matrices for the different types of parameters are separated
by dashed black lines. Parameters with bins from 0 to 57 corresponds to the ci’s,
from 58 to 115 oi’s, from 116 to 135 flux, from 136 to 161 cross-section model and
from 162 to 1283 detector parameters.
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B.3 Statistical fluctuations only
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Figure B.14: Prior (blue) and post-fit (red) signal events compared to data
(black) distributed in pµ, cos θµ analysis bins for a fit to NEUT (fake) data input
including statistical fluctuations on the initial number of events. Each plot is for
a specific signal or sideband region according to its title. The "χ2 " on top of each
region plot is a simple estimation of the data - post-fit discrepancy by summing
over the bins the difference square of the data and post-fit numbers of events
divided by the data number of events. The total pre-fit and post-fit χ2’s are the
values given by MINUIT.
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Figure B.15: Prior (blue) and post-fit (red) signal events compared to data
(black) distributed in pµ, cos θµ analysis bins for a fit to NEUT (fake) data input
including statistical fluctuations on the initial number of events. Each plot is for a
specific signal or sideband region according to its title ; all the muTPC topologies
are grouped together in the top left plot.
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B. Fit validation
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Figure B.16: Flux integrated cross section on carbon, result for a fit to NEUT
(fake) data input including statistical fluctuations on the initial number of events.
Each plot is for a given angle bin according to its title and the x axis is the muon
momentum. Note that the fake data truth is not visible, it is superimposed by
the NEUT truth as they are the same.
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Figure B.17: Relative uncertainty on the cross section on carbon, result for a fit
to NEUT (fake) data input including statistical fluctuations on the initial number
of events. Each plot is for a given angle bin according to its title and the x axis is
the muon momentum.
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B.3 Statistical fluctuations only
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Figure B.18: Flux integrated cross section on oxygen, result for a fit to NEUT
(fake) data input including statistical fluctuations on the initial number of events.
Each plot is for a given angle bin according to its title and the x axis is the muon
momentum. Note that the fake data truth is not visible, it is superimposed by
the NEUT truth as they are the same.
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Figure B.19: Relative uncertainty on the cross section on oxygen, result for a fit
to NEUT (fake) data input including statistical fluctuations on the initial number
of events. Each plot is for a given angle bin according to its title and the x axis is
the muon momentum.
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B. Fit validation
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Figure B.20: Oxygen/carbon cross section ratio, result for a fit to NEUT (fake)
data input including statistical fluctuations on the initial number of events. Each
plot is for a given angle bin according to its title and the x axis is the muon
momentum. Note that the fake data truth is not visible, it is superimposed by
the NEUT truth as they are the same.
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Figure B.21: Relative uncertainty on the oxygen/carbon cross section ratio,
result for a fit to NEUT (fake) data input including statistical fluctuations on the
initial number of events. Each plot is for a given angle bin according to its title
and the x axis is the muon momentum.
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B.3 Statistical fluctuations only

Figure B.22: Final correlation matrix for the cross-section results for a fit to
NEUT (fake) data input including statistical fluctuations on the initial number
of events. In the top figure only FGD2 samples are fitted and in the bottom one
FGD1 and FGD2 samples are used. The sub-matrices for the different cos θµ bins
are separated by dashed black lines. Bins from 0 to 57 corresponds to carbon
interactions, from 58 to 115 to oxygen interactions. The off-diagonal submatrices
(top left or bottom right) correspond to carbon to oxygen correlations and their
light blue diagonal shows the anticorrelations that were discussed in Section 3.1.1.
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B. Fit validation

Figure B.23: Final correlation matrix for the cross-section ratio results for a fit
to NEUT (fake) data input including statistical fluctuations on the initial number
of events. The sub-matrices for the different cos θµ bins are separated by dashed
black lines.

B.4 Statistical fluctuations and systematic parameter
throws

In this case the fake data input is a sub-sample of the NEUT MC, chosen to have a POT of the
same order than real data POT. Contrarily to the fit presented in Section B.3 here the input is
not the same sample than the nominal MC input, although both of them are events generated
with NEUT. Again, statistical fluctuations are applied to the number of events according to a
Poisson distribution. Moreover the initial systematic parameters are randomly thrown around
their mean values.

The χ2 per iteration is shown in Fig. B.24. Fig. B.25, B.26, B.27, B.28 show the pre-fit and
post-fit parameters with their errors and associated post-fit covariance matrix in Fig. B.29.
The event distributions at the reconstructed level are shown in Fig. B.30. Post-fit parameter
values are compatible with the prior values and post-fit event distributions at the reconstructed
level show a good agreement with distributions of fake data. One should notice that the flux
parameters are slightly pushed down, as it will be seen in other kind of fake data fits as well.
We do not expect such behaviour as the flux parameters are supposed to be the same for the
fake data and nominal inputs. However, the fit probably reduces the flux parameters in order to
adjust for the backgrounds. The background parameters likely do not give enough freedom to
the fit to alter background contents, therefore it is carried on by flux parameters.

The extracted cross-sections on carbon and oxygen and their ratio are shown in Fig. B.31,
B.33 and B.35 respectively with their associated uncertainty in Fig. B.32, B.34 and B.36 and
correlation matrices in Fig. B.37 and B.38. Some fluctuations can be seen in the cross-section
results, but it is compatible with prior estimations and the χ2 is reasonable.
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B.4 Statistical fluctuations and systematic parameter throws

Figure B.24: Evolution of the χ2 by iteration for a fit to NEUT (fake) data with
statistical fluctuations on the number of events and systematic parameter throw.
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Figure B.25: Prior and post-fit template parameter values and their associated
uncertainty for a fit to NEUT (fake) data with statistical fluctuations on the
number of events and systematic parameter throw. The first 58 parameters
correspond to the carbon parameters (ci) and the next 58 parameters are the ones
on oxygen (oi).
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B. Fit validation
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Figure B.26: Prior and post-fit flux parameter values and their associated
uncertainty for a fit to NEUT (fake) data with statistical fluctuations on the
number of events and systematic parameter throw. The initial thown parameter
values are represented by green triangles.
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Figure B.27: Prior and post-fit detector parameter values and their associated
uncertainty for a fit to NEUT (fake) data with statistical fluctuations on the
number of events and systematic parameter throw. The initial thown parameter
values are represented by green triangles.
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B.4 Statistical fluctuations and systematic parameter throws
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Figure B.28: Prior and post-fit cross-section model parameter values and their
associated uncertainty for a fit to NEUT (fake) data with statistical fluctuations
on the number of events and systematic parameter throw. The initial thown
parameter values are represented by green triangles.
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B. Fit validation

Figure B.29: Post-fit correlation matrix of all the fit parameters for a fit to NEUT
(fake) data with statistical fluctuations on the number of events and systematic
parameter throw. The sub-matrices for the different types of parameters are
separated by dashed black lines. Parameters with bins from 0 to 57 corresponds
to the ci’s, from 58 to 115 oi’s, from 116 to 135 flux, from 136 to 161 cross-section
model and from 162 to 1283 detector parameters.

160



B.4 Statistical fluctuations and systematic parameter throws
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Figure B.30: Prior (blue) and post-fit (red) signal events compared to data
(black) distributed in pµ, cos θµ analysis bins for a fit to NEUT (fake) data with
statistical fluctuations on the number of events and systematic parameter throw.
Each plot is for a specific signal or sideband region according to its title ; all the
muTPC topologies are grouped together in the top left plot.
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B. Fit validation
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Figure B.31: Flux integrated cross section on carbon, result for a fit to NEUT
(fake) data with statistical fluctuations on the number of events and systematic
parameter throw. Each plot is for a given angle bin according to its title and the
x axis is the muon momentum.
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Figure B.32: Relative uncertainty on the cross section on carbon, result for a fit
to NEUT (fake) data with statistical fluctuations on the number of events and
systematic parameter throw. Each plot is for a given angle bin according to its
title and the x axis is the muon momentum.
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B.4 Statistical fluctuations and systematic parameter throws
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Figure B.33: Flux integrated cross section on oxygen, result for a fit to NEUT
(fake) data with statistical fluctuations on the number of events and systematic
parameter throw. Each plot is for a given angle bin according to its title and the
x axis is the muon momentum.
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Figure B.34: Relative uncertainty on the cross section on oxygen, result for a fit
to NEUT (fake) data with statistical fluctuations on the number of events and
systematic parameter throw. Each plot is for a given angle bin according to its
title and the x axis is the muon momentum.
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Figure B.35: Oxygen/carbon cross section ratio, result for a fit to NEUT (fake)
data with statistical fluctuations on the number of events and systematic parameter
throw. Each plot is for a given angle bin according to its title and the x axis is
the muon momentum.
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Figure B.36: Relative uncertainty on the oxygen/carbon cross section ratio,
result for a fit to NEUT (fake) data with statistical fluctuations on the number
of events and systematic parameter throw. Each plot is for a given angle bin
according to its title and the x axis is the muon momentum.
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B.4 Statistical fluctuations and systematic parameter throws

Figure B.37: Final correlation matrix for the cross-section results for a fit to
NEUT (fake) data with statistical fluctuations on the number of events and system-
atic parameter throw. The sub-matrices for the different cos θµ bins are separated
by dashed black lines. Bins from 0 to 57 corresponds to carbon interactions, from
58 to 115 to oxygen interactions.
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B. Fit validation

Figure B.38: Final correlation matrix for the cross-section ratio results for a fit
to NEUT (fake) data with statistical fluctuations on the number of events and
systematic parameter throw. The sub-matrices for the different cos θµ bins are
separated by dashed black lines.

B.5 Coverage studies
Additional studies are conducted by investigating the fit parameter pulls and χ2 distributions.
For that two series of toy fits are run as described in Sections B.3 and B.4, that is including
statistical fluctuations only and then including both, statistical fluctuations and systematic
parameter throws.

Coverage studies are an interesting tool to investigate how the fit behaves with statistical
variations in the data inputs and in the systematic parameters. The χ2 distribution of the
different toys is expected to behave as the χ2 probability density function for Nd.o.f equal to the
number of reconstructed bins (which is 1122) minus the number of uncorrelated parameters
(which we cannot predict before we draw the χ2 distribution). A deviation in the distribution of
the final χ2 larger than Nd.o.f may show possible under-coverage of the fit results.

B.5.1 Pull definition
We first study the pull, that is the deviation of the fit parameters from their prior values. The
pull of one parameter p is defined as

δp = pprior − pfit
εfit

(B.2)

where pprior is the prior value of the parameter, pfit the post-fit value and εfit its associated error.

B.5.2 Results for statistical fluctuations only
Here 100 toy fits are run; 6 of them did not converge and are therefore not taken into account.
The pull mean over toys in each bin and associated RMS are shown in the top plots of Fig.
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B.5 Coverage studies

B.39, B.40, B.41 and B.42 for each type of fit parameters. On the bottom plots the distributions
of the mean values in each parameter bin is shown. All the pull distributions are centered at
values compatible with zero.
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Figure B.39: Pull mean and RMS values of the template parameters (top) and
their distributions (bottom). On the top the first 58 bins are the parameters for
carbon (ci’s) and the next 58 bins are for oxygen (oi’s).
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B. Fit validation
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Figure B.40: Pull mean and RMS values of the flux parameters (top) and their
distributions (bottom).
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Xsec model parameters
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Figure B.41: Pull mean and RMS values of the cross-section model parameters
(top) and their distributions (bottom).
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Detector parameters
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Figure B.42: Pull mean and RMS values of the detector parameters (top) and
their distributions (bottom).

The χ2
post-fit distribution with normalised area is shown in Fig. B.43. It is interesting to see

that the post-fit distribution is centered at 987 which tells us information about the number of
uncorrelated fit parameters, being in this case slightly higher than 100 (the difference to the
number of reconstructed bins that is 1122).

The χ2
xsec distribution is plotted in Fig. B.44. The distribution is centered around 100 which

is lower than the number of template parameters, showing an expected behaviour of the fit
including statistical fluctuations only.
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Figure B.43: Distribution of post-fit χ2 given by MINUIT for 200 toy fits.
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Figure B.44: Distribution of cross-section χ2 calculated according to (5.2) for
200 toy fits (blue histogram) compared to the χ2 p.d.f. for 116 degrees of freedom.

B.5.3 Results for statistical fluctuations and systematic parameter
throw

Now 100 toy fits are run with additional systematic parameter throw. Nine of them, which did
not converge, are not included in the results. The pull mean over toys in each bin and associated
RMS are shown in the top plots of Fig. B.45, B.46, B.47 and B.48 for each type of fit parameters
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B. Fit validation

and the distributions of the mean values in each parameter bin are shown in the associated
bottom plots. Again, the pull distributions are centered at values that are compatible with zero
as expected.
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Figure B.45: Pull mean and RMS values of the template parameters (top) and
their distributions (bottom). On the top the first 58 bins are the parameters for
carbon (ci’s) and the next 58 bins are for oxygen (oi’s).
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Figure B.46: Pull mean and RMS values of the flux parameters (top) and their
distributions (bottom).
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Figure B.47: Pull mean and RMS values of the cross-section model parameters
(top) and their distributions (bottom).
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Figure B.48: Pull mean and RMS values of the detector parameters (top) and
their distributions (bottom).

The χ2
post-fit distribution, shown in Fig. B.49, is centered at 1000, similar to the previous

value (987) and the χ2
xsec distribution, plotted in Fig. B.50, is centered around 100 again. Like

in the case of statistical fluctuations only these results show a good behaviour of the fit under
statistical fluctuations, but also under systematic variations.
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Figure B.49: Distribution of post-fit χ2 given by MINUIT for 200 toy fits.
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Figure B.50: Distribution of cross-section χ2 calculated according to (5.2) for
200 toy fits (blue histogram) compared to the χ2 p.d.f. for 116 degrees of freedom.

B.6 Signal and background biased studies
To study possible bias in the signal we vary artificially the amount of CC-0π interactions on
carbon or oxygen in the NEUT sample that is used as mock data. In this case the fake data
input has the same POT than the nominal MC and no statistical fluctuations are applied, we
only look at variations in the signal event numbers. Following fake data sets are built:
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B.6 Signal and background biased studies

1. Number of signal events in carbon increased by 30 %

2. Number of signal events in carbon decreased by 30 %

3. Number of signal events in oxygen increased by 30 %

4. Number of signal events in oxygen decreased by 30 %

One can verify in Fig. B.51 that the template parameters are adapted as expected by the
fitter, for instance when the number of signal events with interactions on carbon (top plots)
is increased (decreased) by 30% then the template parameters on carbon are adjusted up to
1.3 (down to 0.7), whereas the systematic parameters just keep their prior values. The same
happens for oxygen (bottom plots).
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Figure B.51: Prior and post-fit template parameter values and their errors for
fits to fake data with biased signal, +30% carbon (top left), −30% carbon (top
right), +30% oxygen (bottom left), −30% oxygen (bottom right). The first 58
parameters correspond to the carbon parameters (ci) and the next 58 parameters
are the ones on oxygen (oi).

One also needs to check the impact of variations in the background regions. Therefore we build
following fake data sets where the number of resonant or DIS interactions are increased/decreased
similarly to the signal as described above:

1. Number of resonant reactions increased by 30 %

2. Number of resonant reactions decreased by 30 %

3. Number of DIS reactions increased by 30 %

4. Number of DIS reactions decreased by 30 %
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B. Fit validation

Resonant interactions are expected to happen at higher momentum range and it can be
verified that the fitter behaves well by looking at the parameter results in the top plots of
Fig. B.52. Indeed if the number of such interactions is increased then values of the template
parameters in higher momentum bins are decreased by the fitter, as their values weight the
number of signal event in each kinematic bin (top left plot) and vice versa if the number of
resonant interactions is decreased (top right plot). Similar effect appears for DIS (bottom plots).
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Figure B.52: Prior and post-fit template parameter values and their associated
uncertainty for fits to fake data with biased backgrounds, +30% resonant (top
left), −30% resonant (top right), +30% DIS (bottom left), −30% DIS (bottom
right). The first 58 parameters correspond to the carbon parameters (ci) and the
next 58 parameters are the ones on oxygen (oi).

B.7 Fake data from other event generators
Further studies are conducted by using events generated by another Monte Carlo generator as
(fake) data inputs that we fit to the nominal NEUT simulated events. We use events simulated
with GENIE 2.8.0 [74] as (fake) data inputs. We remind that Table 1.1 shows an overview of the
models implemented in the different neutrino generator versions that are used in this analysis.

Results of the GENIE fake data fit are plotted in Fig. B.53 to B.63. The results show a
good ability of the fitter to fit MC events generated by another generator than events in the
nominal MC input. The post-fit and final cross-section χ2’s have values that are smaller than
the number of degrees of freedom, i.e. the number of effective fit parameters and the number of
analysis bins respectively. It can be noted that the MEC normalisation parameters for carbon
and oxygen are pushed close to zero (numbers 2 and 5 respectively in the left plot of Fig. B.56).
It may be due to the fact that GENIE does not have 2p2h implemented and those parameters
are accounting for it.
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B.7 Fake data from other event generators
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Figure B.53: Prior and post-fit template parameter values and their associated
uncertainty for a fit to the (fake) data set using GENIE generated events. The
first 58 parameters correspond to the carbon parameters (ci) and the next 58
parameters are the ones on oxygen (oi).
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Figure B.54: Prior and post-fit flux parameter values and their associated
uncertainty for a fit to the (fake) data set using GENIE generated events.
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Figure B.55: Prior and post-fit detector parameter values and their associated
uncertainty for a fit to the (fake) data set using GENIE generated events.
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Figure B.56: Prior and post-fit cross-section model parameter values and their
associated uncertainty for a fit to the (fake) data set using GENIE generated
events.
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B.7 Fake data from other event generators

Figure B.57: Post-fit correlation matrix of all the fit parameters for a fit to the
(fake) data set using GENIE generated events. The sub-matrices for the different
types of parameters are separated by dashed black lines. Parameters with bins
from 0 to 57 corresponds to the ci’s, from 58 to 115 oi’s, from 116 to 135 flux,
from 136 to 161 cross-section model and from 162 to 1283 detector parameters.
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Figure B.58: Prior (blue) and post-fit (red) signal events compared to data
(black) distributed in pµ, cos θµ analysis bins for a fit to the (fake) data set using
GENIE generated events. Each plot is for a specific signal or sideband region
according to its title ; all the muTPC topologies are grouped together in the top
left plot.
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Figure B.59: Flux integrated cross section on carbon, result for a fit to the
(fake) data set using GENIE generated events. Each plot is for a given angle bin
according to its title and the x axis is the muon momentum.
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Figure B.60: Flux integrated cross section on oxygen, result for a fit to the
(fake) data set using GENIE generated events. Each plot is for a given angle bin
according to its title and the x axis is the muon momentum.
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B. Fit validation
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Figure B.61: Oxygen/carbon cross section ratio, result for a fit to the (fake) data
set using GENIE generated events. Each plot is for a given angle bin according to
its title and the x axis is the muon momentum.
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B.7 Fake data from other event generators

Figure B.62: Final correlation matrix for the cross-section results for a fit to the
(fake) data set using GENIE generated events. The sub-matrices for the different
cos θµ bins are separated by dashed black lines. Bins from 0 to 57 corresponds to
carbon interactions, from 58 to 115 to oxygen interactions.
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B. Fit validation

Figure B.63: Final correlation matrix for the cross-section ratio results for a fit
to the (fake) data set using GENIE generated events. The sub-matrices for the
different cos θµ bins are separated by dashed black lines.

B.8 Unblinded sideband studies
A first step towards unblinding real data was the use of data as control samples, whereas the
signal region content is coming from NEUT MC samples. NEUT full statistics are used as
nominal MC input, without any statistical fluctuations and reweighted to the data POT.

The post-fit parameters, that are plotted in Fig. B.64, B.65, B.66 and B.67, show good
agreement with prior values. Then it is to be seen in the event distributions at the reconstructed
level, shown by sample in Fig. B.69, that the fit has a good ability to recover from simulated to
real data discrepancies in the background regions. This validates the test of the purpose of this
data control sample fit. The final extracted cross-section results, Figures B.70 and B.71, and
the cross-section ratio, Fig. B.72, show a good agreement with the cross section calculated from
simulated events.
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B.8 Unblinded sideband studies
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Figure B.64: Prior and post-fit template parameter values and their associated
uncertainty for a fit to the (fake) data set that has signal samples from NEUT
MC and control samples from real data. The first 58 parameters correspond to the
carbon parameters (ci) and the next 58 parameters are the ones on oxygen (oi).
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Figure B.65: Prior and post-fit flux parameter values and their associated
uncertainty for a fit to the (fake) data set that has signal samples from NEUT
MC and control samples from real data.
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B. Fit validation
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Figure B.66: Prior and post-fit detector parameter values and their associated
uncertainty for a fit to the (fake) data set that has signal samples from NEUT
MC and control samples from real data.
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Figure B.67: Prior and post-fit cross-section model parameter values and their
associated uncertainty for a fit to the (fake) data set that has signal samples from
NEUT MC and control samples from real data.
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B.8 Unblinded sideband studies

Figure B.68: Post-fit correlation matrix of all the fit parameters for a fit to the
(fake) data set that has signal samples from NEUT MC and control samples from
real data. The sub-matrices for the different types of parameters are separated
by dashed black lines. Parameters with bins from 0 to 57 corresponds to the ci’s,
from 58 to 115 oi’s, from 116 to 135 flux, from 136 to 161 cross-section model and
from 162 to 1283 detector parameters (from 162 to 1109 for the bottom one, as
the CC-1π+ Michel electron sideband is removed).
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B. Fit validation
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Figure B.69: Prior (blue) and post-fit (red) signal events compared to data
(black) distributed in pµ, cos θµ analysis bins for a fit to the (fake) data set that
has signal samples from NEUT MC and control samples from real data. Each plot
is for a specific signal or sideband region according to its title ; all the muTPC
topologies are grouped together in the top left plot.
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B.8 Unblinded sideband studies
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Figure B.70: Flux integrated cross section on carbon, result for a fit to the (fake)
data set that has signal samples from NEUT MC and control samples from real
data. Each plot is for a given angle bin according to its title and the x axis is the
muon momentum.
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Figure B.71: Flux integrated cross section on oxygen, result for a fit to the (fake)
data set that has signal samples from NEUT MC and control samples from real
data. Each plot is for a given angle bin according to its title and the x axis is the
muon momentum.
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B. Fit validation
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Figure B.72: Oxygen/carbon cross section ratio, result for a fit to the (fake)
data set that has signal samples from NEUT MC and control samples from real
data. Each plot is for a given angle bin according to its title and the x axis is the
muon momentum.

Figure B.73: Final correlation matrix for the cross-section results for a fit to the
(fake) data set that has signal samples from NEUT MC and control samples from
real data. The sub-matrices for the different cos θµ bins are separated by dashed
black lines. Bins from 0 to 57 corresponds to carbon interactions, from 58 to 115
to oxygen interactions.
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Figure B.74: Final correlation matrix for the cross-section ratio results for a fit
to the (fake) data set that has signal samples from NEUT MC and control samples
from real data. The sub-matrices for the different cos θµ bins are separated by
dashed black lines.

B.9 Summary of the fit validation studies
Table B.1 gives an overview of χ2 values for each fake data fit described in the previous sections
(Sec.B.2-B.6-B.7). Methods to calculate the different χ2’s are detailed in Sec.B.5.

Table B.1: Summary of the χ2 values for the fits with different kind of fake data
inputs. We remind that the number of kinematic bins is 58, thus the number of
cross-section parameters is twice this number (carbon and oxygen) 116 and the
number of ratio parameters is 58. The numbers indicated in brackets next to χ2

values are their associated probability for a number of d.o.f. equal to 116 for the
cross sections and equal to 58 for the ratio.

Fake data χ2
pre-fit χ2

postfit χ2
xsec, N χ2

xsec, FD χ2
ratio, N χ2

ratio, FD

Nominal NEUT (Asimov) 0 0 0 0 (1.0) 0 0 (1.0)
NEUT with stat. fluct. 1135 972 115 115 (0.51) 55 55 (0.59)
NEUT with stat. fluct. 2612 1076 296 132 (0.15) 44 35 (0.99)
and syst. param. throw
GENIE 1914 748 291 59 (0.999) 21 17 (0.999)
Data CS and NEUT signal 1768 1004 55 (no truth) 15 (no truth)
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