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Résumé

T2K (Tokai-vers-Kamiokande) est une expérience visant à étudier les propriétés des neutrinos.
Elle se situe au Japon et inclut un détecteur proche et un détecteur lointain. Elle a été construite
pour mesurer précisément le dernier angle de mélange, θ13, à travers l’observation de l’apparition
de neutrinos électroniques dans un faisceau constitué principalement de neutrinos muoniques.
De plus, elle peut également mesurer les paramètres liés à la disparition des νµ (θ23 and ∆m2

23).
T2K est la première expérience à avoir observé l’apparition de neutrinos électroniques dans son
détecteur lointain. Cette observation a permis la mesure de l’angle θ13 avec une valeur non nulle
en 2011. En 2012, d’autres expériences, en particulier les expériences utilisant des réacteurs
nucléaires, ont confirmé cette mesure avec une bonne précision.

Dans l’expérience T2K, le faisceau de neutrino est créé à Tokai (J-PARC) via l’accélération
de protons jusqu’à une énergie de 30 GeV. Ceux-ci interagissent avec une cible en graphite
de 90 cm de long produisant des mésons principalement des pions et des kaons. Les mésons
chargés positivement sont focalisés de manière à produire essentiellement un faisceau de neutrinos
muoniques avec une énergie d’environ 600 MeV (pic d’énergie). Le faisceau est dirigé vers le
détecteur proche constitué de deux détecteurs. Le premier ce trouve sur l’axe du faisceau et
mesure son profile, tandis que le deuxième se trouve hors axe, à un angle de 2.5o. Il en va de
même pour le détecteur lointain, Super-Kamiokande (SK). Cet angle a été choisi de manière à
avoir une distribution en énergie du faisceau avec un pic à 600 MeV. Ceci, de manière à observer
un maximum d’oscillations des νµ pour la distance donnée entre Tokai et SK de 295 km.

Le détecteur proche, hors axe, est appelé ND280. Il est utilisé pour mesurer le taux d’interactions
de neutrinos avant qu’ils n’aient le temps d’osciller ainsi que les différents bruits de fond liés à
la mesure d’apparition des neutrinos électroniques dans le détecteur lointain. Il permet ainsi
de contraindre les sections efficaces et le flux à SK pour l’analyse d’oscillation. La mesure
du taux d’interaction permet également la mesure de sections efficaces. Celles-ci sont, pour
l’instant, très peu connues à basse énergie. Pour pouvoir fournir des résultats précis sur les
différentes inconnues restantes dans la physique des neutrinos, il est nécessaire d’augmenter nos
connaissances dans ce domaine; ceci constituant l’objectif de cette thèse.

Cette thèse a pour but de fournir une mesure de la section efficace des neutrinos muoniques
interagissant par courants chargés en utilisant une méthode dépendant très peu des modèles
inclus dans les simulations. Les courants chargés ont été choisis car ils correspondent à la majeure
partie de la statistique. Leur sélection est basée sur l’observation d’une trace compatible avec
un muon de charge négative. Le résultat de la mesure est présenté comme une section efficace
différentielle moyennée en flux en fonction de l’angle et de l’impulsion du muon. Bien que
ce format ne soit pas le plus pratique pour le comparer à d’autres expériences, il fournit aux
théoriciens un bon terrain pour tester leurs derniers modèles.

Le flux est donné par le Monte Carlo du faisceau et est optimisé à travers des données extérieures
à T2K, comme par exemple les mesures prises par NA61. L’analyse présentée dans cette thèse
utilise les données prises en 2010 et 2011 comprenant 10.796×1019 interactions de protons avec la
cible. 4485 événements ont été sélectionnés comme des interactions via courants chargés dans le
premier scintillateur du ND280. La section efficace totale moyennée en flux au détecteur proche
obtenue est de,

〈σCC〉φ = (6.91± 0.13(stat)± 0.84(syst))× 10−39 cm2

nucleon
(1)



Durant ces cinq années de thèse, j’ai en premier été impliquée dans le banc de test des Mi-
cromegas utilisés pour amplifier les signaux produit par des particules chargés traversant des
chambres à projection temporelles (TPCs). Ensuite, j’ai passé beaucoup de temps à analyser
différentes sélections de courants chargés. Ceci a permis de vérifier systématiquement les apti-
tudes du détecteur proche à reconstruire les traces. Durant la dernière année, j’ai eu le plaisir
de commencer l’analyse des sections efficaces des courants chargés, dont les premiers résultats
sont présentés dans cette thèse et constitue la première analyse officielle.

Le premier chapitre décrit de façon générale la physique d’oscillation des neutrinos, tandis que le
deuxième chapitre résume la physique de leurs interactions. En particulier les différents modèles
utilisés dans les Monte-Carlo pour calculer les sections efficaces seront décrits. L’expérience
T2K et le banc de test au CERN sont décrits dans le chapitre 3 et 4. Les mesures du banc de
test sont maintenant utilisées lors de la calibration des données. Calibration, reconstruction et
sélection des événements sont décrites dans le chapitre 5. Les erreurs systématiques sont ensuite
résumées dans le chapitre 6, tandis que la description de la méthode et les résultats finaux sont
donnés dans les chapitres 7 et 8.



Abstract

The T2K (Tokai-to-Kamiokande) experiment is a long baseline neutrino experiment. It has
been built in order to precisely measure the last unknown neutrino mixing angle, θ13, by the
observation of the νµ → νe appearance. In addition, it can also refine the parameters related
to the νµ disappearance (θ23 and ∆m2

23). T2K has been the first experiment to observe the
appearance of the electron neutrinos providing the first hint for a non-zero value of θ13 in 2011.
The statistical significance of this measurement was, however, not high enough to call it a
discovery. In 2012, other experiments, in particular, reactor experiments have now measured
this angle with good precision.

T2K is located in Japan. The neutrino beam is created at Tokai (J-PARC) via the acceleration
of protons up to 30 GeV that impinges on a long graphite target (90 cm). The result of the
proton interactions with the graphite target is the production of mainly pions and kaons. The
positively charged mesons are focused and decay into neutrinos with a peak energy around
600 MeV. The neutrino beam is aimed towards the near detector complex, at 280 meters from
the target. There, there are two main detectors, the on-axis detector that measures the beam
profile and the magnetized off-axis detector at 2.5o with respect to the beam direction. The far
detector, Super-Kamiokande (SK), is located at the same off-axis angle. This angle has been
chosen so that the neutrino beam energy is peaked at 600 MeV. For this energy, the effect of
muon neutrino oscillation is maximal for the given distance between SK and the target at Tokai,
which is 295 km.

The off-axis near detector (ND280) is used to measure the muon neutrino interactions and the
several backgrounds for the νe appearance searches at the far detector. While the rate of muon
neutrino interactions can be used to constrain cross section and flux at the far detector for the
oscillation analysis, it can also be used to measure the cross section itself at the near detector.
Cross sections at low energies are actually not well known, and any information about them in
this energy range is essential to decrease systematic errors on cross sections.

The goal of this thesis is to provide a model independent measurement of the muon neutrino
charged current cross section. Charged current interactions have been chosen, as they correspond
to the largest sample of available data. It uses mainly the tracker region of ND280 to reconstruct
trajectories of charged particles. The selection is based on the observation of a track compatible
with a negatively charged muon. The measurement is given as a flux-averaged double differential
cross section in muon momentum and angle. Although this format is less practical to compare
with other experiments, it provides a useful input for theorists to test their latest models.

The flux is given by the beam Monte-Carlo and tuned to in-situ and external data, including
the NA61/SHINE experiment. The analysis presented in this thesis uses the data taken in 2010
and 2011, comprising a total of 10.796×1019 protons on target. A total of 4485 inclusive charged
current interaction candidates were selected in the first fine-grained scitillator detector of ND280
(FGD1). The flux-averaged total cross section measured at the near detector is,

〈σCC〉φ = (6.91± 0.13(stat)± 0.84(syst))× 10−39 cm2

nucleon
(2)

During the five years of my thesis, I have first been involved in the testing of the readout of the
ND280 Time Projection Chambers (TPCs). After that, I have spent time in analyzing different
muon neutrino charged current selections. This has proven to be very useful in understanding
the detector performance and in finding bugs at the lower reconstruction level. Finally, in the



last year, I have started the charge current inclusive cross section analysis, whose results are
presented in this thesis and constitute the first official T2K cross section analysis.

The first chapter is an overview of the neutrino oscillation physics, while the second chapter
describes the neutrino interactions and the various models used currently in the Monte-Carlo
generators to calculate the different cross sections. These models are sometimes very simplified
and source of discussions between theorists and experimentalists. Chapter 3 describes the T2K
experiment in details. The tests and the validation of the readout used for the Time Projection
Chambers (TPCs) of ND280 is presented in Chapter 4. These measurements have been made
at CERN before and during the construction of the near detector. They are now used in the
calibration of the data which is explained briefly together with the event reconstruction and
selection in Chapter 5. The several systematic uncertainties taken into account in the final
results are summarized in Chapter 6. The method used to obtained them and the final results
themselves are given in Chapters 7 and 8.



Contents

1 Introduction 1

1.1 The neutrino in the Standard Model (SM) . . . . . . . . . . . . . . . . . . . . . . 1

1.2 The neutrino oscillation history . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 The solar neutrino problem . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.2 The solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 The neutrino sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Neutrino oscillation theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4.1 Three-flavor oscillations in vacuum . . . . . . . . . . . . . . . . . . . . . . 8

1.4.2 Two flavor oscillations approximation . . . . . . . . . . . . . . . . . . . . 11

1.4.3 Neutrino oscillations in matter . . . . . . . . . . . . . . . . . . . . . . . . 12

1.5 Principles of neutrino oscillation experiments . . . . . . . . . . . . . . . . . . . . 13

1.5.1 The mass hierarchy and CP phase . . . . . . . . . . . . . . . . . . . . . . 14

1.6 Current status and future of the neutrino physics . . . . . . . . . . . . . . . . . . 15

1.6.1 Neutrino cross sections and oscillations . . . . . . . . . . . . . . . . . . . 18

2 Neutrino interactions 19

2.1 The Weak Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Neutrino interactions with matter . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Neutrino cross sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Inclusive cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Charged Current Quasi-Elastic (CCQE) interactions . . . . . . . . . . . . . . . . 28

2.6 Single pion, photon, η and kaon production . . . . . . . . . . . . . . . . . . . . . 29

2.7 Neutrino-nuclei scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.7.1 The relativistic Fermi gas (RFG) . . . . . . . . . . . . . . . . . . . . . . . 32

2.7.2 Spectral Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.8 Coherent pion production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.9 Deep Inelastic Scattering (DIS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.10 Final State Interactions (FSI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

11



3 The T2K experiment 41

3.1 The T2K beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.1 The J-PARC Accelerator . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.2 The Beamline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.3 The flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 The T2K detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3 The Far Detector: Super-Kamiokande (SK) . . . . . . . . . . . . . . . . . . . . . 52

3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 The Near Detector Complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 On-axis detector (INGRID) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5.1 Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5.2 The 16 modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5.3 The proton module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5.4 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.6 The off-axis detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6.1 Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6.2 The Magnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6.3 Side Muon Range Detector (SMRD) . . . . . . . . . . . . . . . . . . . . . 61

3.6.4 Electromagnetic CALorimeter (ECal) . . . . . . . . . . . . . . . . . . . . 62

3.6.5 π0 Detector (P0D) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.6.6 Fine Grained Detectors (FGDs) . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6.7 Time Projection Chambers (TPCs) . . . . . . . . . . . . . . . . . . . . . . 66

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4 Tests and validation of the TPC readout 71

4.1 Micromegas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2 The Test Bench . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.1 The Test Box . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2.2 The sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2.3 The Gas system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2.4 The electronic readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 Characteristic measurements of the micromegas and results . . . . . . . . . . . . 78

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85



5 Event reconstruction and selection in the ND280 87

5.1 The near detector software overview . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.2 Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.3 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.3.1 Calibration of the electronics . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.3.2 Physics calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.4 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.4.1 TPC reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.2 FGD reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.4.3 Global reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4.4 Additional modifications to the reconstruction . . . . . . . . . . . . . . . 95

5.5 The charged current inclusive selection . . . . . . . . . . . . . . . . . . . . . . . . 96

5.6 Stability and low-level cross-checks . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.7 Event pile-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.8 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6 Systematic uncertainties 113

6.1 Binning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.2 Detector response uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.2.1 Track Quality Cut . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2.2 TPC track efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2.3 TPC Particle IDentification (PID) . . . . . . . . . . . . . . . . . . . . . . 119

6.2.4 TPC momentum scale systematics . . . . . . . . . . . . . . . . . . . . . . 120

6.2.5 TPC momentum resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.2.6 TPC-FGD matching inefficiency . . . . . . . . . . . . . . . . . . . . . . . 122

6.2.7 Fiducial mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.2.8 Charge miss-identification . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.2.9 Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2.10 Total uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3 Cross section model uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.3.1 Charged-current quasi-elastic scattering (CCQE) . . . . . . . . . . . . . . 130

6.3.2 Charged-current inelastic scattering (CC-nQE) . . . . . . . . . . . . . . . 132

6.3.3 Charged current scattering uncertainties . . . . . . . . . . . . . . . . . . . 135

6.3.4 Final State Interaction (FSI) model . . . . . . . . . . . . . . . . . . . . . 136

6.4 Flux systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



7 Cross section measurement method 145

7.1 The cross section definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.2 The unfolding algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3 Reweighting the MC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.4 Uncertainty on the inferred number of events (N̂tk) . . . . . . . . . . . . . . . . . 156

7.4.1 Statistical uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7.4.2 Systematic uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7.5 The number of iterations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

8 Cross section measurements 167

8.1 Additional systematic error on the cross section measurement . . . . . . . . . . . 167

8.1.1 Integrated Flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

8.1.2 Number of Target Nucleons . . . . . . . . . . . . . . . . . . . . . . . . . . 169

8.1.3 Systematic uncertainty due to the algorithm . . . . . . . . . . . . . . . . 172

8.1.4 Total systematic and statistical error . . . . . . . . . . . . . . . . . . . . 174

8.2 Differential cross section results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.3 Total cross section results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

9 Conclusion 193

A Calculation of the matter potential 197



Chapter 1

Introduction

In December 1930, Wolfgang Pauli [1] proposed, for the first time, the existence of a new neutral
particle with spin 1

2 in order to save energy and angular momentum conservation in nuclear β
decay. This new particle is now called neutrino. He gave an upper limit to the neutrino mass:
mν < 1 MeV which is now improved by six orders of magnitude.

Fermi included this particle in a point-like four-fermions interaction with a relatively weak
coupling strength GF [2]. The weak force is now best described as a field in the Standard Model
(SM) of electro-weak interactions and is mediated by a neutral vector boson Z or a charged
boson W±, with a strength unified with the electromagnetic one: GF O(α/M2

W,Z) (see Sec. 2.1
for more details).

1.1 The neutrino in the Standard Model (SM)

The SM is a theory describing the electromagnetic, weak, and strong nuclear interactions, which
mediate the dynamics of the known subatomic particles. There are two kinds of particles in
the SM, fermions and gauge bosons. While fermions are particles of spin 1/2, bosons are fields
with integer spin mediating the strong, weak and electromagnetic interactions. According to
the spin-statistics theorem, fermions respect the Pauli exclusion principle. Each fermion has a
corresponding antiparticle. The fermions can be divided into two families: quarks and leptons.
Leptons do not interact via strong interactions contrary to quarks. The current knowledge of the
elementary particles is given in Fig. 1.1. As neutrinos only feel the weak force, they are leptons
with no charge. The three generations of neutrinos have been discovered as flavor eigenstates of
the interactions by measuring the energy of the final state particles containing a definite charged
lepton. The neutrinos were then called after the charged lepton name as electron muon and tau
neutrinos. The observations were all consistent with a single helicity state: all neutrinos are
left-handed (LH) and all anti-neutrinos are right-handed. The simplest case in order to describe
this situation is that the neutrinos are massless: mν = 0, as assumed in the SM.

This simplest possibility has now been refuted by experimental data. The next-to-simplest
possibility does not require new neutrino states or interactions but only that neutrinos are
massive and mix.

The fact that the mass eigenstates are different from the flavor eigenstates can lead to neutrino
flavor changes να ↔ νβ. In the case of a coherent superposition of the mass eigenstates, the
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Figure 1.1: SM of elementary particles given in term of mass eigenstates.

flavor of the neutrino can change as a function of the distance. This is generally called neutrino
oscillation. Oscillation is then possible, if the neutrinos, in a certain flavor state, are a linear
superposition of mass eigenstate (ν1, ν2, ν3) with definite masses (m1,m2,m3) different from the
mixed one, with mass differences smaller than the typical quantum uncertainty in the process,
as realized by Pontecorvo, Maki, Nakagawa, and Sakata [3].

1.2 The neutrino oscillation history

1.2.1 The solar neutrino problem

During the first half of the twentieth century, physicists became convinced that the source of
the sun’s energy was fusion reactions in its core. According to this theory, four protons (or
hydrogen nuclei) are converted into a helium nucleus(4He), two positrons(e+) and two electron
neutrinos (νe). Because of their very small cross section, the neutrinos escape easily from the
sun. While this theory was widely accepted there was no way of observing the sun’s core and
directly testing the hypothesis.

Ray Davis’s Homestake Experiment [4] was the first to detect solar neutrinos and its first results
were announced in 1968. Over a period of decades the Homestake experiment consistently
observed only about 1/3 the number of neutrinos predicted by the Standard Solar Models
(SSM), calculated by John Bahcall. Three classes of explanation were suggested to solve the
mystery: the calculations were wrong, Ray Davis’s experiment was wrong, the SM was wrong
by setting the neutrinos as massless particles. This last possibility was the less believed, as the
SM has been validated very precisely by other kind of experiments like the measurement of the
Z,W masses, etc.

The Homestake experiment was very technical relying on radio-chemical techniques rather than
real time direct detection. Because of its difficulties, many physicists did not trust its results.

In 1989, the Kamiokande-II experiment confirmed that the number of neutrino events that were
observed was less than predicted by the theoretical model of the Sun. The directional information
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was the smoking gun signature of solar neutrinos, demonstrating directly for the first time that
the sun is a source of neutrinos [5]. However their result was showing a smaller discrepancy.
This experiment, using a water Cerenkov detector, was very sensitive but only to high-energy
neutrinos that are produced by a rare nuclear reaction in the sun [6]. The original Homestake
experiment with chlorine was not exclusively sensitive to the same high-energy neutrinos.

In the 1990s, three new solar neutrino experiments made additional confirmations favoring new
physics: SAGE (Soviet-American Gallium Experiment) [7], GALLEX (GALLium EXperiment)
[8], and Super-Kamiokande[9]. To prevent interferences from different backgrounds the experi-
ments are underground. Therefore Homestake took place in the South Dakota Gold Mine 1460
m (4800 feet) underground, GALLEX inside the 2912 m high Gran Sasso mountain, and SAGE
in the Baksan mountain, and Super-Kamiokande 1000 m underground in the Mozumi Mine.

Since the energy threshold of the chlorine is 0.814 MeV, Homestake could only see neutrinos
coming with an energy Eν > 0.814 MeV. Therefore neutrinos coming from pp and pep reactions
of the sun cannot be seen by this experiment.Therefore, GALLEX and SAGE were massive
detectors containing 71Ga as target and not 36Cl. Their energy threshold was then 0.233 MeV
which allows to see all the sun reactions as we can see in Fig. 1.2. The use of Gallium allows
them to detect lower energy neutrinos. For this range of energy, the neutrino flux could be
calculated more accurately. Super-Kamiokande was a much larger detector than the previous
Kamiokande setup and was able to give a more precise measurement. The gallium experiments
as well as the water experiment observed less neutrinos than expected, although not in the same
proportions.

In 1997, precise measurements were published on the sound speed throughout the Sun [11]. It
agrees to a precision of 0.1% with the theoretical calculation. These measurements suggested
that the theoretical model of the Sun was correct.

To reconcile the results between the different experiments new neutrino physics was needed.

1.2.2 The solution

Neutrinos are created not only in the sun but also in the atmosphere. It is the Super-Kamiokande
collaboration that presented first in August 1998 [12], in the atmospheric sector, anomalous flavor
ratio involving a deficit of νµ coming from below (i.e., through the Earth). The data showed
a clear up down angular asymmetry of the atmospheric νµ flux, with less νµ coming from the
longest distances. This deficit together with the solar neutrino problem shows that the problem
might be more at the level of the neutrino than at the level of the neutrino sources, since similar
results are observed with neutrinos created by different sources. Although the final proof for
neutrino oscillation was still missing, massive neutrinos started to be accepted by the scientific
community.

It is the Sudbury Neutrino Observatory (SNO)[13] that reported first the direct solar neutrino
oscillation evidence by using heavy water (D2O) in June 2001. The heavy water target provided
three different reactions for 8B solar neutrinos: electron neutrino charged current scattering on
deuteron (CC), neutrino neutral current scattering on deuteron (NC) and elastic scattering of
neutrinos on electrons (ES). While CC is only sensitive to electron neutrinos, NC measurements
are equally sensitive to all neutrino flavors while elastic scattering is sensitive to all flavors but
not in the same proportions. Each channel provided a measure of the different neutrino flux:
φCC = φe, φNC = φe + φµ + φτ ≡ φe + φµτ , φES = φe + αφµτ (α ≈ 0.154).
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Figure 1.2: The solar cycle and the resulting solar neutrino energy spectrum. Abbreviations: SNO (see
Sec.1.2.2), Sudbury Neutrino Observatory; SuperK, Super-Kamiokande. [10].

For their first measurement the SNO collaboration used their detector in a mode that is sensitive
only to electron neutrinos. They found that one third of the arriving solar neutrinos are electron
neutrinos. Which corresponds to the chlorine and gallium experiment. Super-Kamiokande
observed about half of the predicted number. If the SM were right the two measurements
should be the same and all neutrinos observed should be electron neutrinos. They concluded
that Super-Kamiokande not only measured electron neutrinos but also the muon neutrinos.

They determined the total number of solar neutrinos of all types combining the SNO and the
Super-Kamiokande measurements. The total number agreed with the number predicted by the
theoretical model of the Sun [14] as shown in Fig. 1.3. This measurement constitutes the final
proof needed for neutrino oscillation.

After extensive statistical analysis, it was found that about 35% of the arriving solar neutrinos
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currents (NC), and elastic scattering (ES) flux measurements are indicated by the filled bands. The
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are electron-neutrinos, with the others being muon- or tau-neutrinos. In addition, they provide
also the total number of high energy neutrinos of all types in the heavy water detector. This
result alone shows that most of the neutrinos produced in the Sun are changed into muon and tau
neutrinos by time they reach the Earth. This neutrino flavor transformation is called oscillation
and is only possible if the neutrinos have masses, which was in contradiction with the SM.

The theoretical description of neutrino oscillation was first suggested by Bruno Pontecorvo, in
1957, which proposed that neutrino-antineutrino transitions may occur in analogy with neu-
tral kaon mixing [16]. Although such matter-antimatter oscillation has not been observed, this
idea formed the conceptual foundation for the quantitative theory of neutrino flavor oscillation,
which was first developed by Maki, Nakagawa, and Sakata in 1962[3] and further elaborated by
Pontecorvo in 1967 [17]. The theoretical interpretation has now converged, and is called, the
neutrino standard model, in which three different neutrino masses mi in the sub-electronvolt
range are involved together with three different mixing angles θij , where θ12 is generally referred
to as the solar angle and θ23 the atmospheric angle.The data from atmospheric νµ oscillation is
now interpreted as arising from dominant νµ → ντ , with a subdominant contribution of νµ → νe.

In 2011, the Borexino experiment [18] published a precision measurement of the Beryllium-7
neutrino flux as well as the first evidence for the pep solar neutrinos.

In the same year, the T2K collaboration has been the first experiment to show with confidence
a non-zero value for the last missing angle θ13. This measurement is now being improved by the
Daya Bay, Reno and Double Chooz collaborations, in March 2012, which reported the θ13 angle
with a good precision.

In this section, the key experiments that have shown the existence of neutrino oscillation have
been introduced. While the first experiments have used natural neutrinos created in the sun
or in the atmosphere, the latest results have used man-made neutrinos (see Sec. 1.3 for more
details).
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1.3 The neutrino sources

As already seen in the previous section, the neutrino sources can be divided into natural and
man-made neutrinos.

• The natural sources:

- The primordial neutrinos: The primordial neutrinos are the neutrinos that have
been created during the primordial nucleosynthesis (see Fig. 1.4) and later during
the growth of matter fluctuations. It constitutes the cosmic neutrino background
(CνB) with a predicted neutrino temperature T 0

ν = 1.945 K [19]. Cosmological data
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Figure 1.4: A thermal history of the universe [20].

is able to give an upper limit on neutrino masses in the sub-electronvolt range and is
consistent with the three families of neutrinos [19, 21].

6



- Cosmogenic neutrinos: Cosmogenic neutrinos are produced when very high energy
cosmic rays, mainly protons, interacts with the cosmic microwave background (CMB)
via photo-pion production at energies E > 1020 eV. The neutrinos are then produced
during the decay of the pions following the reaction: p + γ → n + π+ or p + γ →
p+π++π−. This leads to an important decrease of the proton energy that is generally
called the GZK (after Greisen[22], Zatseptin and Kuzmin [23]) cutoff1. The flux of
such high energetic neutrinos is expected to be in the range of 0.001 - 0.1 km−2 year−1

[24, 25].

- The neutrinos from fusion processes in the stars: As already seen in the previous
section (see Fig. 1.2), they are produced mainly in 3 reactions that are part of the
proton-proton chain in the core of the stars.

- p+ p→ d+ e+ + νe (pp neutrinos)

- e− +7 Be→7 Li+ νe (beryllium neutrinos)

- 8B →8 Be∗ + e+ + νe (boron neutrinos)

The Sun, for example, produces electron neutrinos with a flux of 6.4× 1010cm−2s−1

on Earth [10].

Neutrinos are also produced in explosive stellar processes [26]. When the core of a
large star (M ≥ 8M�) runs out of nuclear fuel, it collapses to proton-neutron star.
About 99% of the gravitational binding energy change, about 3×1053 ergs, is carried
away, from the inner part of the collapse, by neutrinos of all flavors and energies of
order ∼20 MeV [27].

- The neutrinos coming from the Earth: The neutrinos coming from the different nu-
clear reactions inside the Earth (geo-neutrinos) or in several physical processes that
make life on Earth possible. They come from the decays of radiogenic elements as
uranium, thorium or potassium that keep our planet heated and produce flux of ν̄e.
They constitute a background to the solar neutrino searches.

- The atmospheric neutrinos: The atmospheric neutrinos, that come from the inter-
actions of cosmic rays in the atmosphere, producing charged pions and kaons that
decay into muons and νµ. The muons decay afterwards into e, νe and νµ [28]:

K,π → µ + νµ

µ→ νµ + νe + e (1.1)

• The man-made neutrinos:

- Nuclear reactors: The fission of the 235U , for example, produces two new elements
with atomic massed centered near 95 and 135 and free neutrons. These new elements
are extremely unstable, since they are too rich of neutrons, and decay toward stable
nuclei with an average of 6 beta decays: n→ p+ e−+ ν̄e. This corresponds to a very
intense and isotropic flux of ν̄e: 9.3 × 1020 ν̄es

−1 for a 5-GW(thermal) reactor [10,
29].

- Accelerators: Accelerators, as in T2K, can also produce Neutrinos, using a beam of
protons that interact in a target producing mesons, mainly pions and kaons. They
are focused by a set of magnetic horns and directed onto a long decay tunnel in

1Note that generally the neutron convert itself to a proton via beta decay producing besides the neutrinos
from the pion decay additional anti-neutrinos

7



which they will decay and produce mainly muon neutrinos. Depending on the horn
current, one can focus positively or negatively charged particles that will give a flux
of neutrinos or anti-neutrinos. This will be explained in more details in Sec. 3.1.

Depending on the sources, different kinds of neutrinos are produced. While the sun and the
reactors produce electron neutrinos and anti-neutrinos respectively, atmospheric processes and
accelerators produce mainly muon neutrinos or anti-neutrinos. This allows different studies of
the neutrino oscillation probabilities that are explained in more details in the next section.

1.4 Neutrino oscillation theory

The physics of neutrino oscillations is based on the understanding that neutrino flavor states, the
states that participate in the weak interaction, are superpositions of the neutrino mass states.

In this section, we will simply describe the neutrino in terms of wave functions, since the ad-
ditional terms coming from a complete treatment of the neutrino as a spinor field [30] are
suppressed at O(mν/E). Therefore the spinor properties of neutrinos will be ignored during
their propagation.

A neutrino in a certain flavor state is denoted as |να〉 (α = e, µ, τ). Assuming now that the
state |να〉 is a plane wave solution of the Schroedinger equation, we have:

i
d

dt
|να(t)〉 = Ĥf |να(t)〉 ⇒ |να(t)〉 = e−iĤft|να(0)〉

where Ĥf is the Hamiltonian in the flavor basis.

If neutrinos have non-zero masses, their flavor eigenstates do not necessarily coincide with their
mass eigenstates. The flavor eigenstates |να〉 are then described by a linear superposition of the
mass eigenstates through a nontrivial unitary matrix U (U 6= 1 and UU † = 1). A state after
traveling a certain distance produced originally with a flavor α evolves then as follows:

|να(t)〉 =
∑

j

U∗αj |νj(t)〉 , with j = 1, 2, 3.

The amplitude of probability that this state |να〉 at time t is detected as a state |νβ〉 at time
t = 0 after a charge current interaction, να(t)N ′ → lβN , is given by:

Aαβ = 〈νβ|να(t)〉
=

∑

i

∑

j

Uβi U
∗
αj〈νi(0)|νj(t)〉 (1.2)

1.4.1 Three-flavor oscillations in vacuum

We now only consider, the case where neutrinos propagate in vacuum. We denote by, Ĥn
free ≡

U †ĤfU the Hamiltonian operator that is diagonal for the mass eigenstates and Ej (j = 1, 2, 3),
the eigenvalues. The amplitude of probability can be rewritten as

Aαβ =
∑

i

∑

j

U∗αjUβi〈νi(0)|e−iĤn
freet|νj(0)〉
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=
∑

i

∑

j

U∗αjUβie
−Ejt〈νi(0)|νj(0)〉

=
∑

j

U∗αjUβj e
−iEjt (1.3)

where we used the propriety that the eigenstates are orthogonal.

In general, a unitary matrix is parameterized by n(n − 1)/2 angles and n(n + 1)/2 complex
phases where n is the dimensionality. Some of the phases can be absorbed into the definitions of
the particle wave functions. As the unitary matrix is unchanged, if all the particles are changed
by the same phase, 2n− 1 phases can be absorbed by the particle wave functions. For the three
flavor case, this leaves only one phase δ [17, 3] and 3 angles. In consequence, the coupling of
leptons versus anti-leptons can be different from each other in CC weak interactions. In other
terms, a non-zero δ means the violation of the CP symmetry in the leptonic sector. However,
this is subject to a few conditions: the masses must not be degenerate, and the mixing matrix
must have three non-zero angles (i.e. there is no parameterization that describes the mixing
with only two angles). If these conditions are met, then it is possible to have a non-trivial
complex phase and CP violation. This possibility is tantalizing because the amount of known
CP violation in the quark sector is not enough to explain the matter and anti-matter asymmetry
in the universe.

The neutrino mixing matrix can be expressed as the multiplication of two matrices:

V = UA, (1.4)

where,

A =




eiα 0 0
0 eiβ 0
0 0 1


 ,

is the Majorana phase matrix, which does not enter into oscillation phenomena and U is often
called the Pontecorvo-Maki-Nakagawa-Sakata (PMNS or MNS) matrix [31],

U =




Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


 (1.5)

=




1 0 0
0 c23 s23

0 −s23 c23






c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13






c12 s12 0
−s12 c12 0

0 0 1


 (1.6)

=




c12c13 s12c13 s13e
iδ

−s12c23 − c12s13s23e
iδ c12c23 − s12s13s23e

iδ c13s23

s12s23 − c12s13c23e
iδ c12s23 − s12s13c23e

iδ c13c23


 , (1.7)

where sij = sin θij and cij = cos θij . The 3×3 unitary mixing matrix, U , can be then understood
for leptons as the analog of the CKM matrix used in the quark sector.

We have seen that the Hamiltonian in the mass eigenstate basis is diagonal. Assuming that
the mass eigenstates with masses (m1,m2,m3) are relativistic and move with same momentum2

2This assumption is in fact not correct but leads to the right result as pointed out in [32]. It can be justified
in the wave-packet formalism. In this formalism, the same momentum assumption means that the wave-packet
description becomes unnecessary in stationary situations, when the temporal structure of the neutrino emission
and detection processes is irrelevant and the complete information on neutrinos is contained in their spectrum
which is correct.
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p� mi, then Ei =
√
p2 +m2

i ' p+
m2
i

2p and :

Ĥn
free = diag(E1, E2, E3) ' p1 + diag(m2

1,m
2
2,m

2
3)/2p (1.8)

The probability of a neutrino emitted with a flavor α interacting at time t and detected with a
flavor β is then given by:

P (να → νβ; t) = |Aαβ|2
= |U∗αjUβje−iEjt|2

= |U∗αjUβje−i(p+mi/2p)t|2

The multiplication by a phase will not change the result of the probability:

P (να → νβ; t) = |U∗αjUβje−i(p+m
2
j/2p)t × ei(m2

1+m2
2)/4p × eip|2

= |U∗αjUβje−i((m
2
j−(m2

1+m2
2)/2)/2p)t|2 (1.9)

This means that the Hamiltonian, Ĥn
free, can be re-written as:

Ĥn
free =

1

2E



−δm2/2 0 0

0 δm2/2 0
0 0 ±∆m2/2


 (1.10)

where we have set p ' E, and defined two independent squared mass differences:

δm2 = m2
2 −m2

1(> 0 by convention) , (1.11)

∆m2 = |m2
3 − (m2

1 +m2
2)/2| (1.12)

The same equations hold for anti-neutrinos with U → U∗. In the literature, we often see
δm2 ≡ ∆m2

12 and ∆m2 ≈ ∆m2
31 ≈ ∆m2

32. We here choose to describe it with the lower- and
uppercase deltas to refer to the experimental fact that δm2 � ∆m2 ' |m2

3−m2
1,2|, which means

that the mass spectrum is composed of two close mass states ν1,2 and another state, ν3, which
is more separated in mass. However the mass hierarchy of those states is not yet known. If ν3 is
heavier than ν1,2, we will refer to as normal hierarchy (+∆m2). On the contrary if ν3 is lighter,
we will refer to as an inverted mass hierarchy (−∆m2) as depicted in Fig. 1.5.

With the constant Hamiltonian, and assuming that for relativistic point-like particle the distance
L they propagate during the time interval t satisfies: L ' t. In this case, we have:

P (να → νβ;L) = |U∗αjUβje−i((m
2
j−(m2

1+m2
2)/2)/2E)L|2 (1.13)

With appropriate mass mixing parameters, a 2ν approximation works well in a variety of situ-
ations essentially because experiments thus far have been sensitive primarily to only one of the
two well separated squared mass differences, and also because θ13 is small. The two flavor oscil-
lation approximation is explained in more detail in Sec. 1.4.2. To test CP symmetry violation
(U 6= U∗), sensitivity to all 3ν mass-mixing parameters is crucial. In vacuum, the violation of
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∆m2

Figure 1.5: Flavor neutrino amount in the neutrino mass eigenstates, with their mass differences.

the CP symmetry can be observed by comparing the oscillation probability of neutrinos and
anti-neutrinos

Pαβ(ν)− Pαβ(ν̄) = 2 sin 2θ12 sin 2θ23 sin 2θ13 cos θ13 sin δ

× sin

(
∆m2 − δm2

2

4E
L

)
sin

(
∆m2 δm2

2

4E
L

)
sin

(
δm2

4E
L

)
(1.14)

where we denoted Pαβ(ν) = P (να → νβ;L) and Pαβ(ν̄) = P (ν̄α → ν̄β;L) and αβ = eµ, µτ, or τe.
In the case of oscillation in the vacuum, CP violation means different probabilities of oscillation
for neutrinos and anti-neutrinos. Note, however, that if neutrinos are travelling in matter in-
stead, their probability of oscillation are different than anti-neutrinos due to matter effects even
if there is no CP violation (see Sec. 1.4.3).

1.4.2 Two flavor oscillations approximation

Although we now know that all observations have to be understood in the scope of three flavor
oscillations, the measurements were first compared to the case of two flavor oscillations, where
the probability is much simpler. Fig. 1.6 shows the ratio of muon-like data events in SK to
no-oscillation Monte Carlo prediction in the case of two flavor oscillations of νµ → ντ .

This special case offers, a simpler comprehension of the oscillation, where the transformation

matrix is a simple rotation, U(θ0) =

(
cos θ0 sin θ0

− sin θ0 cos θ0

)
, where θ0 is the unique mixing angle.

Using 1.13, and replacing m2
j − (m2

1 + m2
2)/2 by the only mass squared difference in the two

flavors case, ∆m, we get:

P (να → νβ;L) = |Aαβ|2 = |U∗αjUβje−i(∆m
2/2E)L|2 (1.15)

= sin2(2θ0) sin2

(
∆m2L

4E

)
(1.16)

For L given in [m] or [km], E in [MeV] or [GeV] and δm2 in [eV2], the probability is given by:

P (να → νβ;L) = sin2(2θ0) sin2
(

1.27∆m2L
E

)
. (1.17)

If θ0 = 0 or neutrinos have the same masses, there are no oscillations.
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Figure 2
The ratio of the muonlike data events in Super-Kamiokande to no-oscillation Monte Carlo predictions (red
data points) versus the reconstructed neutrino pathlength-to-energy ratio (L/E). The first half-cycle of
oscillation is visible as a dip, whereas subsequent oscillations at large L/E are completely averaged out (Pµµ ∼
1/2). The L/E position of the dip fixes !m2 ∼ 2.5 × 10−3 eV2, while its depth fixes sin2 2θ23 ∼ 1 (nearly
maximal mixing). The ratio is consistent with νµ → ντ oscillations (solid blue line) (39).

3.2. Muon Flavor Change of Accelerator Neutrinos
Given that atmospheric νµ disappear, it is important to confirm in a controlled experimental setting
both the oscillatory pattern and the νµ → ντ dominance. The High Energy Research Organization,
Tsukuba, Japan (KEK) to Kamioka Long-Baseline Neutrino Oscillation Experiment (K2K) (43)
and the Main Injector Neutrino Oscillation Search (MINOS) (44) are experiments designed to
study νµ disappearance in accelerator-produced νµ beams. Each includes a near detector designed
to study the unoscillated (!m2 Lnear/E % 1) beam spectrum and composition, thus reducing
systematic uncertainties. Their far detector distance L and the average energy 〈E〉 of the beam
are such that L/〈E〉 corresponds to the first oscillation maximum of atmospheric neutrinos in
Figure 2. One should observe in the far detector a distortion of the energy spectrum consistent
with Equation 15.

K2K used the 12-GeV KEK proton synchrotron to produce a νµ beam with 〈Eν〉 ∼ 1.4 GeV
directed at the Super-Kamiokande detector 250 km away. The neutrino energy could be re-
constructed event by event in the quasi-elastic channel. The completed experiment observed a
distortion and suppression of the energy spectrum, with an associated allowed region of !m2 and
sin2 2θ23 consistent with the region indicated by the atmospheric neutrino experiments.

MINOS, an ongoing experiment, uses the 120-GeV Fermilab Main Injector to produce a
neutrino beam of 4 GeV average energy and a detector positioned in the Soudan mine in Minnesota
735 km away. The 5.4-kt detector consists of iron plates interleaved with planes of scintillator strips.
A coil provides a toroidal magnetic field in the iron, allowing the measurement of the momentum
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Figure 1.6: The ratio of the muon-like data events in Super-Kamiokande to no-oscillation Monte Carlo
predictions (red data points) versus the reconstructed neutrino path length-to-energy ratio (L/E).
The first half-cycle of oscillation is visible as a dip, whereas subsequent oscillations at large L/E are
completely averaged out (Pµµ ∼ 1/2). The L/E position of the dip fixes ∆m2 ∼ 2.5× 10−3eV 2, while
its depth fixes sin2 2θ23 ∼ 1 (nearly maximal mixing). The ratio is consistent with νµ → ντ oscillations
(solid blue line) [10].

We see that the same value of sin2 2θ0 can be obtained either for θ0 < π/4 or for the comple-
mentary angle π/2− θ0 > π/4. This is generally referred to as the octant ambiguity of vacuum
2ν oscillations in literature.

1.4.3 Neutrino oscillations in matter

In the next chapter, we will study in more detail the neutrino interactions. In this section, we
study the effect of neutrino interactions with the background fermions when they propagate in
matter. Scattering via Neutral Currents (NC) proceeds with the same amplitude for all neutrino
flavors and cannot be observable on flavor oscillation since it will change an immeasurable phase
to all neutrino states. The scattering via Charged Current (CC) interaction, however, involves
only νe, as matter ordinary contain electrons and not muons nor taus. νe acquires then an extra
CC interaction energy, generally called potential, and denoted VCC . The explicit calculation
of this potential is done in the Appendix A and we find: VCC = ±

√
2GFne, where ne is the

electron number density [33, 34] and ± is for neutrinos and anti-neutrinos respectively.

The effective Hamiltonian in the flavor basis is now given by:

Ĥf
mat = UĤn

freeU
† + Ĥf

int (1.18)

=
1

2E
U



−δm2/2 0 0

0 δm2/2 0
0 0 ±∆m2/2


U † +




VCC 0 0
0 0 0
0 0 0


 (1.19)

The total Hamiltonian is thus the sum between the Hamiltonian for a free particle and the
Hamiltonian for a particle interacting with matter.

Because the potential is not identical for neutrino and anti-neutrino, matter effects can lead
to different probabilities of interaction for neutrino and anti-neutrino. The observation of this
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difference only reflects the fact that our universe is principally composed of matter and is not
the manifestation of the CP violation.

In the case of a constant density, Ĥf
tot can be diagonalized in a new basis |νmi 〉. In this basis the

evolution of the mass eigenstates will follow the Schroedinger equation as:

i
d

dt
νm = Ĥm

totνm = εmνm,

where εi (i = 1, 2, 3) are the eigenvalues of the Hamiltonian.

For non-constant density, the evolution of the flavor eigenstates of a neutrino is then given by,

i
d

dt
να = Ĥf

matνα (1.20)

Eq. 1.20 can be rewritten as,

i
d

dt
νm =

(
Ĥm
mat − iU †t

d

dt
Ut

)
νm (1.21)

where we defined, U(θm(t)) ≡ Ut and expressed the flavor eigenstates in terms of mass eigenstates
να = Ut νm. One can show that if the density variation is very slow (adiabatic case - dV

dt � 1),

a neutrino eigenstate of Ĥm
tot at time t remains an eigenstate over time. When ne = 0 (e.g.

VCC = 0), as in vacuum, the propagation eigenstate is always |ν2〉 in our convention and there
is no oscillation. This situation can be applied to the case of a νe production in the sun. At
the beginning, |νe〉 is close of being an eigenstate of propagation and remains in this state, if
we consider that the density of the sun varies slowly, as in the adiabatic approximation. When
the neutrino reaches the vacuum where ne = 0, its eigenstate becomes |ν2〉 and stays as such
until it interacts in the detector. The probability to observe an electron neutrino from the sun
on earth is then |〈νe|ν2〉|2 = sin2 θ12 which is about sin2 θ12 ≈ 1/3 which is effectively equal to
the fraction of νe’s observed on earth with respect to the prediction of the solar model.

1.5 Principles of neutrino oscillation experiments

There are two ways of measuring the oscillation parameters. Firstly, we can directly measure
the probability that a neutrino of flavor α at the origin is measured of flavor β in the far detector
(νβ appearance) or one minus the probability that the neutrino remains of the same flavor α
(να disappearance). Depending on the type of the oscillation experiments both or only the
disappearance method can be employed. In the case of the T2K experiment, we can measure
the muon neutrino disappearance as well as the appearance of electron neutrinos.

Neutrino oscillation experiments can be divided into two categories depending on the sources of
neutrinos: natural experiments, and man-made experiments. In the natural experiments, there
are two main kinds of oscillation experiments depending on the source of the neutrinos: solar
neutrino and atmospheric neutrinos. As already pointed out in Section 1.2, the first observation
of oscillation effects was the oscillation of the neutrinos coming from the sun. Atmospheric
neutrino oscillations were observed afterwards by Super-Kamiokande, where they could see a
clear deficit of neutrinos coming from long distances through the Earth. Depending where the
neutrinos are created in the atmosphere, matter effects can change the probabilities of neutrino
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oscillations, therefore atmospheric neutrinos are good complementary studies for mass hierarchy
determination.

There are two kinds of man made neutrino oscillation experiments: reactors and accelerators.
The product of the nuclear fission decays into electron anti-neutrinos with low energies Eν̄e < 10
MeV. Therefore, the reactor oscillation experiments are only measuring ν̄e disappearance, since
the energies are too low to produce leptons in a charged current reaction of ν̄µ and νµ. The
current detectors are, in general, filled with liquid scintillator loaded with Gadolinium. The ν̄e
are detected by inverse beta decay: ν̄e + p → n + e+, where they detect a prompt signal from
the annihilation of the positron and a delayed signal of the photons coming from the neutron
capture on Gadolinium.

Accelerator sources can produce muon neutrinos in a wide range of energies. These experiments
with detectors at different baselines and energies provide a wide range of mixing angles. Neu-
trinos created with the accelerators come from the decay of pions and kaons produced in the
bombardment of a fixed target with high-energy protons. They can use on-axis beams as K2K
[35], MINOS [36], NOMAD [37] and CHORUS [38], which provide a wide spectrum suitable to
measure probabilities for different energies or off-axis beam, as T2K or NOVA [39], in order
to maximize the flux in the oscillation region at the far detector. Accelerator experiments can
provide very precise measurement of νµ disappearance channel, and can therefore give good com-
plementary results to the atmospheric oscillation studies. They can provide also good precision
of the νe appearance channel and are good complementary results to the ν̄e disappearance chan-
nel of the reactor experiments. As the tau production threshold is 3 GeV in reactor experiments,
ντ appearance can only be studied with high energy accelerator facilities.

As already pointed out, the knowledge of the mass hierarchy and CP phase are one of the main
unknowns still remaining. Reactor and accelerator experiments as well as atmospheric neutrinos
can address these questions.

1.5.1 The mass hierarchy and CP phase

The way reactor and accelerator experiments have sensitivity to the mass hierarchy is different.
While accelerator experiments use the matter effect to distinguish between the two, reactor
experiments use Fourier transform to put in evidence ∆m31 in the ν̄e disappearance probability
as given in Eq. 1.23,

P (ν̄e → ν̄e) = P (νe → νe) (1.22)

= 1− c4
13

[
sin2 2θ12 − sin2 2θ13 sin2 ∆31

]

+ sin2 2θ13s
2
12

[
sin2 ∆31 − sin2(∆31 −∆21)

]
(1.23)

where we defined cij = cos θij and sij = sin θij , ∆ij ≡
|∆m2

ij |L
4Eν

3 . The difference ∆m31 for the
normal mass hierarchy and the inverted mass hierarchy is not the same. This implies a very
small differences in the probabilities that can be better observed via Fourier transform [40].

In the case of the accelerators, the observation of the mass hierarchy effects can be achieved in
the case of long baseline where matter start affecting the oscillation probabilities. In this case

3Note that Eq. 1.22 is only true if neutrino are in vacuum. As these kind of experiments use relatively short
baseline this assumption can be done.
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the νe appearance probability is given in Eq. 1.24 [41]:

P (νµ → νe) = x2f2 + 2xyfg(cos δ cos ∆31 − sin δ sin ∆31) + y2g2 (1.24)

P (ν̄µ → ν̄e) = x2f̄2 + 2xyf̄g(cos δ cos ∆31 + sin δ sin ∆31) + y2g2 (1.25)

where,

• x ≡ sin θ23 sin 2θ13,

• y ≡ α cos θ23 sin 2θ12,

• α ≡ |∆m2
21/∆m

2
31|

• f, f̄ ≡ sin((1∓Â)∆31)

1∓Â ,

• g ≡ sin(Â∆31)

Â
,

• Â ≡ |A/∆31m
2
31|,

• A = VCCEν ,

To get the probabilities for ∆m2
31 < 0, the transformations:

• Â→ −Â,

• ∆→ −∆ (implying f ↔ f̄ and g ↔ −g)

can be applied to Eqs. 1.24 and 1.25.

From Eq. 1.24, we see that appearance probabilities depend on the CP phase, which is not the
case of the disappearance probability in Eq. 1.23. In the appearance probability the effects of
the CP phase can appear either as, a difference between neutrino and anti-neutrino probabilities.
In this case, the method is sensitive to the term depending on sin δ that vanishes when δ = 0 or
180o.

The other possibility is to have the complete L/E behavior of the νe appearance probability.
For a fixed distance between detector and source, as can be achieved by accelerator experiments,
L/E behavior can be easily translated to the neutrino energy spectrum. If good resolution can
be achieved in the far detector in order to distinguish the first and second oscillation maximum,
invaluable spectral information is available to unambiguously extract the oscillation parameter.
For this occasion, on-axis beam should be adopted as it gives a wider spectrum.

1.6 Current status and future of the neutrino physics

In 2011, T2K was the first experiment to directly measure a non-zero value of θ13. The precision
on this value has then strengthened by subsequent results from MINOS [36] and Double-CHOOZ
[42], culminating in the recent announcement of a 5.2σ and 4.9σ by Daya Bay [43] and RENO
[44] respectively. Thanks to these experiment the value of θ13 is now known at the same level
of precision as the other mixing angles.
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In the following, the current knowledge of angle and mass differences is given [45]. We have in
the solar sector,

∆m2
21 = (7.62± 0.19)× 10−5eV 2 (1.26)

sin2 θ12 = 0.320+0.015
−0.017 (1.27)

In the atmospheric sector and 1-3 sector, we have in the case of normal hierarchy ∆m2
31 > 0,

∆m2
31 = 2.53+0.08

−0.10 × 10−3eV 2 (1.28)

sin2 θ23 = 0.49+0.08
−0.05 (1.29)

sin2 θ13 = 0.026+0.003
−0.004 (1.30)

(1.31)

and for the inverted hierarchy case ∆m2
31 < 0

∆m2
31 = −2.40+0.10

−0.08 × 10−3eV 2 (1.32)

sin2 θ23 = 0.53+0.05
−0.07 (1.33)

sin2 θ13 = 0.027+0.003
−0.004 (1.34)

The latest result given from the different experiments are shown in Figs. 1.7 and 1.8.
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Figure 1.7: Results from the Double-CHOOZ, Daya Bay and RENO experiment (left, middle and right
respectively). Each result is shown in the same unified manner: Top: Measured prompt energy spectrum
of the far detector compared with the no-oscillation prediction from the measurements of the two near
detectors. Spectra were background subtracted (for Daya Bay and RENO), includes background for
Double-CHOOZ. Inset (Double-CHOOZ and RENO): stacked histogram of backgrounds. Uncertainties
are statistical only. Bottom: The ratio of measured and predicted no-oscillation spectra. The red curve
is the best-fit solution and the dashed line is the no-oscillation prediction [42, 43, 44].

They found:

sin2 2θ13|Double−CHOOZ = 0.109± 0.030(stat)± 0.025(syst) (1.35)

sin2 2θ13|Daya Bay = 0.089± 0.010(stat)± 0.005(syst) (1.36)

sin2 2θ13|RENO = 0.113± 0.013(stat)± 0.019(syst) (1.37)

sin2 2θ13|MINOS = 0.094+0.04
−0.05 (1.38)

sin2 2θ13|T2K = 0.104+0.060
−0.045 (1.39)
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Figure 12: Distributions of νe event selection variables at each selection stage for RUN3 data
(right column) and RUN1+2+3 combined (left column). Plots shown here are POLfit invariant
mass (top) and reconstructed neutrino energy (bottom). Blue arrows indicate the selection
criteria. MC distributions are for sin2 2θ13 = 0.1 and normalized to data using POT.

17

M
IN

O
S
 a

t 
IC

H
E

P
1
2
 (

G
. 
B

a
rr

) 

14 

Electron neutrino appearance 

 
If 13=0:   69.1 bkgnd events 

If sin2(2 13)=0.1: +26.0 events 
Observe: 88 Events 

Neutrino running mode: 

Observe: 12 Events 
If 13=0: 10.5 bkgnd events 

If sin2(2 13)=0.1: +3.1 events { 

{ 

Antineutrino running mode: 
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sin2 2θ13 = 0.1 and normalized to data using POT. Right: Minos reconstructed neutrino distribution.
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These latest results open the possibility that neutrinos violate CP and therefore have played an
important role in the early age of the Universe contributing to the creation of the baryon asym-
metry, which is responsible for the dominance of the matter in our universe. The observation of
the CP violation in the leptonic sector is therefore very important to improve considerably the
knowledge beyond the standard model. To reach this goal, several unknowns need to be solved
first, like the mass hierarchy of the neutrino eigenstates or the maximality of the θ23 angle.
While existing, or near future experiments as NOVA [39] (2014) or INO [46] (2017), might be
able to have sensitivity to the mass hierarchy, there is a clear need to improve considerably
current experiments or build new experiments to reach the sensitivity needed to measure the
CP phase. This second phase of experiments are meant to deliver precise measurement 20 years
from now. To reach this goal, there are mainly two pathes consisting in building huge detectors,
as Hyper-Kamiokande [47] (1 Mton detector). The second path is also challenging and consists
in using relatively big detectors of the same order of SK for example, but with higher granularity
and energy resolution. This might be achieved with liquid argon TPCs, that needs however to
prove different technological goals, as being able to multiply the signal or work with a relatively
big drift distance.

At the same time, the nature of the neutrino is also a fundamental unknown to be determined.
Because neutrinos are massive they can be of different nature. Charged fermions are Dirac
particle because of the electric charge conservation. Lepton number conservation is less funda-
mental than charge conservation and does not govern the dynamics [48]. Therefore total lepton
number can be broken, as predicted by many extensions of the Standard Model. Since neutrinos
do not have any other quantum numbers but the lepton number, they can be identical to their
own antiparticles. In this case, they are called Majorana particles [49]. Dirac and Majorana
mass effects are indistinguishable in typical experiment with the exception of the neutrino-less
double-β decay.

There are many models implementing Dirac or Majorana mass terms or both in an extension of
the standard model. One of them is called the seesaw mechanism, which add one heavy right
handed neutrino per family. The right handed neutrino having a Majorana mass and the left
handed neutrino being Dirac particles, with the possibility for the heavy neutrino to be sterile
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(e.g. do not feel any other force than the gravitation). The existence of sterile neutrinos can
explain partially different anomalies observed in reactor and short base line experiments [50],
and are therefore an important question.

Many experimental setups exist and try to understand the nature of neutrinos. The methods
applied involve nuclear beta decay (KATRIN [51] and MARE [52]) or neutrino-less double
beta decay (e.g. GERDA [53], CUORE [54], EXO [55] and Kamland-zen [56]). Now, they
are dominated by background and are working hard to reduce it. The knowledge of the mass
hierarchy is here also important in terms of neutrino-less double beta decay rates. In the
case of inverted hierarchy, the effective neutrino mass, mββ is expected to be in the range
10−2 eV < |mββ | < 5 × 10−2eV [57], that can be reachable by various proposed experiments
designed to test the Majorana nature of neutrinos.

1.6.1 Neutrino cross sections and oscillations

As more precise measurements are needed to answer these questions, systematic errors need to
be decreased. The two major systematic uncertainties are the neutrino flux uncertainties in the
different experiments and cross section uncertainties. In this thesis, we will concentrate on the
νµ cross section measurement on Carbon at the near detector of the T2K experiment. From the
general point of view of future experiments, not only cross section on Carbon are needed but also
on water (that can also be achieved by the T2K near detector), iron, Argon, etc. Cross sections
are currently modeled in the simulations with different approximations that will be explained in
the next chapter. Depending on the assumptions, cross sections can vary by about 20 %. In order
to decrease significantly systematic errors in the cross sections, theorists and experimentalists
have to work together. One of the major request of the theorists to the experimentalists, has
been to give them the results in a format where the minimum of assumptions has been done.
This is the aim of the analysis presented here.
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Chapter 2

Neutrino interactions

2.1 The Weak Interaction

The weak interaction, is one of the four fundamental forces of nature alongside gravity, elec-
tromagnetism and the strong force. Above the unification energy, of the order of 100 GeV,
electromagnetism and the weak interaction merge in a single interaction called the electroweak
interaction, which is mediated by four massless bosons: W 0,±, B0. In the Standard Model,
the Z0 and W±, and the photon are produced by the spontaneous symmetry breaking of the
electroweak symmetry SU(2)× U(1), where the W 0 and B0 coalesce into two different bosons.

The left-handed fermion fields of the ith fermion family transform as doublets ψ =

(
νi
l−i

)
and

(
ui
d′i

)
under SU(2), where d′i ≡

∑
j Vijdj , and V is the Cabbibo-Kobayashi-Maskawa (CKM)

mixing matrix. As already introduced in the preceding chapter, the minimal extension of the
Standard Model is that neutrinos mix in the same way, ν ′i ≡

∑
j Uijνj , where νj are mass

eigenstates.

In spontaneous symmetry breaking, the bosons acquire a non-vanishing mass through the ab-
sorption of Nambu-Goldstone bosons [58, 59]. This process is known as the Higgs mechanism. At
low energy, the weak interaction is then mediated by the three bosons with significant masses:
W±, Z0. The neutral vector bosons Z0 mediate the neutral current interaction (NC) and the
two charged bosons W± mediate the charged current interaction (CC). While charged leptons
are converted into neutrinos (or vice versa) via the CC interaction, leptons do not change charge
in the NC channel. Figures 2.1 and 2.2 show the possible interaction vertices.

Weak interaction is also the only force that violates parity, as Chen Ning Yang and Tsung-Dao
Lee suggested it in the mid-1950. This parity violation is represented, in the following, by the
term: γµ(1− γ5) or γµ(giV − giAγ5), where γµ and γ5 are the Dirac matrices, gfV and giA are the
vector and axial vector coupling constant for the ith fermion family:

giV ≡ t3L(i)− 2qi sin2 θW (2.1)

giA ≡ t3L(i) (2.2)

where t3L is the weak isospin of the fermion i (+1/2 for ui and νi; −1/2 for di and li) and qi
the charge in units of the positron electric charge e ≡ g sin θW . For a given fermion fi, neutral
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�W+

νl

l−

Figure 2.1: Feynman diagram of neutrino interaction vertex in the case of charged current interactions.
The letter l denotes any lepton. The same diagram is valid for anti-particles and opposite charge for
the W boson.

�Z0
νl

νl

Figure 2.2: Feynman diagrams of neutrino interaction vertex in the case of neutral current interactions.
The letter l denotes any lepton. The same diagram is valid for anti-neutrinos.

and charged currents can be expressed as:

JNCfi→fi,µ(x) = f̄i(x)γµ
(giV − giAγ5)

2
fi(x) (2.3)

JCCfi→f ′i ,µ(x) = f̄ ′i(x)γµ
(1− γ5)

2
fi(x) (2.4)

where we have used the notation fi(x) for the fermion field.

2.2 Neutrino interactions with matter

There are two possible targets for neutrino interactions. Firstly, neutrinos can interact with
the atomic electrons, and secondly, with the nucleons within the nucleus, in charged or neutral
current interactions.

Fig. 2.3 illustrates the possible neutrino interactions with matter. To understand when these
two interactions are possible in the case of νµ interactions with matter, we can make a simple
calculation of the threshold energy in the laboratory frame. Consider the electrons to be at rest,
and the neutrino to be massless: pe = (me, 0, 0, 0) and pν = (Eν , 0, 0, Eν). We have:

s > m2
l

s = (pν + pe)
2 = (Eν +me)

2 − E2
ν

⇒ Eν >
me

2

((
ml

me

)2

− 1

)
(2.5)
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�Z
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νl
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νl

�Z

N

νl

N + nπ±,0 +X

νl

Figure 2.3: Feynman diagrams of neutrino interactions in matter in the case of charged and neutral
current interactions. The letter l denotes any leptons. The same interactions hold for anti-neutrinos

where the Mandelstam variable s is the center-of-mass energy squared. In the case of muon
neutrinos, we have Eνµ > 11 GeV.

By contrast, for an interaction with a nucleon at rest and considering only the lowest energy
possibility of a neutron changing into a proton, we have:

s > (ml +mp)
2

s = (pν + pn)2 = (Eν +mn)2 − E2
ν

⇒ Eν >
(ml +mp)

2 −m2
n

2mn
(2.6)

In this case, we see that for the case of muon neutrinos, the threshold energy is Eνµ > 110 MeV.
Since T2K muon neutrino energy peak is around 600 MeV, we will from now on only consider
neutrino interactions with nucleons for charged current interactions. For the neutral current
interaction, we see that Eν > 0 for any flavor.

2.3 Neutrino cross sections

In nuclear and particle physics, the concept of a cross section is used to express the probability
of interaction between particles. When particles in a beam impinge upon a target, the cross
section is a hypothetical area that should have the target particles to reproduce the interaction
probability. The interaction is described in Fig. 2.4.

In this section, we will derive the general cross section formula used in particle physics to
calculate the cross section of any interaction theoretically. To do so, we will start from the cross
section definition. From it, the probability of interaction can be factored out. Replacing then
the probability of interaction by its theoretical expression, we obtain the general formula for the
cross section in terms of initial and final states.

The number of scattering events, dN int, that take place per unit volume dV will be proportional
to the incoming flux dφA = nLF

A vAdt and to the density targets nLF
B

dN int = σnLF
B dφAdV (2.7)
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Figure 2.2: Feynman diagrams of neutrino interaction vertex in the case of neutral current interactions.
The letter l denotes any leptons.

for the fermion f . For a given fermion, f , neutral and charged currents can be expressed as:394

JNC
f→f,µ(x) = f̄(x)γµ

(gf
V − gf

Aγ5)

2
ff (x) (2.1)

395

JCC
f→f �,µ(x) = f̄ �(x)γµ

(1 − γ5)

2
f(x) (2.2)

where we used the notation f(x) for the fermion field.396
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To understand how possible these two interactions are, we can make a simple calculation in the laboratory400
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ν
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me
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��
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me

�2

− 1
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Figure 2.4: Definition of the variables for a n-body final state interaction in the laboratory frame, where
pA, pB , p1, pn are the four-momentum.

= σnLF
A vAn

LF
B dV dt (2.8)

where σ is the cross section, and LF denotes the laboratory frame.

Eq. 2.8 can be generalized to any frame, using the Lorentz-invariant quantity[60],

nLF
A vAn

LF
B = nAnB

√
( ~vA − ~vB)2 − ( ~vA × ~vB)2 (2.9)

where nA, nB are the number densities of the two types of particles in the frame where their
respective velocities are ~vA and ~vB (note that number density is not invariant, but transforms
as the inverse of a spatial volume).

In the following, the cross section defined in Eq. 2.8 will be expressed in terms of final and
initial states quantities, by using the definition of the interaction probability, in addition to the
definition of the cross section given in Eq. 2.8.

Firstly, we express the information contained in Eq. 2.8 as the following,

dN int = σ
I

V EAEB
(nAV )(nBdV )dt (2.10)

⇒ N int

NANB
= σ

I

V EAEB
(2.11)

where the integration over dV gives the total number of target particle NB and nAV the total
number of incoming particles NA and the quantity

I ≡
√

(pA · pB)2 −m2
Am

2
B = EAEB

√
( ~vA − ~vB)2 − ( ~vA × ~vB)2 (2.12)

has been defined for convenience, with EA, EB and pA, pB the energy and four-momentum of
the initial particles.

Secondly, the total number of events per particles of type A and type B in a total time T
(N int/(NANB)) is, by definition, the probability of interaction:

N int

NANB
= V

∫ |〈f, out|i, in〉|2
(2EAV )(2EBV )

∏

i

V d3pi
(2EiV )(2π)3

(2.13)

where we defined Ei as the energy of the final particles, and |〈f, out|i, in〉|2 is the probability of
transition between the final states and initial states. This probability of transition contains the
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Dirac distribution of the momentum conservation that can be expressed out as,

|〈f, out|i, in〉|2 = (2π)4δ4

(∑

i

pi − pA − pB
)
|Mfi|2 (2.14)

where Mfi is the transition amplitude between the initial states and final states.

Using now the fact that Eq. 2.11 and Eq. 2.13 are equal, and inserting Eq. 2.14 in Eq. 2.13, we
can express the cross section in terms of initial and final states

σ =
1

4
√

(pA · pB)2 −m2
Am

2
B

∫
|Mfi|2(2π)4δ4(

∑

i

pi − pA − pB)
∏

i

d3pi
(2Ei)(2π)3

(2.15)

where the energy of the initial particles cancel each other in the final expression of the cross
section as well as the volume V and I has been expressed following the definition of Eq. 2.12.

Writing Eq. 2.15 in its differential form, we get

dσ =
|Mfi|2

4
√

(pA · pB)2 −m2
Am

2
B

dφ(n)(pA, pB; p1, ..pn) (2.16)

where we defined the differential n-body phase space dφ(n) ≡ (2π)4δ4(
∑

i pi−pA−pB)
∏
i

d3pi
(2Ei)(2π)3

In most experiments, the incoming particle as well as the outgoing particles are unpolarized. In
order to compare predictions with these measurements, we need to calculate the cross section
for an interaction where the initial and final states have a definite momentum but with any spin
polarization. Therefore, we average over the polarization of the initial state particles and sum
over all the possible spin polarizations of the final state particles. In this case, |Mfi|2 is replaced

in Eq. 2.15 and Eq. 2.16 by the spin-averaged square of invariant amplitude |Mfi|2 which is
defined as,

|Mfi|2 =
1

2sA + 1

1

2sB + 1

∑

sA,sB

∑

sf

|Mfi|2 (2.17)

where sA, sB, sf are the initial and final states spins. This will be done, for example, in the next
section while deriving the general formula of the neutrino cross section for charged and neutral
current inclusive interactions.

2.4 Inclusive cross section

In this section, the general formula of inclusive neutrino cross section will be derived. This will
be done in the scope of the charged current interactions. The same steps can be followed for the
neutral currents with minimal changes that will be explicitly described at the end of the section.

Let neutrino interactions be described by the following charged and neutral current reactions:

ν +N → l− +X (2.18)

ν +N → ν +X (2.19)

where N is the target nucleon and X is the hadron final state, as described by Fig. 2.5.
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In order to calculate the charged current cross-section, ν + A → l− + A + π+, it is necessary to take into4

account the effect of lepton mass that is neglected in Eq. 2.74. The correction factor of the lepton mass (C)5

is defined as follows [68]6

C =

�
1 − 1

2

Q2
min

Q2 + m2
π

�2

+
1

4
y
Q2

min(Q
2 − Q2

min)

(Q2 + m2
π)2

(2.73)

where7

Q2
min = m2

l

y

1 − y
. (2.74)

The range of the variable Q2 is8

Q2
min ≤ Q2 ≤ 2 M E ymax, (2.75)

where y lies between ymin = mπ/E and ymax = 1 − ml/E. Thus the corrected PCAC formula, valid for9

small angle scattering, is [68]10

�
dσ

dx dy

�

PCAC, ml �=0

=
G2ME

π2
f2
π(1 − y)σ(π+ + N → F )

����
Eπ=Ey

× C θ(Q2 − Q2
min) θ(y − ymin) θ(ymax − y) (2.76)

2.8 Deep Inelastic Scattering (DIS)11

Deep inelastic scattering are processes that start appearing at high neutrino energy and are well known at12

high Q2 > 2 Gev2. Fig. 2.9 shows the Feynmann diagram of this scattering which can be described by13

ν + A → l− + X (2.77)

where A is the nucleus and X a number of particle bigger than a single pion.
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Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.9: Feynman diagram of a deep inelastic scattering [62]

14

The differential cross-section of the processus ν + A → l− + X is given in its general form by Eq. 2.45,15

d2σ

dΩdEl
=

G2
V

4π2

|�k�|
|�k|

LµνW
µν (2.78)

where El is the energy of the outgoing lepton, Wµν can be expressed in its most general way as16

Wµν = W1(−gµν +
qµν

q2
) +

W2

M2
N

(pµ − p · q

q2
qµ)(pν − p · q

q2
qν) − W3

i�µναβ

2M2
N

pαpβ (2.79)

where MN is the mass of the nucleon. Changing to the Bjorken kinematical variables in the laboratory1

frame,2

ν =
p · q

MN
, Q2 = −(k − k�)2 ⇒ x =

Q2

2MN (Eν − El)
, y =

(Eν − El)

Eν
(2.80)
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Figure 2.5: Definition of the variables for a (n+1)-body final state, k, k′ being the four-momentum of
the neutrino and out-going lepton or neutrino (for NC) and p, p1...pn being the four-momentum of the
initial and final hadrons.

The differential cross section for neutrino scattering, in the center of mass frame of the nucleon,
is given by

dσ =
|M|2

4(MN |~k|)
dφ(n+1)

(
k, p; k′, p1, .., pn

)
(2.20)

=
|M|2

8(2π)3MN |~k|
d3k′

ε′
dφ(n) (2.21)

=
|M|2

8(2π)3MN |~k|ε′
|~k′|ε′dε′dΩdφ(n) (2.22)

d2σ

dε′dΩ
=

1

2π2

|~k′|
|~k|
|M|2dφ(n)

8 · 2MN · 2π
, (2.23)

where

• we assumed that the neutrino is massless and the neutrino and charged lepton four-
momentum given by k = (Eν , 0, 0, Eν), k′ = (ε′,~k′).

• we defined the four-momentum transfer q = k′ − k, as the difference with the charged
lepton and neutrino four-momentum.

• we used the fact that d3k′ = |~k′|2d|~k′|dΩ, where Ω describes the solid angle (dΩ =
d(cos θ)dφ).

• we used that |~k′|d|~k′| = ε′dε′

• we used the definition of the n-body phase space Eq. 2.16: dφ(n) ≡ (2π)4δ4(
∑

i pi − p −
q)
∏n
i=1

d3pi
(2Ei)(2π)3
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We first calculate the invariant amplitude, MCC , for a charged current interaction is

MCC =

(
g

2
√

2

)2

l̄(k′)γα(1− γ5)ν(k)
−i(gαβ − qαqβ/M2

W )

q2 −M2
W

〈X(p1, .., pn)|JCCβ |N(p)〉, (2.24)

where ν(k) and l(k′) are the neutrino and lepton spinors.

Assuming low momentum transfer (|q2| �M2
W ) the propagator can be approximated as,

− ig2 (gαβ − qαqβ/M2
W )

8(q2 −M2
W )

≈ −igαβGF√
2

(2.25)

where the Fermi constant is defined as GF =
√

2g2

8M2
W

.

Applying this transformation to Eq. 2.24, we obtain,

MCC =
GF√

2
l̄(k′)γα(1− γ5)ν(k)〈X|JαCC |N〉. (2.26)

and therefore the spin-average squared amplitude is,

|MCC |2 =
G2
F

2


∑

sν

∑

sµ

(
[l̄γα(1− γ5)ν][l̄γβ(1− γ5)ν]†

) 1

4

∑

sN

∑

sX

〈X|Jα|N〉〈X|Jβ|N〉†

(2.27)

where the factor 1/4 corresponds to 1
(2sν+1)(2sN+1) with sν , sN = 1/2 the neutrino and nucleon

spin value.

We see that in the calculation of |MCC |2, the following leptonic term appears:

∑

sν

∑

sµ

[l̄γα(1− γ5)ν][l̄γβ(1− γ5)ν]† = Tr
(
[l̄γα(1− γ5)ν][ν̄γβ(1− γ5)l]

)
(2.28)

= 8[k′αkβ + k′αk
′
β − gαβk · k′ + εαβρσk

ρk′σ] (2.29)

≡ 8Lαβ (2.30)

where we defined the leptonic tensor Lαβ as in [61], and the factor of eight will be cancelled in
Eq. 2.23.

Defining, in addition a hadronic tensor, Wαβ, we can express Eq. 2.23 as the multiplication of
the leptonic tensor with the hadronic tensor defined as in [61],

Wαβ =
1

2MN

∑

X

(2π)4δ4(PX − pN − q)
2π

〈X|Jα|N〉†〈X|Jβ|N〉 (2.31)

=
1

2MN

∑

X

(2π)3δ4(PX − pN − q)〈X|Jα|N〉†〈X|Jβ|N〉 (2.32)

where the sum includes the sum on the final states as well as the average over the initial spins

and the integration over
dp3i

2Ei(2π)3
, and PX =

∑
i pi is the total four momentum of the hadronic

final state. With the definitions given in Eqs. 2.30 and 2.32 used together in Eq. 2.23, we obtain
the general expression of the differential cross section

d2σ

dε′dΩ
=
G2
F

4π2

|~k′|
|~k|

LαβW
αβ (2.33)
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where Lαβ and Wαβ are the leptonic and hadronic tensor defined in Eqs. 2.30 and 2.32.

For neutral currents, the derivation is very similar. The general expression for MNC can be
obtained by changing g → ḡ = g

cos θW
, MW → MZ , l̄ → ν̄ and JCC → JNC in Eqs. 2.24, 2.25

and 2.27.

From Eqs. 2.30 and 2.32, we see that while the leptonic tensor is exactly calculable, the hadronic
tensor is not and depends on the energy transferred.

At very high energies, the cross section for neutrinos to interact with other leptons or asymptot-
ically free quarks is exactly calculable. However, at lower energies where the neutrinos interact
only with bound nucleons or the entire nucleus, strong interactions prevent the hadronic current
from being exactly calculable.

At low neutrino energies, the most common neutrino interaction energies are those that mini-
mally affect the interaction target. In the case of the charged current interaction, this implies the
change of electric charge in the baryon target: this interaction is called quasi-elastic interaction
(see Sec. 2.5). If the W± transfers enough momentum, so that the target gets a resonance state,
the decay of the resonance will typically produce a nucleon and a pion (see Sec. 2.6).

At low energies, the neutrino interacts with bound nucleons. Hence any interactions with a
bound nucleon will affect the other nucleons in the nucleus. Therefore nuclear effect has to be
taken into account. In the following, we will first study the simple neutrino interaction with a
free nucleon in Sec. 2.5 and Sec. 2.6, while the interaction with bound nucleons is introduced in
Sec. 2.7.

In Sec. 2.8, we will study the particular case of neutrinos interacting with the entire nucleus
producing coherently a pion without changing the nucleus. At higher energies, many mesons
and baryons can be produced. This case is called deep inelastic scattering (see Sec. 2.9). Finally,
in Sec. 2.10, we will consider the interactions of that happen to the final state particles when
crossing the nuclear medium.

Fig. 2.6 shows the actual knowledge of the total cross section interactions for different neutrino
energies.
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Figure 2.6: Total charged current νµ (top) and ν̄µ-nucleon (bottom) inclusive cross section as a function
of neutrino energy. The low energy region is dominated by the quasi-elastic (QE) contribution (dotted),
the high energy region by the deep inelastic (DIS) contribution (dashed-dotted). The intermediate
regime is dominated by the resonance (RES) contribution (dashed). Points with errors bars show
sparse measurements of various experiments listed in the caption. As can be seen, measurements mainly
concentrate in the DIS region and measurements in the RES region suffer from larger uncertainties,
while very few measurements cover the QE region [62].
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2.5 Charged Current Quasi-Elastic (CCQE) interactions

In this section, we study the neutrino charged current quasi-elastic (CCQE) interaction where
the initial free neutron is changed to a proton. In particular, we give the cross section result
following the model of Llewellyn-Smith [63].

The interaction is depicted in Fig. 2.7.2522 M. Antonello et al.

Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.8: Feynman diagram of a coherent pion production [64]

where the muon mass is neglected and the cross section is given in terms of the Bjorken kinematical variables,1

ν =
p · q

MN
, Q2 = −(k − k�)2 ⇒ x =

Q2

2MNν
, y =

ν

Eν
(2.79)

Rein-Sehgal model have continued the PCAC formula to non-forward direction (Q2 �= 0) by attaching a2

slowly varying form-factor (1 + Q2/m2
A)−2 [63]3

�
dσπ

0

dx dydt

�
=

G2MNEν

2π2
(1 − y)f2

π × dσ(π0A → π0A)

dt

�
m2

A

m2
A + Q2

�2

(2.80)

where,4

• t = (pπ − q)2 and mA ∼ 1 GeV serves to define the mass scale in the light-flavor axial channel5

• dσ(π0A→π0A)
dt = A2|FA(t)|2 dσ(π0N→π0N)

dt is the pion-nucleus differential cross-setion, with A the number6

of nucleons and FA(t) is the nuclear form factor (including the effect of absorption).7

• dσ(π0N→π0N)
dt = 1

16π

�
σπ

0N
tot (Ey)

�2
(1+r2) is the pion-nucleon differential cross-setion, with r =

Re(fπ,N (0))
Im(fπ,N (0))8

In order to calculate the charged current cross section, ν + A → l− + X, it is necessary to take into account9

the effect of lepton mass that is neglected in Eq. 2.78. The correction factor of the lepton mass (C) is defined10

as follows [70]11

C =

�
1 − 1

2

Q2
min

Q2 + m2
π

�2

+
1

4
y
Q2

min(Q
2 − Q2

min)

(Q2 + m2
π)2

(2.81)

where12

Q2
min = m2

l

y

1 − y
. (2.82)

The range of the variable Q2 is13

Q2
min ≤ Q2 ≤ 2 MN E ymax, (2.83)

where y lies between ymin = mπ/E and ymax = 1 − ml/E. Thus, the corrected PCAC formula, valid for14

small angle scattering, for ν + A → l− + X is [70]15

�
dσ

dx dy

�

PCAC, ml �=0

=
G2MNE

π2
f2
π(1 − y)σ(π+ + A → X)

����
Eπ=Ey

× C θ(Q2 − Q2
min) θ(y − ymin) θ(ymax − y) (2.84)

37

2522 M. Antonello et al.

Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.8: Feynman diagram of a coherent pion production [64]

where the muon mass is neglected and the cross section is given in terms of the Bjorken kinematical variables,1

ν =
p · q

MN
, Q2 = −(k − k�)2 ⇒ x =

Q2

2MNν
, y =

ν

Eν
(2.79)

Rein-Sehgal model have continued the PCAC formula to non-forward direction (Q2 �= 0) by attaching a2
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Figure 2.7: Feynman diagram of a CCQE interaction

In this model, the neutrino is assumed massless and the neutron is at rest.

The cross section for the neutrino nucleon charged current quasi-elastic scattering is evaluated
based on the model of Llewellyn-Smith. The differential cross section formula for neutrino
interactions is given by

dσ

dQ2
=
G2
FM

2
N cos2 θc

8πE2
ν

[
A+B

(s− u)

M2
N

+ C
(s− u)2

M4
N

]
, (2.34)

where GF is the Fermi coupling constant, Q2 = −q2 > 0 is the squared four-momentum transfer,
MN the mass of the nucleon, Eν the incident neutrino energy, and (s−u) = 4MNEν −Q2−m2,
with m the muon mass. The complete calculation can be found in [64]. The factors A, B, and
C are functions of the vector form factors1 F1 and F2, the axial vector form factor FA, and the
pseudo-scalar form factor Fp:

A =
m2 +Q2

M2
N

[(1 + τ)F 2
A − (1− τ)F 2

1 + τ(1− τ)F 2
2 + 4τF1F2

− m2

4M2
N

(
(F1 + F2)2 + (FA + 2FP )2 − (

Q2

M2
N

+ 4)F 2
P

)
] (2.35)

B =
Q2

M2
N

FA(F1 + F2) (2.36)

C =
1

4
(F 2

A + F 2
1 + τF 2

2 ) (2.37)

where τ = Q2/4M2
N .

In general, the form factors F1, F2, FA and FP are assumed to be dipole. However recent precise
electron scattering experiments of the vector form factor show deviation from the simple dipole

1The nucleon form factors describe the spatial distributions of electric charge and current inside the nucleon
and thus are intimately related to its internal structure.
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form [65].

F1(Q2) =
1 + τ(1 + ξ)

(1 + τ)
(

1 + Q2

m2
V

)
)

(2.38)

F2(Q2) =
ξ

(1 + τ)
(

1 + Q2

m2
V

)
)

(2.39)

FA(Q2) =
gA(

1 + Q2

m2
A

)2 ; gA = −1.267 (2.40)

FP (Q2) =
2M2

N

m2
π +Q2

FA(Q2) (2.41)

where mπ is the pion mass, ξ = µp−µn = 3.71 with µp and µn the proton and neutron anomalous
magnetic moments, respectively, and the parameters mV , mA, and gA are empirical inputs2[67].

In our applications (electron and muon production), we can eliminate the lepton mass term

( m
2

M2
N
� 1). In this case, the part in equation 2.35 where the pseudo-scalar form factor appears

is erased.

2.6 Single pion, photon, η and kaon production

The Rein-Sehgal model describes single pion production in the charged (CC) and the neutral
(NC) current neutrino scattering. The pions are produced by excitations of 18 resonances [68].
In resonant production the neutrino scatters from a free nucleon. A resonance of the nucleon is
excited, and in the process of decaying back into the ground state the resonance emits one or
more mesons. In this section, we consider a single nucleon resonance (see Fig. 2.8) that can be
summarized by the following processes,

ν +N → l +N∗ (2.42)

ν +N → ν +N∗ (2.43)

N∗ → N ′ + π (2.44)

where N∗ denotes one of the 18 nucleon resonances.
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Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.8: Feynman diagram of a single nucleon resonance [69]

2mV (mA) is determined from e−(ν) scattering data fits, and gA is precisely determined from neutron beta
decay. The best current value for gA is -1.267 [66].
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Because we are looking at only single pion production, the kinematical region of this reaction
is restricted to the regime of low Q2 < 2 GeV. At higher momentum transfer multi-meson
resonances and deep inelastic scattering start to be important and are relatively well known (see
Sec. 2.9). For resonant interaction, the amplitude of transition is given by,

MCC =
GF cos θC√

2
[l̄γα(1− γ5)ν]〈N∗|Jα|N〉 (2.45)

MNC =
GF√

2
[n̄uγα(1− γ5)ν]〈N∗|Jα|N〉 (2.46)

where Jα is the hadronic current operator containing a vector and an axial vector part.

To simplify, we consider only charged current interactions. The expression for neutral current
can be obtained with the transformation l̄→ ν̄ and GF cos θC → GF .

The cross section for a single resonance with mass MN∗ and negligible width is given by,

d2σ

dQ2dEq
=

1

32MNE2

1

2

∑

spins

|M|2δ(W 2 −M2
N∗) (2.47)

where MN is the nucleon mass and W the observed resonance mass. In the case of non-negligible
width, the delta function is replaced by a Breit-Wigner factor,

δ(W −MN )→ 1

2π

Γ

(W −MN∗)2 + Γ2/4
(2.48)

where Γ is the decay width of N∗, and Eq is the energy of the virtual W± or Z0. In practice
always several nearby resonances will overlap and even non-resonant background amplitude of
various quantum numbers may interfere to produce the measurable final state. This is what
Rein-Sehgal model tries to include. In this model, 14 reactions are considered in which the final
hadronic state is selected to consist of a nucleon accompanied by a single pion. Six are mediated
by charged current, and eight by neutral current (see [70]).

The model is based on the Feynman, Kislinger and Ravndal (FKR) approach [71], which was
developed to describe photoelectric meson production. The FKR model is an example of a
relativistic quark oscillator mode.

Since Rein and Sehgal’s model provide the amplitudes of neutrino resonance production, it is
possible to calculate the cross sections of single photon, K and η productions. In this case, we
only need to change the decay probabilities of the resonances.

2.7 Neutrino-nuclei scattering

In order to obtain the cross section off nucleons in the nucleus, it is necessary to take into account
the nuclear medium effects when dealing with relatively low q2 as it is the case for quasi-elastic
and single pion production through resonant processes [72]. In this section we consider the
following processes:

νl +A→ l− +A′ (2.49)

where A and A′ are the initial and final nuclei. Because the nucleons are bounded together
inside the nucleus, any interaction with one nucleon will affect the rest of the nucleus.
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The double differential cross section is given by Eq. 2.33. The hadronic tensor is given by
Eq. 2.32

Wµν =
(2π)3

2MA

∑

X

〈A|Jµ,†A |X〉〈X|JνA|A〉δ(4)(pX − pA − q) (2.50)

where pA, pX , q are the target initial and final four momentum and four momentum transfer
respectively. The sum includes all final hadronic states.

At low q2, the hadronic tensor can be calculated using non-relativistic wave functions to describe
the initial and final states and expanding the current operator in powers of |~q|/MN , MN being
the nucleon mass. At higher q2, the description of the final states 〈X| in terms of non-relativistic
nucleons is no longer possible. In this case, some approximations are needed to take into account
the relativistic motion of final state particle carrying momentum ~q as well as the occurrence of
inelastic processes, leading to the appearance of hadrons other than protons and neutrons [73].

The impulse approximation (IA) is often the main scheme adopted. It is based on the assump-
tions that at large enough q2 & 1 GeV the target nucleus is seen by the probe as a collection of
individual nucleons and that the particles produced at the interaction vertex and the recoiling
(A − 1)-nucleon system evolves independently. Within this picture, the nuclear current can be
written as a sum of one-body currents,

JµA =
∑

i

jµi (2.51)

while the final state reduces to the direct product of the hadronic state at the weak vertex
(with momentum ~px = ~p + ~q ) and that describing the (A − 1)-nucleons residual system, with
momentum ~pR, mass MA−1 and recoil energy ER:

∑

X

|X〉〈X| =
∑

x

∫
d3px|x, ~px〉〈~px, x| ×

∑

R

∫
d3pR|R, ~pR〉〈~pR, R| (2.52)

The hadronic tensor inside this approximation can be cast in the following form [74]:

Wµν =
∑

i

∫
d3pdE P (~p,E)wµνi (p̃, q̃), (2.53)

where,

• the function P (~p,E) is the target Spectral Function, i.e. the probability distribution of
having a nucleon with momentum ~p and removal energy E in the target nucleus. It
describes then how nucleons distribute in momentum space:

P (~p,E) =
∑

R

|〈A|R,−~p;N, ~p〉|2δ(MN − E − (EA − ER)) (2.54)

where |N, ~p〉 designs a free nucleon state, with energy E|~p|.

• the description of the electromagnetic interactions of the i-th nucleon in free space is

wµνi (p̃, q̃) =
∑

x

〈~p,N |jµ,†i |x, ~px〉〈~px, x|jνi |N, ~p〉δ(ν̃ + E|~p| − Ex) (2.55)
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• the four-momentum transfer is defined as q̃ = (ν̃, ~q), and the effect of nuclear binding of
the struck nucleon is accounted for by the replacement of q → q̃

This procedure essentially amounts to assuming that [75]:

• the elementary scattering process can be described as if it took place in free space with
energy transfer ν̃ = E~p − Ex.

• a fraction δν ≡ ν̃ − ν = E~p − Ex − (EA − ER − Ex) = E~p − (MN − E) = −EB of the
energy transfer goes into excitation energy of the spectator system, that is generally called
binding energy.

Depending on the approximation chosen the spectral function P (~p,E) can take different forms.
In the following sections, we explain two approximations for the spectral function in detail. The
first one corresponds to the simplest case adopted by Smith and Moniz [76] which corresponds
to the Relativistic Fermi Gas (RFG) description of the nucleus.The second case is the Gaussian
Spectral Function (GSF) [72]. In the literature, there are many other spectral functions, such as
the LDA (Local Density Approximation) spectral function explained in detail in [75]. While the
RFG model is used in general by the NEUT and GENIE neutrino Monte Carlo event generators,
the NuWro neutrin event generator is also able to use the GSF and LDA spectral functions3. The
difference between the result of the simplest case with the more sophisticated spectral functions
will be one of the major cross section modeling uncertainty in our final result (see Chapter 6).

2.7.1 The relativistic Fermi gas (RFG)

In this model, the nucleus is considered as an ideal gas composed of weakly interacting fermions.
In the nucleus, neutrons and protons are considered as distinguishable fermions, creating two
potentials. The system obey Fermi-Dirac statistics, leading to the Pauli exclusion principle. The
number of nucleons that can be contained in a certain volume of space is obtained by dividing
that volume by the volume of one state in phase space: (2π)3

dn =
V 4πp2dp

(2π)3
(2.56)

where V is the nuclear volume and n is the number of protons or neutrons. The total number
of protons or neutrons will be then given by,

n =
V 4π

∫ pF
0 p2dp

(2π)3
(2.57)

n =
p3
F

6π2
V (2.58)

(2.59)

Taking V = 4
3πR

3
0A, with A the number of nucleons and R0 = 1.3 fm, the nucleon radius,

assuming an iso-scalar nucleus (Z = A− Z) to simplify, we get for both

pF ≈ 231 MeV/c (2.60)

EF = E|~p| −MN =
√
p2
F +M2

N −MN ≈ 28 MeV (2.61)

3In T2K the LDA spectral function is used for interaction in Carbon, while for oxygen, calcium and argon the
Gaussian spectral function is used. LDA and Gaussian spectral function are similar. For simplicity, I decided to
explain in more detail the gaussian spectral function.
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where the Fermi energy EF represents the energy of the highest occupied level (see Fig. 2.9).

Proton 
potential

Neutron
potential

Protons Neutrons EB

EF EF
np

Figure 2.9: Sketch of the proton and neutron potential wells and states in the Fermi gas model. The
difference between the edge of the potential well and the Fermi level is rather constant for different
nuclei and equals the average binding energy per nucleon, EB ≈ 7 - 8 MeV (note that, since the
potential well is created by the nucleons, removing a few of them changes the well depth in a way that
EB stays approximately constant) [77]. The neutron potential well is deeper than the proton one, since
the former have no Coulomb interaction. On the other hand, for a stable nucleus, the Fermi levels
of the protons and the neutrons have to be the same, otherwise it would decay to an energetically
more favorable state through a β decay. As a result, there are more neutron states than proton states
occupied, which explains the fact that N > Z for heavier stable nuclei. Note, in addition, that normally
coulomb repulsion should be included for the protons, taking that into account the well is no longer a
rectangle.

The radius depends on the nucleus, the binding energy and Fermi momentum should be adjusted
with experimental data. The lowest energy of a nucleon state being E = −(EB + EF ).

The spectral function for the relativistic Fermi gas model is then given by,

PRFG(~p,E) = θ(p̄F − |~p|)δ(E|~p| −MN + E + EB) (2.62)

where θ(x) = 0 for x < 0 and θ(x) = 1 for x ≥ 0 is the step function, EB is the average binding
energy, pF the Fermi momentum. The function θ(p̄F − |~p|) in Eq. 2.62 describes the Fermi
momentum distribution for the target nucleon in the nuclei.

The spectral function in Eq. 2.62 is non-vanishing only at |~p| < pF . However, electron-nucleus
scattering experiments have provided unambiguous evidence for strong nucleon-nucleon correla-
tions that give rise to virtual scattering processes leading to the excitation of nucleons to states of
large momentum [78]. Hence, the quantitative analysis of neutrino-nucleus interactions requires
a more realistic spectral function, taking into account correlation effects. This can be done via
the additional implementation of Pauli blocking function that describes the final nucleon states.
In particular it takes into account the fact that if the states are already occupied, interactions
do not happen (Pauli blocking). The additional function can be described by θ(p̄F − |~p + ~q|)
and spectral function for the relativistic gas model becomes [79],

PRFG(~p,E) = θ(p̄F − |~p+ ~q|)θ(p̄F − |~p|)δ(E|~p| −MN + E + EB) (2.63)

The next-to-simplest improvement to the Fermi gas model, in order to take these nucleon-nucleon
correlations, is to replace the binding energy, EB, by a nuclear potential, V (|~p|), which depends
on the momentum.
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2.7.2 Spectral Function

Approximately 80% to 90% of the nucleons in a nucleus can be described as occupying shell-
model4 states and moving freely in a mean-field (MF) potential. The rest of them takes part
in interactions. It is natural to decompose the spectral function into the sum of the MF and
correlated parts:

P (~p,E) = PMF(~p,E) + Pcorr(~p,E). (2.64)

The Mean Field (MF) spectral function is given by,

PMF(~p,E) =

Nt∑

α=1

cα
Nt
|φα(~p)|2Fα(E − Eα), (2.65)

where,

• the contributions from each shell-model state α belonging to the Fermi sea are summed

• Nt =
∫
P (~p,E)d3pdE is the number of proton or neutrons

• φα(~p) is the squared momentum-space wave function of the α-shell model state,

• Fα(E − Eα) is the Lorentzian describing the width of φα(~p). If interactions between
nucleons disappeared, all the cα → 1 and Fα(E − Eα)→ δ(E − Eα).

• Eα is the level energy and cα is the corresponding spectroscopic factor.

As the sum is extended to all occupied states of the Fermi sea, PMF (~p,E) vanishes at |~p| > pF .
Note that in absence of correlation Fα(E − Eα) shrinks to a δ-function, and cα/nt ≡ 1.

The Gaussian spectral function assumes in addition that,
∫
Fα(E)dE = 1 and the fact that each

level contributes equally to the MF momentum distribution. In this case, the spectral function
can be rewritten as [72],

PMF(~p,E) =
nMF
t (~p)

Nt

Nt∑

α=1

Fα(E − Eα) (2.66)

where nMF
t (~p) =

∫
PMF(~p,E)dE and Fα takes the form of a Gaussian distribution [72],

Fα(δEα) =

√
8

πD2
α

exp(−8 δE2
α/D

2
α) (2.67)

where Dα describes the width of the momentum distributions that has to be known as well as
the values of the energy levels Eα and δEα = E − Eα,

Interacting nucleons are described by the correlated part of the spectral function where the
two-nucleon interactions dominate.

4In nuclear physics, the nuclear shell model is a model of the atomic nucleus which uses the Pauli exclusion
principle to describe the structure of the nucleus in terms of energy levels. The shell model is partly analogous
to the atomic shell model, which describes the arrangement of electrons in an atom, in that a filled shell results
in greater stability.

34



The correlation contribution to the gaussian spectral function is given by,

Pcorr(~p,E) = ncorr(~p)
2MN

|~p|
√
απ[e−αp

2
min − e−αp2max ] (2.68)

where ncorrt (~p) =
∫
Pcorr(~p,E)dE and β ≡ A−2

A−1 and α ≡ 3
4〈|~pMF |2〉 , with

〈|~pMF |2〉 =

∫
|~p|2nMF

t (~p,E)d3p∫
nMF
t (~p,E)d3p

(2.69)

We have [72],

p2
min =

(
β|~p| −

√
2Mβ[E − E(2) − TA−1]

)2

(2.70)

p2
max =

(
β|~p|+

√
2Mβ[E − E(2) − TA−1]

)2

(2.71)

(2.72)

where E(2) = MA−2 + 2MN −MA is the average excitation of the A − 2 nucleon system, and
TA−1 the recoil energy of the A− 1 system.

To summarize, Fig. 2.10 shows the basic difference between the relativistic Fermi gas model
and the Gaussian spectral function. We see in particular that the well is no longer a rectangle
depicted by the function θ(|x|) but take a Gaussian form.

RFG
GSF

p pF

EB+Ep-MN

Figure 2.10: Sketch of the relativistic Fermi gas model (RFG) and Gaussian spectral function (GSF)
potential.
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2.8 Coherent pion production

In coherent production the neutrino scatters from the entire nucleus. These interactions charac-
terized by a very low energy of the recoiling nucleus and a very low Q2. Therefore the nucleus
does not break up. Coherent production of pions by neutrinos can occur in both neutral current
interactions and charged current interactions,

ν +A→ ν + π0 +A (2.73)

ν +A→ l + π+ +A (2.74)

where A the target nucleus is unchanged.

Fig. 2.11 shows the Feynman diagram for a coherent pion production.
2522 M. Antonello et al.

Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.11: Feynman diagram of a coherent pion production [69]

The coherent π0 cross section used in the model of Rein-Sehgal is based on the Adler’s PCAC
formula (Partially Conserved Axial-vector Current)[80]. In particular PCAC states that the
hadronic axial current Jaµ5 must satisfy the following continuity equation [81]

∂µJaµ5 = −fπm2
πΠa (2.75)

where Πa is the pion field operator, fπ(= 0.93mπ) is the pion decay constant and mπ is the
pion mass. It establishes a connection between perturbative and non-perturbative processes and
shows the effect of non-perturbative dynamics on would-be-perturbative observables [82].

In the forward-scattering configuration, for any inelastic neutral current reaction ν+N → ν+X,
where X denotes an inelastic channel, the cross section is

(
dσ

dxdy

)

PCAC

=
G2MNEν

2π2
(1− y)f2

π × σ(π0N → X)

∣∣∣∣
Eπ=Ey

(2.76)

where the muon mass is neglected and the cross section is given in terms of the Bjorken kine-
matical variables,

ν =
p · q
MN

, Q2 = −(k − k′)2 ⇒ x =
Q2

2MNν
, y =

ν

Eν
(2.77)
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Rein-Sehgal model have continued the PCAC formula to non-forward direction (Q2 6= 0) by
attaching a slowly varying form-factor (1 +Q2/m2

A)−2 [83]
(

dσπ
0

dx dydt

)
=
G2MNEν

2π2
(1− y)f2

π ×
dσ(π0A→ π0A)

dt

(
m2
A

m2
A +Q2

)2

(2.78)

where,

• t = (pπ − q)2 and mA ∼ 1 GeV serves to define the mass scale in the light-flavor axial
channel

• dσ(π0A→π0A)
dt = A2|FA(t)|2 dσ(π0N→π0N)

dt is the pion-nucleus differential cross-section, with
A the number of nucleons and FA(t) is the nuclear form factor (including the effect of
absorption).

• dσ(π0N→π0N)
dt = 1

16π

[
σπ

0N
tot (Ey)

]2
(1+r2) is the pion-nucleon differential cross-section, with

r =
Re(fπ,N (0))
Im(fπ,N (0))

In order to calculate the charged current cross section, ν +A→ l− +X, it is necessary to take
into account the effect of lepton mass that is neglected in Eq. 2.76. The correction factor of the
lepton mass (C) is defined as follows [84]

C =

(
1− 1

2

Q2
min

Q2 +m2
π

)2

+
1

4
y
Q2

min(Q2 −Q2
min)

(Q2 +m2
π)2

(2.79)

where
Q2

min = m2
l

y

1− y . (2.80)

The range of the variable Q2 is

Q2
min ≤ Q2 ≤ 2MN E ymax, (2.81)

where y lies between ymin = mπ/E and ymax = 1−ml/E. Thus, the corrected PCAC formula,
valid for small angle scattering, for ν +A→ l− +X is [84]

(
dσ

dx dy

)

PCAC,ml 6=0

=
G2MNE

π2
f2
π(1− y)σ(π+ +A→ X)

∣∣∣∣
Eπ=Ey

× C θ(Q2 −Q2
min) θ(y − ymin) θ(ymax − y) (2.82)

The cross section for ν +A→ l− +A+ π+ is given by,
(

dσπ
+

dx dydt

)
=

(
dσπ

0

dx dydt

)
C θ(Q2 −Q2

min) θ(y − ymin) θ(ymax − y) (2.83)

where
(

dσπ
0

dxdydt

)
is given by Eq. 2.78.

The physical interpretation of the correction factor is as follows: when the muon mass is not
neglected, the reaction ν +A→ l−+X, receives a contribution from the exchange of a charged
pion between the lepton vertex and the hadron vertex. The coupling at the lepton vertex is
fπml l̄γ5ν, and the amplitude contains the characteristic pion propagator (Q2 + mm2

π
)−1. This

so-called pseudo-scalar amplitude interferes with the remaining amplitude, which is free of the
pion singularity. The two amplitudes interfere destructively and the destructive nature of the
interference is visible in the first term of the correction factor.
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2.9 Deep Inelastic Scattering (DIS)

Deep inelastic scattering are processes that start appearing at high neutrino energy and are well
known at high Q2 > 2 GeV2. This scattering can be described by

νl +A→ l− +X (2.84)

νl +A→ νl +X (2.85)

where A is the nucleus and X a number of particle bigger than a single pion, where the Feynman
diagram is shown in Fig. 2.12.
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Fig. 1. The main types of charged current muon neutrino scattering on a free nu-
cleon/nucleus that produce pions directly. From top left to bottom right are: Deep
Inelastic Scattering (DIS), Coherent pion production, and Resonance production
(RES). In the figure N is a nucleon, A is a nucleus and X represents the hadronic
system excluding pions.

So far we have listed cross-section models which describe the scattering of
neutrinos off free nucleons4. It is necessary to take into account the fact that
these nucleons are not free but rather exist as bound states within a nuclear
environment. The common approach within MC generators is to use the
Relativistic Fermi gas (RFG) model where the Fermi motion of individual
nucleons is taken into account. However, its implementation often differs
for different neutrino generators. In several papers [19] the importance of
considering Pauli blocking and FSI effects for νe + 16O → eX reactions
(also applying to νµ

16O) are shown. Also, it is shown by O. Benhar et al.
that the RFG model does not agree well with experimental data. A better
description is offered through the use of spectral functions [20], as measured
in electron scattering experiments.

It is also necessary to describe hadronization, as well as the propaga-
tion of secondary particles out of the nucleus. The simulation must cover
a description of both rescattering and absorption effects. A report on the
modeling of final state interactions and the use of intranuclear cascade mod-
els was presented at the school [21]. These are often individual features of
a generator and are described in the next section.

4 With the notable exception of coherent pion production, which by its very nature is
describing scattering off the whole nucleus.

Figure 2.12: Feynman diagram of a deep inelastic scattering [69]

The differential cross section of the process ν + A → l− + X is given in its general form by
Eq. 2.23,

d2σ

dΩdε′
=

G2
F

4π2

|~k′|
|~k|

LµνW
µν (2.86)

where ε′ is the energy of the outgoing lepton, Wµν can be expressed in its most general way as

Wµν = W1(−gµν +
qµν

q2
) +

W2

M2
N

(pµ − p · q
q2

qµ)(pν − p · q
q2

qν)−W3
iεµναβ

2M2
N

pαpβ (2.87)

where MN is the mass of the nucleon and the Wi are the hadronic structure functions. In
the limit of high Q2, they represent the parton distribution functions. This can be shown by
changing to the Bjorken kinematical variables in the laboratory frame,

ν =
p · q
MN

, Q2 = −(k − k′)2 ⇒ x =
Q2

2MN (Eν − ε′)
, y =

(Eν − ε′)
Eν

(2.88)

For high Q2, we then have,

MNW1(Q2, ν)→ F1(x) (2.89)

νW2(Q2, ν)→ F2(x) (2.90)

νW3(Q2, ν)→ F3(x) (2.91)

where F1, F2 and xF3, are the parton distribution function.
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Using the relation of Callan-Gross, 2xF1 = F2, we obtain

d2σ

dxdy
=

G2
FMNEν
π

[
(1− y +

1

2
y2 + C1)F2(x, q2)± y(1− y +

1

2
y2 + C2)xF3(x, q2)

]
(2.92)

C1 =
1

2Eν

(
yM2

l

2MNx
− xyMN −

M2
l

2Eν
− M2

l

2MNx

)
(2.93)

C2 = − M2
l

4MNEνx
, (2.94)

where Ml is the mass of the lepton and Eν is the energy of the incoming neutrino.

2.10 Final State Interactions (FSI)

Neutrino interaction models predict cross sections and kinematics of neutrinos scattering off
bound or unbound nucleons. For bound nucleons within a nucleus, we call the neutrino-nucleon
vertex the primary neutrino interaction vertex. The final state hadrons resulting from this inter-
action, for example the proton from a CCQE interaction or the pion from a CC1π interaction,
must propagate through the nuclear medium before observation. Since these particles interact
via the strong force, there is a significant probability of re-interaction within the nucleus prior to
escape. We refer to this re-interaction as a final state interaction (FSI). FSI affect the observable
final state via particle absorption, scattering and particle production making the interpretation
difficult for direct cross section measurements at low energy ranges.

In the following, we only consider FSI of pions or nucleons that can be modeled by a microscopic
cascade. For leptons, FSI is assumed to be negligible since they do not interact strongly. Also,
FSI are not considered for hadrons produced off free protons, for example hydrogen in water,
since the vertex is far from the nuclear medium.

The microscopic cascade model is a pion FSI model where the pion is propagated classically
through the nuclear medium in finite steps. The probabilities per step of different interactions
are calculated by the ∆-hole (∆h) model [85] or from free pion-proton or pion-deuterium (πp
or πd) scattering cross sections 5. In the ∆h model, the pion generates a nucleon resonance ∆
which may move in a different potential well, leaving a hole in the nucleon well [86].

A random number is generated to determine which, if any, interaction occurs at a given step.
This allows the pion to undergo multiple interactions during its journey through the nucleus.

The microscopic cascade also provides the theoretical connection between pion scattering mea-
surements, where the pion originates from outside the nucleus, to neutrino and photo-production
measurements where the pion is produced within the nucleus.

2.11 Summary

In this chapter, we introduced the weak interaction that is the only force felt by the neutrino. By
a simple calculation, we see that for a beam of muon neutrinos, the only possible reaction at low

5In NEUT, at momentum greater than 500 MeV/c, the probabilities are calculated from πp and πd scattering
cross sections, where the nucleons begin to appear as free particle in the nucleus. At lower momentum (pπ < 500
MeV/c), the ∆h model is used.

39



neutrino energies, is for the neutrino interacting with bound or unbound nucleons. Interactions
with the electrons present in matter have a threshold of 11 GeV .

We defined the cross section as being the number of interaction per flux of the incident particle
and per the number of target nucleons. The cross section can be expressed as the multiplication
of leptonic and hadronic tensors. While the leptonic tensor can be exactly calculated, the
hadronic tensor can not, at low energies, because of the strong interactions inside the nucleus.
The hadronic tensor can be then expressed via different form factors or by the use of different
approximations such as the impulse approximation where the nucleons inside the nucleus are
seen as a collection of individual nucleons. The simplest model describing the distribution of
the nucleons inside the nucleus is the relativistic Fermi gas model that is also employed in the
Monte-Carlo neutrino interactions generators.

We studied, in particular, the quasi-elastic, resonant, coherent and deep inelastic scattering
processes, where different approximations are used and the prediction given. The approximations
employed are, generally, the same approximations employed in the Monte-Carlo generators.
Nowadays, there are more sophisticated studies that have not been approached in this chapter
[61].

While quasi-elastic interactions are dominant at energies below 1 GeV, deep inelastic scattering
characterized by a high momentum transfer (Q2 > 2 GeV) is dominant at high energies (Eν > 10
GeV). In this case, the nucleon tends to break up and produce new hadrons. At low Q2 < 2
GeV, resonant processes are characterized by the production of a resonant state due to the
excitation of the nucleon during the interaction process. They take generally place at energies
of few GeV. The excitation, called resonance, decay then to its fundamental states producing
other particles, like kaons and pions. When a pion is produced from the neutrino interaction on
the whole nucleus that remain the same, the reaction is called coherent.

For bound nucleons within a nucleus, we call the neutrino-nucleon vertex the primary neutrino
interaction vertex. The final state hadrons resulting from this interaction, for example the
proton from a CCQE interaction or the pion from a CC1π interaction, must propagate through
the nuclear medium before observation. Since these particles interact via the strong force, there
is a significant probability of re-interaction within the nucleus prior to escape. We refer to this
re-interaction as a final state interaction (FSI).

When a neutrino scattering occurs on bound nucleons inside a nucleus, the final state hadrons
can re-scatter with the other nucleons. These interactions are called final state interactions and
have to be taken into consideration when comparing with a measurement as they can mask the
primary interaction cross section.

In the next chapter, the T2K experimental setup will be described. In particular, we will present
how the flux of muon neutrino is created and describe the composition of the near detector that
contain the target on which we measure the cross section. In addition to the near detector, we
will also describe the far detector used for the T2K oscillation analysis.
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Chapter 3

The T2K experiment

The T2K (Tokai-to-Kamioka) experiment is a long baseline experiment. It uses a neutrino
beamline, a near detector at 280 m (ND280)[87] and the far detector, Super-Kamiokande (SK)
[88] at 295 km from the neutrino source. Neutrinos are generated from the 30 GeV J-PARC
(Japan Proton Accelerator Research Complex) proton beam located at Tokai-mura on the East
coast of Japan as shown by Fig. 3.1.

Figure 3.1: Overview of the T2K experiment, where a high intensity beam of νµ is created at Tokai
and sent 295 km under ground to Super-Kamiokande.

The first goal of the T2K experiment was to measure θ13. Although Daya Bay and RENO
have now already given precise measurement of this angle, T2K can still give complementary
informations as it measures electron neutrino appearance as opposed to the reactor anti-neutrino
disappearance measurements. In addition to the electron neutrino appearance measurement, the
T2K experiment can give precise measurement on the atmospheric parameters θ23 and ∆m23 by
looking at the disappearance probability of the muon neutrino. Moreover, T2K can also help in
understanding the mass hierarchy and CP violation.

T2K uses an off-axis method [89] to generate a narrow band neutrino beam, in order to maximize
the neutrino event rate at the oscillation peak in the far detector. The off-axis angle has been
chosen so that the peak of the neutrino energy spectrum corresponds to the energy needed to be

41



!! !

!"#$%&'()*+,$-&./
!"#$%&'()*%+$,&-.

! "#$%&'()*+$(,)%#-./01(2%+-2)�)#(3+%%1,+#-)2452$+62-,
7+,8)#**/14+()0216)62,8#&9 ��

��

/01234$5-6*7*(8
!:+.8)+-,2-(+,;)5$#,#-)0216
!<-2$.;)=)!>?2@
!A-,2-(+,;)=)BC>)D")EF1$9)G>BBH
!I2(+.-2&)=)JC>D"

!K1(,)<4,$13,2&)0216
!L)0M-382(N(5+%%
!O)0M-382()1,)21$%;)G>B>

9::;&<$=>?24

$@A&<$1B

!"#$�$C&-.7*%&

@:A&<$;3

D2$-%E7&
DFF0-G*H$.&(I+J

! !""#$%&'()*+,-(&'()..,&-/(0-12--*(0)'-,&*-()*/

�(0-)3(/&4-51&6*7
<
P
Q)O>>)F2@R)#(3+%%1,+#-)614+6M6)1,)GSCD69)ETUVG9CWH

X2&M3,+#-)#*)<
P
)Y)B)?2@)E(M55$2(()Z[�>)013D.$#M-&)*#$)�

2
)1-1%;(+(H

)))\)TU)1-.%2)6M(,)02)3#-,$#%%2&)31$2*M%%;9)]^)V)B6$1&)\)]<�R521D)V)G_

D2$:K
D2$"K

D2$"LMK

D2$@K

`E]!G
!G
HQBaB>/b)2@G

`E(+-GG"
G!
HQ>9>B

(+-GG"
B!
c>9>>O

!"#NH$A+-7

��

<�)(523,$M6
3500

3000

2500

2000

1500

1000

500

0
0 0.5 1 1.5 2 2.5 3 3.5 GeV

A
.U
.

OA 2°

OA 2.5°

OA 3°

OA 0°

L (km) 

0 50 100 150 200 250 300 350 400

 
 e

µ
P

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Figure 3.2: Left: neutrino energy spectrum for different off-axis angles given. Right: Probability to
observe νµ → νe ≈ sin2(2θ23) sin2(θ13) sin2 (1.27∆m23L/E) as a function of the distance L in [km] for
sin θ13 = 0.026 and sin θ23 = 0.053 and a peak energy of 0.6 GeV.

at the first maximum of the oscillation at Super-Kamiokande (see Fig. 3.2). The off-axis angle
is set at 2.5° so that the muon neutrino beam has a peak energy around 600 MeV. The angle
can be reduced to 2.0°, allowing variation of the peak neutrino energy.

At 280 m, the near detector is composed of an on-axis (INGRID) and a magnetized off-axis
(ND280) detector. While the role of INGRID is to measure the beam profile and stability, the off-
axis detector measures the muon neutrino event rate, the energy spectrum, and intrinsic electron-
neutrino contamination in the beam in the direction of the far detector. These measurements are
essential in order to characterize signals and backgrounds that are observed in the far detector.
In addition, the near detector is able to measure different cross sections on carbon and water,
to decrease systematic error from cross sections in the far detector.

While the T2K beam is explained in details in Sec. 3.1, the different detectors of the T2K exper-
iment are described in Sec. 3.2. The complete description of the T2K experiment is explained
in great detail in [90].

3.1 The T2K beam

In this section, the different stages of the neutrino beam creation are explained. The neutrino
beam is obtained from the acceleration of protons (see Sec. 3.1.1). The protons are extracted and
bent towards Kamioka, and then hit the graphite target. At this point, the mesons, produced
and focused by the horns, decay principally into muons and muon neutrinos. The beam dump
stops most of the remaining particles that are not neutrinos. The remaining high energy muons
that managed to pass the beam dump are monitored by the muon monitor, which verifies the
beam direction and its stability (see Sec. 3.1.2). The schematic description of the neutrino beam
line and the near detectors is shown in Fig. 3.3.

The hadrons production obtained after the collision of the protons with the target is not well
known. In order to decrease systematic uncertainties, the NA61/SHINE experiment has taken
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Fig. 1. Schematic view of the T2K neutrino beamline and near detectors.

INGRID is composed of 16 identical modules, 14 arranged in a cross
shape, and 2 at diagonal positions (see Fig. 2, left). The center of the
cross corresponds to the neutrino beam center. Each module consists of
the iron plates and scintillator planes in the sandwich structure. INGRID
measures the charged-current neutrino interactions to reconstruct the profile
and direction of the neutrino beam.

Fig. 2. The set of T2K near detectors: INGRID (left) and ND280 (right).

The ND280 is the multi-purpose set of subdetectors installed inside the
magnet (recycled from the UA1 experiment at CERN) and was designed to
provide measurements of the un-oscillated neutrino beam spectrum and the
dominant background sources, namely the intrinsic νe contamination in the
beam and the π0 production in neutral current interactions.

The schematic view of the ND280 subdetectors is shown in Fig. 2, right.
The π0 detector (P0D) is composed by sandwich structure of scintillator
planes, lead plates and water target. P0D is designed to study the neutrino
interactions with production of π0.

Figure 3.3: Schematic view of the T2K neutrino beamline and near detectors.

data with the same proton beam energy and similar graphite targets 1 to provide more infor-
mation on hadrons production (see 3.1.3). The neutrino flux, in the T2K experiment, is then
simulated based on NA61/SHINE data.

3.1.1 The J-PARC Accelerator

J-PARC is located in the Tokai prefecture, Ibaraki, and consists of three accelerators [91]: a linear
accelerator (LINAC), a rapid-cycling synchrotron (RCS) and the main ring (MR) synchrotron.

• A cesium-free negatively charged hydrogen ion source driven with a lanthanum hexaboride
(LaB6) filament [92] is used to produce H− that are accelerated by the LINAC up to a
kinetic energy of 400 MeV (181 MeV at present). At the RCS injection, the beam is
converted to a proton beam by charge-stripping foils.

• The RCS accelerates the protons up to a kinetic energy of 3 GeV with 25 Hz cycle. The
harmonic number2 of the RCS is 2, and there are two bunches in a cycle. About 5% of
these bunches are supplied to the MR.

• The MR accelerates the protons up to a kinetic energy of 30 GeV in a circumference of
1567 m. The harmonic number of the MR is 9 and the RF frequency is between 1.67 and
1.72 MHz. The beam intensity is 3.3 · 1014 proton per spill. The spill cycle is about 0.5 Hz
and therefore the maximum beam power is 750 kW (the current beam power is 190 kW).
The spill width is 5.6 µs and contains 8 bunches (6 before June 2010) each of a length of
58 ns. The eight bunches are extracted within a single turn by a set of five kicker magnets.
The knowledge of the time structure of the proton beam is very important to be able to
discriminate the different backgrounds, including cosmics.

3.1.2 The Beamline

The T2K neutrino beamline can be divided into two phases called primary and secondary beam-
lines. In the primary beamline, the extracted protons from the MR are bent toward Kamioka. In
the secondary beamline, they collide with a graphite target, producing secondary pions, which
are focused by magnetic horns and decay into neutrinos. An overview of the neutrino beamline
is shown in Fig. 3.4.

1In fact, data have been taken with two different targets. The first target used was a thin graphite target
in comparison to the T2K target. In 2009 and 2010, a T2K replica target has been used to decrease even more
systematic uncertainties.

2The harmonic number, h, is the integer that relates the angular revolution frequency, ω0, to the RF frequency,
ωRF = hω0

43



0 50 100 m

Main Ring

Secondary beamline

(1) Preparation section

(2) Arc section

(3) Final focusing section

(4) Target station

(5) Decay volume

(6) Beam dump

ND280

(1)

(2)

(3)

(4)(5)(6)

Figure 3.4: Overview of the T2K neutrino beamline

In the following we will describe the two beamline sections and then the beam monitoring
detectors.

The Primary Beamline

The primary beamline consists of the preparation section (54 m long), arc section (147 m) and
final focusing section (37 m).

• In the preparation section, the extracted proton beam is focused and deflected with a series
of 11 normal conducting magnets so that the beam can be accepted by the arc section.

• In the arc section, the beam is bent toward the direction of Kamioka by 80.7o, with a 104
m radius of curvature, using 14 doublets of superconducting combined function magnets
(SCFMs) [93, 94]. These magnets incorporate a new concept in which a dipole field of 2.6
T is generated simultaneously with a quadrupole field of 19 T/m in a coil aperture of 173.4
mm. Thus, a single SCFM can provide beam bending and focusing.

• In the final focusing section, ten normal conducting magnets guide and focus the beam
onto the target.

A well-tuned proton beam is essential for stable neutrino beam production, and to minimize
beam loss in order to achieve high-power beam operation. Therefore, the intensity, position,
profile and loss of the proton beam in the primary sections are precisely monitored. This is
achieved by five current transformers (CTs), 21 electrostatic monitors (ESMs), 19 segmented
secondary emission monitors (SSEMs) and 50 beam loss monitors (BLMs) [90]. Their location
is shown in Fig. 3.5.
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Figure 3.5: Location of the primary beam line monitors.

The Secondary Beamline

Protons from the primary beamline are directed to the target via the titanium-alloy beam
window, which separates the vacuum in the primary beamline and the helium gas volume in
the secondary beamline. The secondary beamline consists of three sections: the target station,
decay volume and beam dump (Fig. 3.6). The produced mesons in the target station decay
in flight inside a single volume of ∼1500 m3 (target station, decay volume and beam dump
together), filled with helium gas (1 atm) to reduce pion absorption and to suppress tritium and
NOx production by the beam.

• The target station is located 12 meters underground and it has been designed to contain
the radiation and to assure the cooling of the T2K target and of the three magnetic horns
with water. It contains also a baffle, which is a graphite collimator to protect the magnetic
horns; an optical transition radiation monitor (OTR) to monitor the proton beam profile
just upstream of the target. The target and the horns are contained in an aluminum
volume filled with helium to avoid the air activation. Iron blocks are placed around the
target station to assure the shielding of the region. The produced mesons are collected
and focused by the three horns.

- The T2K target is a graphite (1.8 g/cm3) cylinder, 91.4 cm long, with a diameter
of 2.6 cm. It is installed in the inner conductor of the first horn. About 80 % of
the protons are interacting in the target generating pions and kaons that will decay
into neutrino in the decay volume. The target is one of the limiting factor in the
construction of intense neutrino beam. When the very intense beam hits the target,
the temperature immediately rises due to the energy deposited by the protons and
the material due to higher Z would be strongly damaged. The graphite has then
been chosen for its low-Z propriety, its high melting point and good thermal stress
resistance. It is also stable and easy to handle.

The target is cooled by helium gas flowing through the various gaps keeping the
temperature at the center around 700 oC where the radiation damage for the graphite
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Figure 3.6: Side view of the secondary beamline. The length of the decay volume is ∼96 m.

made of titanium-alloy at the both end of the target. The outer surface of the outer cooling tube is
coated with plasma-splayed alumina ceramics for the insulation with the first horn.

The size of the target is 3 cm in diameter and 90 cm in length (corresponding to 2 interaction
length). 80% of incoming protons interact with the target material. The material for the target is an
isotropic graphite IG-43 by Toyo Tanso Co. Ltd., which has a tensile strength of 37.2 MPa. The
maximum energy deposit due to a proton beam hit is 190 J/g/spill which corresponds to the expected
thermal stress of 7.4 MPa. The IG-43 graphite has an enough safety factor of 3.5, where a material
fatigue factor of 0.7 is considered.

The total energy deposit by the proton beam and secondary particles in the target was estimated
to be ∼60 kJ/spill and the maximum temperature rise reaches 200 K/spill. The required cooling
capability for the target is 20 kW. We will use the forced convection of helium gas to reduce the
radiation damage of the target by controlling the temperature between about 400 ◦C and 800 ◦C
where the radiation damage of the graphite is minimum. Helium cooling also has the advantage of
reducing radioactive waste water compared to a water cooling. The beam windows is cooled by the
helium gas simultaneously with the target.

The feasibility of the helium gas cooling is confirmed by the FEM simulation and the test using
the 1/20-scale prototype. The required helium flow rate is 660 Nm3/h including 20 % margin. The
expected pressure drop at the target cooling path and the heat-exchangers are 0.15 MPa. Production
of the helium circulation system is completed and it is confirmed that the gas compressor archived the
required flow rate with the pressure difference of 0.2 MPa. We plan to perform the full-scale cooling
test with it in 2006.

The detailed design of the target and cooling tubes are in progress. The shape of the downstream
window is optimized for the smooth helium flow by using the CFD simulation. The mechanical pro-
totypes of the target and the cooling tubes are produced in order to confirm the machining feasibility.
(Fig.2.12) The manufacturing of the target, the graphite cooling tube with 2 mm thickness and the tita-
nium cooling tube with 0.3 mm thickness, the welding of titanium-ally, the brazing between graphite
and ti-alloy and the ceramic-coting of the titanium alloy is tested.

The design of the upstream window, the fixation method, alignment mechanism and remote main-
tenance method of the target system will be completed in 2006. We will made the prototype of the
whole target system as same as an actual equipment by the end of JFY 2006. We will perform the
helium-flow test with the prototype in 2007. The design modification to include the feedback from
full-prototype test and the production of the actual equipment will be finished by the end of JFY2007.
The installation into the 1st-horn will be done in 2008.

graphite
target
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1st Horn
Insulator
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 φ=30mm
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54

m
m
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Figure 2.11: Conceptual drawing of the target system of J-PARC ν beam line.

2.7 Horn
An electromagnetic horn system is employed to focus pions generated at the target. Figure 2.13
shows a schematic view of the horn system. It consists of three horns and will be operated with

32

Figure 3.7: Top: Conceptual drawing of the target system of J-PARC neutrino beamline. Bottom:
Cross section of the first horn and target.
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is minimum. The radiation dose due to the activation of the target is estimated at a
few Sv/h six months after a one year’s irradiation by the 750 kW beam [95].

- The Magnetic Horns: In all neutrino beams, magnetic horns are used to focus charged
hadrons that will decay into neutrinos so that the resulting neutrino beam is as narrow
as possible. By changing the polarity of the magnetic field, positively or negatively
charged mesons are selected and focused toward the decay tunnel where, depending on
their charge, neutrino or anti-neutrino beams are produced. The T2K beamline uses

Figure 2: Focusing system of the T2K beam line in the YZ projection. Charged hadrons (red)
from the production target are focused by a system of three magnetic horns before entering the
decay tunnel.

the beam is roughly given by the ratio of their life time in the laboratory before they reach the
beam dump. For simple estimates, we consider pions as the main source of muons that will
produce the νe component of the beam. The muon energy in the laboratory frame is given by
the Lorentz transformation from the pion rest frame:

Eµ = γπ(E"
µ + βπ cos θ"p"

µ)

so that on average < Eµ >= γπE
"
µ and the ratio of the pion to muon gamma factors is:

γπ

γµ
≈ mµ

E"
µ

= mµ
2mπ

m2
π + m2

µ

= 0.96

which leads to a life time ratio in the laboratory of:

γπτπ

γµτµ
≈ 0.96 × τπ

τµ
= 1.14 × 10−2

A beam simulation like that of JNUBEAM is then expected to predict an integrated νe beam
component of the order of 1% of the main νµ component. Other contributions to the νe

component like that of the kaon three-body decay can also be roughly estimated. Assuming
a rate of about 10% that of pions for charged kaons at T2K energies and a branching ratio of
about 5% (see Table 2.2.2) this would account for an additional 0.1 × 0.05 = 0.5%. However,
such a contribution, like also that of the pion decay to electron and neutrino, are too low to be
precisely calculated from back-of-envelope estimates. The estimated 1% for the νe component

6

Figure 3.8: Top:Focusing system of the T2K beam line in the YZ projection. Charged hadrons (red)
from the production target are focused by a system of three magnetic horns before entering the decay
tunnel. Bottom: Principle of a magnetic horn.

3 horns. Each magnetic horn consists of two coaxial (inner and outer) conductors,
which encompass a closed volume [96, 97] (see Fig. 3.8). A toroidal magnetic field is
generated by a very intense current.

When the horn is run with an operation current of 320 kA, the maximum field is
2.1 T and the neutrino flux at Super-Kamiokande is increased by a factor of ∼16
(compared to horns at 0 kA) at the spectrum peak energy (∼0.6 GeV). The data
analyzed in this thesis is obtained with horns running at 250 kA3.

The horns are optimized to maximize the neutrino flux; the inside diameter is as
small as possible to achieve the maximum magnetic field, and the conductor is as

3The data taken in 2012 has been split into two runs. The first part of data that has been used for the oscillation
analysis at the far detector shown in June 2012 has been obtained with horn currents of 200 kA because of power
supply failure. For the second run, the problem has been fixed and the data has been taken with horns with the
same current as in 2011 and 2010.
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thin as possible to minimize pion absorption while still being tolerant of the Lorentz
force, created from the horn current, the magnetic field, and the thermal shock from
the beam.

The first horn collects the pions, which are generated at the target installed in its
inner conductor. The second and third horns focus the pions. The diameters, length
and width dimensions of the horns are listed in Table 3.1.

Table 3.1: The horns dimensions.

horn 1 horn 2 horn 3

Inner diameter 5.4 cm 8 cm 14 cm
Inner conductor thickness 3 mm 3 mm 3 mm

Outside diameter 0.4 m 1 m 1.4 m
Length 1.5 m 2 m 2.5 m

• The decay volume is a ∼96 m long steel tunnel. It is filled with Helium in which the
secondary hadrons, mainly pions, decay into muons and muon neutrinos. The walls are
made of iron plates equipped with a water cooling circuit to remove the heat load by
secondary particles. The entire tunnel is surrounded by 6 meters of concrete to shield
the radiation (see Fig. 3.6). Its vertical dimension is made so that the neutrino beam
direction can be off-axis by an angle between 2o and 3o. The length of the tunnel has been
chosen long enough to have as many muon neutrino as possible but short enough to avoid
as possible the decay of the muon into νe and ν̄µ. All the hadrons, as well as muons below
∼5 GeV/c, are stopped by the beam dump at the end of the tunnel.

• The beam dump sits at the end of the decay volume. The beam dump’s core is made
of 75 tons of graphite (1.7 g/cm3), and is 3.174 m long, 1.94 m wide and 4.69 m high.
It is contained in the helium vessel. Fifteen iron plates are placed outside the vessel and
two inside, at the downstream end of the graphite core, to give a total iron thickness of
2.40 m. The neutrinos pass through the beam dump and are used for physics experiments.
Any muons above ∼5 GeV/c that also pass through the beam dump are monitored to
characterize the neutrino beam.

The Muon Monitor Detectors and Emulsion Trackers

The neutrino beam intensity and direction can be monitored on a bunch-by-bunch basis by
measuring the profile distribution of muons. Since the muons are produced from the same
parent particles as the neutrinos, the measurement of their properties also provides information
about the neutrino beam. To reduce systematic uncertainties and assure the measurement at
Super-Kamiokande, it is necessary to control the beam direction.

This is achieved by the muon monitor [98, 99] that is designed to measure the neutrino beam
direction with a precision better than 0.25 mrad4 and to monitor the stability of the neutrino
beam intensity with a precision better than 3%.

4 Actually, in order to have δ(∆m) ≡ 10−4 eV 2 [100], the precision on the neutrino beam direction has to be
much better than 1 mrad.
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The muon monitor is located just behind the beam dump. It consists of two types of detector
arrays:

• Ionization chambers at 117.5 m from the target
It is a simple device to monitor the beam for a long run period and it is also suitable to
cover the large area of the beam profile. It has a slow response and a weak signal over the
unknown background coming from the beam dump.

• Silicon PIN photodiodes at 118.7 m from the target
They are used to overcome slow response and weak signals of the ionization chambers.
They have a fast response and are less sensitive to the background because of the large
and fast signal. Problems for the semiconductor may arise from the long term stability
due to radiation damages.

A detector made of nuclear emulsion films is installed downstream the muon monitor. It is
composed of two types of modules made to measure the flux and the momentum of the muons
respectively. The flux is measured with a systematic uncertainty of 2%. The other module can
measure the momentum of each particle by multiple Coulomb scattering with a precision of 28%
at a muon energy of 2 GeV/c [101, 102].

3.1.3 The flux

The T2K beamline is simulated by the JNUBEAM code developed by the T2K collaborators.
It has been developed and used to optimize the conception of the T2K target, horns and decay
tunnel. JNUBEAM is also used to simulate the characteristics of the proton beam and the
hadrons production cross sections.

The primary interaction of the 30 GeV proton with the graphite target is simulated based on
NA61/SHINE [103, 104, 105] data, which fully covers the kinematic region of interest for T2K
(see Fig.3.9).
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Figure 3.9: Left: The prediction from the T2K beam simulation: the {p, θ} distribution for π+ weighted
by the probability that their decay produces a muon neutrino passing through the SK detector. Right:
Fraction of accepted particles as a function of momentum and polar angle, after the track acceptance
cuts and ToF-F acceptance cut. The first polar angle bin, [0,20] mrad, is fully covered by accepted
particles up to 7.6 GeV/c. [105].

The hadronic interactions inside the target are simulated by FLUKA [106]. The particle trans-
port is based on GEANT 3.21 [107]. The interactions outside the target are simulated using
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GEANT3/GCALOR [108] with the interaction cross sections tuned to experimental data. The
secondaries and any un-interacted protons are tracked until they decay into neutrinos or are
stopped at the beam dump. The particles considered in JNUBEAM as neutrino source and
their decay are listed in Table 3.2.

Table 3.2: Neutrino-producing decay modes considered in JNUBEAM and their branching ratio in
percentage. Decay modes for ν̄µ and ν̄e are omitted in this table. The π− and K− modes are charge
conjugates of the π+ and K+ modes, respectively [109].

π+ K+ K0
L µ+ µ−

νµ µ+νµ µ+νµ, π0µ+νµ π−µ+νµ e−νµν̄e
% 99.9877 63.55, 3.353 27.04 100

νe e+νe π0e+νe π−e+νe e+ν̄µνe
% 1.23× 10−4 5.07 40.55 100

The beam νe background at SK mainly comes from the secondary π+ via the following decay
chains: π+ → µ+νµ, µ+ → e+ν̄µνe. Secondary K+ and K0

L are also important for the estimation
of the beam νe background.

The trajectories of neutrinos are extrapolated to the near and far detectors, providing the
predicted fluxes and energy spectra at both detector sites (see Fig. 3.10).
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Figure 3.10: The ND280 and SK flux prediction for all flavors integrated over Runs 1 and 2 with POT
weighting. Normalized to 1021 POT.

The NA61/SHINE measurements have allowed the decrease of the systematic errors due to the
flux for the current analysis presented in this thesis. For the 2010a analysis, the uncertainty on
the neutrino flux was as large as 20% [110]. Because of the latest kaon cross section production
released in 2011 by the NA61 collaboration based on the data they have taken in 2007, the
uncertainty is now reduced down to 10 %.

NA61/SHINE (SPS Heavy Ion and Neutrino Experiment)

The NA61/SHINE experiment at the CERN SPS pursues a rich physics program in various
fields [103]. The purpose of the NA61/SHINE measurements for T2K is to provide precise
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hadron production measurements at exactly the proton extraction energy of the MR, namely 30
GeV kinetic energy.

The setup of the detector is shown in Fig. 3.11. The main components of the current detector
were constructed and used by the NA49 collaboration [111]. It is a large acceptance hadrons
spectrometer. A set of scintillation and Cherenkov counters as well as beam position detec-
tors (BPDs) upstream of the spectrometer provide timing reference, identification and position
measurements of the incoming beam particles. The main tracking devices are large volume
Time Projection Chambers (TPCs). Two of them, the vertex TPCs (VTPC-1 and VTPC-2
in Fig. 3.11), are located in a free gap of 100 cm between the upper and lower coils of the
two superconducting dipole magnets. Two large TPCs (MTPC-L and MTPC-R) are placed
downstream of the magnets symmetrically to the beamline. The particle identification capa-
bility of the TPCs based on measurements of the specific energy loss, dE/dx, is augmented by
time-of-flight measurements using Time-of-Flight (ToF) detectors.
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Figure 3.11: The layout of the NA61/SHINE experiment at the CERN SPS (top view, not to scale).
The chosen right-handed coordinate system is shown on the plot. The incoming beam direction is along
the z axis. The magnetic field bends charged particle trajectories in the x− z (horizontal) plane. The
drift direction in the TPCs is along the y (vertical) axis[105].

Presently, the T2K neutrino beamline is set up to focus positively charged hadrons, in such a way
that it produces a νµ beam. Therefore, spectra of positively charged pions constitute directly
an essential ingredient in the T2K neutrino flux calculation. The kinematic region of interest
for positively charged pions whose daughter muon neutrinos pass through the SK detector is
shown in Fig. 3.9.

Data were taken with a 2 cm thin carbon target (4% of nuclear interaction length) over two
run periods in 2007 and 2009. Another set of data was taken with the 90 cm long T2K replica
target.

The thin target data analysis has been finalized and results presented as double-differential ( d
2n

dpdθ )
cross-sections [105]. These cross sections will partly constrain the neutrino flux prediction, while
the simulation of secondary interactions will still require some tuning.

The systematic errors on the pion and kaon multiplicity is about 5% for the 2012 analysis
compared to 10% for the 2010a. The complete list of systematic error and their uncertainties
are given in Chapter 6.
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These uncertainties should be reduced with the future NA61 analysis of 2009 thin target and long
target data. Fits to other data using parameterized models may also decrease the uncertainties
[110].

3.2 The T2K detectors

The T2K detectors are divided into the far detector, Super-Kamiokande, and the near detectors
280m away from the target. While the far detector goal is to measure the effect of neutrino
oscillations, the near detectors measure the intrinsic properties of the neutrino beam such as its
composition and the neutrino cross sections.

3.3 The Far Detector: Super-Kamiokande (SK)

3.3.1 Overview

SK is the largest land-based water Cherenkov detector in the world and is located 295 km west of
the beam source where it is used to sample the beam’s flavor composition and look for νµ → νe
appearance and νµ disappearance. Built 1 km deep within the center of Mt. Ikenoyama, SK is
a cylindrical cavern filled with 50 kton of pure water within which the detector’s roughly 13,000
photomultiplier tubes (PMTs) image neutrino interactions.

SK has been running since 1996 and has produced data for a number of well-known results
that include world-leading limits on the proton lifetime [112, 113, 114] and the measurement of
flavor oscillations in atmospheric, solar and accelerator-produced neutrinos [12, 115, 116, 117,
118]. Over this time there have been four running periods: SK-I, SK-II, SK-III, and SK-IV. The
latest period, SK-IV, is still in progress and features upgraded PMT readout electronics. SK-IV
is also the period in which the T2K experiment takes place.

Because of the detector’s long-running operation, the SK behavior is well understood. The
calibration of the energy scale is known to the percent level, and the software for modeling
events in the detector matches calibration samples to the percent level as well.

Description

The geometry of the SK detector consists of two major volumes, an inner and an outer detector
which are separated by a cylindrical stainless steel structure. Fig. 3.12 gives a schematic view
of the SK detector geometry.

• The inner detector (ID): is a cylindrical shell 33.8 m in diameter and 36.2 m in height
which currently houses along its inner walls 11,129 inward-facing 50 cm diameter PMTs,
representing 40% of surface coverage.

• The outer detector (OD): is a cylindrical space about 2 m thick radially and on the axis at
both ends. It contains along its inner walls 1,885 outward-facing 20 cm diameter PMTs.
It is only sparsely instrumented but with PMTs capable of 100% rejection efficiency of
cosmic ray muon backgrounds.
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The ID and OD boundaries are defined by a cylindrical structure about 50 cm wide. This
structure consists of a stainless steel scaffold covered by plastic sheets which serve to optically
separate the ID and OD. The wall facing into the ID is lined with a black sheet of plastic meant
to absorb light and minimize the number of photons which either scatter off of the ID wall back
into the ID volume, or pass through from the ID to the OD (see Fig. 3.12).

Figure 3.12: Diagram of the Super-Kamiokande Detector. The detector is mainly comprised of two
segments, the inner and outer detectors. The boundary between the two segments is defined by a
cylindrical scaffold used to mount photomultiplier tubes and optically separate the segments. The
figure comes from [119].

Principle

Neutrino interactions often produce charged particles which, if above an energy threshold, pro-
duce a cone of Cherenkov photons as they go through the water. When the photons reach the
PMTs on the detector walls they produce a ring-shaped hit pattern which is used to extract
information about the interaction such as the event vertex position and momentum of product
particles. Fig. 3.13 shows an example of muon ring at the far detector.

Strategy

The goal of the far detector is to measure the flavor composition of the T2K neutrino beam at
SK, and thereby observe the oscillation of νµ to either νe or ντ as a function of the reconstructed
energy of the neutrinos. To do so, the primary strategy consists in counting charged current
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Figure 3.13: Example of muon ring at the SK detector.

quasi-elastic (CCQE) interactions for muon and electron neutrinos via the observation of the
produced leptons of their respective flavor. Muons, counted to measure νµ disappearance, are
resilient to changes in their momentum due to their relatively large mass. As a result, muons
that travel through the detector produce a well-defined cone of Cherenkov radiation which leads
to a clear, sharp ring of PMT hits seen on the detector wall. In contrast, electrons, used to
search for νe appearance, scatter more easily because of their smaller mass and almost always
induce electromagnetic showers at the energies relevant to SK. The result of an electron-induced
shower is a “fuzzy” ring pattern seen by the PMTs, which can be thought of as the sum of
many overlapping Cherenkov light cones. The routines in the SK event reconstruction software
[90], use this difference between sharp and fuzzy to designate whether the rings imaged in the
detector derived from muon-like or electron-like particles.

Readout system

In 2008, the SK collaboration completed an upgrade to the detector’s readout electronics [120,
121] between the data-taking periods SK-III and SK-IV. This upgrade introduced, among others,
a higher data processing rate and is capable of implementing a coincidence trigger with a beam
arrival time as in the case of the T2K experiment. A more detailed description of the electronics
can be found in [90].

For the T2K experiment, the data acquisition system was extended to trigger in time with the
beam spills produced by the J-PARC accelerator. Each beam spill is given a GPS timestamp
that is passed to the online Super-Kamiokande PCs. Each timestamp is used to define an
additional software trigger that records all the hit information in a 1 ms window around the
T2K beam arrival time. These spill events are then collected and written to disk. Later the
events are fed into offline processing which applies the usual software triggers used to search for
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neutrino events, and any candidate events found are extracted for further T2K data analysis.

3.4 The Near Detector Complex

The near detector complex is built at a distance of 280 m from the hadron production target.

The complex has two detectors:

• The on-axis detector (INGRID) (see Sec. 3.5) measures the on-axis neutrino beam
profile at the 280 m site. It consists of 7+7 identical iron/scintillator detectors, arranged
to form a “cross” configuration, and two diagonal modules positioned off the cross axes.
The center of the cross, with two overlapping modules, corresponds to the neutrino beam
center, defined as 0o with respect to the direction of the primary proton beamline.

• The off-axis detector (see Sec. 3.6) is a magnetized tracking detector. Its elements
are mainly contained inside the magnet recycled from the UA1 experiment at CERN.
Inside the upstream end of this magnet sits a π0 detector (POD) consisting of tracking
planes of scintillating bars alternating with either water target/brass foil or lead foil.
Downstream of the POD, the tracker, comprising three time projection chambers (TPCs)
and two fine grained detectors (FGDs) consisting of layers of finely segmented scintillating
bars, is designed to measure charged current interactions in the FGDs. The POD, TPCs,
and FGDs are all surrounded by an electromagnetic calorimeter (ECal) for detecting γ-
rays that do not convert in the inner detectors, while the return yoke of the magnet is
instrumented with scintillator (SMRD) to measure the ranges of muons that exit the sides
of the off-axis detector.

All detectors use the same coordinate convention: z is parallel to the nominal neutrino beam
axis, and x and y are horizontal and vertical respectively. These detectors are housed in a pit
inside the ND280 hall (see Fig. 3.14). The pit has a diameter of 17.5 m and a depth of 37 m,
and has three floors.

• B1 floor: 24 m deep and houses the off-axis detector.

• Service Stage: 33 m deep and houses the horizontal modules of INGRID and the elec-
tronics of the off-axis detector.

• B2 floor: 37 m deep and houses the bottom modules of the vertical INGRID.

The off-axis detector is located along the line between the average pion decay point and the SK
detector, at 2.5o relative to the proton beam direction, meaning an extrapolated on-axis beam
passing at about 1 m above the Service Stage. The facility design can accommodate off-axis
angles in the range of between 2.0 and 2.5°.

Off-axis and on-axis detectors make extensive use of scintillator detectors, wavelength-shifting
(WLS) fiber readout, with light from the fibers being detected by photo-sensors. The signal
coming from the scintillated light is generally multiplied by multi-anodes Photo-Multipliers
Tubes (PMTs). Although PMTs have been successfully used in other scintillator and WLS
based neutrino experiments, Multi-Pixel Photon Counter (MPPCs) have been chosen as photo-
sensor because of their ability
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Figure 3.14: ND280 detector complex. The off-axis detector and the magnet are located on the upper
level; horizontal INGRID modules are located on the level below; and the vertical INGRID modules
span the bottom two levels. Note that the magnet in this figure is open.

• to operate in the magnetic field environment of 0.2 T.

• to fit into a limited space inside the magnet.

Detailed information and the basic principles of operation of multi-pixel photodiodes can be
found in a recent review paper [122] and the references therein.

The main parameters of MPPCs are summarized in Table 3.3. The characterization of the
MPPCs’ response to scintillation light is presented in Ref. [122].

In the following, a more detail description of each detectors and sub-detectors is given.
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Table 3.3: Main parameters of the T2K MPPCs

Number of pixels 667
Active area 1.3× 1.3 mm2

Pixel size 50× 50 µm2

Operational voltage 68− 71 V
Gain ∼ 106

Photon detection efficiency at 525 nm 26− 30%
Dark rate, threshold = 0.5 p.e., T = 25 ◦C ≤ 1.35 MHz

3.5 On-axis detector (INGRID)

3.5.1 Purpose

INGRID (Interactive Neutrino GRID) is a neutrino detector centered on the neutrino beam axis.
As shown in Fig. 3.15, this on-axis detector consists of:

• 16 identical modules of scintillator and iron plate where,

- 14 modules are arranged as a cross of two identical groups along the horizontal and
vertical axis.

- 2 additional modules are located at the off-axis directions outside the main cross

• Proton Module only composed of scintillator bars.

Figure 3.15: INGRID on-axis detector.

It was designed to monitor directly the neutrino beam direction and intensity by means of
neutrino interactions in iron, with sufficient statistics to provide daily measurements at nominal
beam intensity.

The purpose of the two off-axis modules is to check the axial symmetry of the neutrino beam.

The goal of the proton module is to identify the quasi-elastic channel for comparison with Monte
Carlo simulations of beamline and neutrino interactions.
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3.5.2 The 16 modules

The INGRID modules consist of a sandwich structure of 9 iron plates5 and 11 tracking scintillator
planes as shown in Fig. 3.16. Each of the 11 tracking planes consists of 24 scintillator bars, in
the horizontal direction glued to 24 perpendicular bars. Veto scintillator planes surround them,
to reject interactions outside the module. The total iron mass serving as a neutrino target is
7.1 tons per module. The dimensions of the scintillator bars used for the tracking planes are
1.0 cm × 5.0 cm × 120.3 cm.

More details on the scintillators, fibers and photo-sensors can be found in [90].

Figure 3.16: An INGRID module. The left image shows the tracking planes (blue) and iron plates. The
right image shows veto planes (black).

3.5.3 The proton module

The Proton Module, different from the 16 standard modules, has been added in order to detect
with good efficiency the muons and the protons produced by the neutrino beam in INGRID.

It consists of scintillator planes without any iron plate and surrounded by veto planes. A different
size scintillator bar was used to improve tracking capabilities. A schematic view of the Proton
Module can be seen in Fig. 3.17. It is placed in the pit in the center of the INGRID cross
between the standard vertical and horizontal central modules.

3.5.4 Calibration

INGRID was calibrated using cosmic ray data taken on the surface and, during beam, in the
ND280 pit. The mean light yield of each channel is measured to be larger than ten photoelectrons

5In fact 10 iron plates where considered at the beginning but due to the weight of the detector only 9 have
been put.
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Figure 3.17: The Proton Module. Similar to the INGRID modules, but with finer grain scintillator and
without the iron plates.

per 1 cm of MIP tracks which satisfies our requirement. Furthermore the timing resolution of
each channel is measured to be 3.2 ns.

3.6 The off-axis detector

3.6.1 Purpose

The ND280 off-axis detector must satisfy several requirements.

• It must provide information to determine the νµ flux at the SK detector.

• The νe content of the beam must be measured as a function of neutrino energy. The beam
νe background is expected to be approximately 1% of the νµ flux and creates a significant
non-removable background for νe appearance search.

• It must measure νµ interactions such that the backgrounds to the νe appearance search
at SK can be predicted. These backgrounds are dominated by neutral current single π0

production.

• It must measure inclusive and exclusive event rates.

To meet these goals the ND280 off-axis detector must have the capability to reconstruct exclusive
event types such as νµ and νe charged current quasi-elastic, charged current inelastic, and neutral
current events, particularly neutral current single π0 events. The design of detector has been
chosen to fulfill these requirements.

The constructed off-axis detector is shown in Fig. 3.18 and consists of:
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• the P0D and the TPC/FGD sandwich (tracker), both of which are placed inside of a metal
frame container, called the “basket”

• an electromagnetic calorimeter (ECal) that surrounds the basket

• the recycled UA1/NOMAD magnet instrumented with scintillator to perform as a muon
range detector (SMRD).

Figure 3.18: An exploded view of the ND280 off-axis detector

3.6.2 The Magnet

Goal

The ND280 off-axis detector is built around the old CERN UA1/NOMAD magnet providing a
dipole magnetic field of 0.2 T, to measure momenta with good resolution and determine the sign
of charged particles produced by neutrino interactions.
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Description

The magnet consists of water-cooled aluminum coils, which create the horizontally oriented
dipole field, and a flux return yoke. The dimensions of the inner volume of the magnet are 7.0 m
× 3.5 m × 3.6 m. The external dimensions are 7.6 m × 5.6 m × 6.1 m and the total weight
of the yoke is 850 tons. The coils are made of aluminum bars with 5.45 cm × 5.45 cm square
cross sections, with a central 23 mm diameter bore for water to flow. The coils are composed of
individual “pancakes”, which are connected hydraulically in parallel and electrically in series.

It consists of two mirror-symmetric halves. The coils are split into four elements, two for each
half, and are mechanically supported by, but electrically insulated from, the return yoke. The
two half yoke pieces each consist of eight C-shaped elements, made of low-carbon steel plates,
which stand on movable carriages. Within the gaps of the magnet yokes SMRD modules are
inserted. More information about the magnet can be found in [90].

3.6.3 Side Muon Range Detector (SMRD)

Goal

The SMRD performs multiple functions:

• It records muons escaping at large angles with respect to the beam direction and measures
their momentum.

• It triggers on cosmic ray muons that enter or penetrate the ND280 detector.

• It helps identify beam-related event interactions in the surrounding cavity walls and the
iron of the magnet.

Description

The SMRD consists of a total of 440 scintillator modules, which are inserted in the 1.7 cm air
gaps between 4.8 cm thick steel plates which make up the UA1 magnet flux return yokes.

It consists of 3-6 layers of scintillator modules on the top and bottom for all yokes. Pairs of
yokes are labeled 1 through 8 from upstream to downstream.

All of the SMRD modules populate the innermost gaps so as to be able to detect particles
escaping the inner detectors.

Due to the differently sized spaces for horizontal and vertical gaps, horizontal modules are
composed of four scintillation counters and vertical modules consist of five scintillation counters.
More information on the scintillators can be found in [90].

Readout system

A 1 mm diameter Kuraray Y11 double-clad WLS fiber exits both sides of the scintillator through
a ferrule which is part of an endcap. The MPPCs are coupled to the polished WLS fiber ends
through a snap-on mechanism.
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There are 4016 MPPCs connected to a miniature printed circuit (PCB), which are free to slide
along the rails in the backside of the optical connector to allow for optimal WLS fiber and MPPC
interconnection.

The miniature PCBs couple the MPPC signals into mini-coaxial cables, which lead the signal
to the custom-designed Trip-T front-end boards (TFBs) mounted on the vertical sections of the
magnet yokes. The SMRD front-end electronics consists of 128 TFBs, which are described, in
[90] (see Fig. 3.19).

Figure 3.19: View of SMRD scintillator counter components prior to assembly.

3.6.4 Electromagnetic CALorimeter (ECal)

Goal

ecal’s main role is to complement the inner detectors in full event reconstruction through:

• the detection of photon and measurement of their energy and direction

• the detection of charged particles escaping the inner detectors and extraction of information
relevant for their identification (electron-muon-pion separation)

• the reconstruction of π0’s produced in neutrino interactions inside the inner detectors. In
the case of π0 production inside the P0D, the P0D-ECal complements the P0D reconstruc-
tion with information on escaping energy.

Description

It is a sampling electromagnetic calorimeter surrounding the inner detectors (P0D, TPCs,
FGDs). It uses layers of plastic scintillator bars as active material with lead absorber sheets be-
tween layers, and it provides nearly-hermetic coverage for all particles exiting the inner detector
volume.
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The ECal is made of 13 independent modules of three different types arranged as in Fig. 3.18:

• six Barrel-ECal modules surround the tracker volume (FGD+TPC) on its four sides par-
allel to the z (beam) axis

• one downstream module (Ds-ECal) covers the downstream exit of the tracker volume

• six P0D-ECal modules surround the P0D detector volume on its four sides parallel to the
z axis

Each module is made of consecutive layers of scintillator bars glued to a sheet of lead converter.
The Ds-ECal is located inside the basket carrying the inner subdetectors of the off-axis detector.
The other 12 ECal modules are mounted inside of the UA1 magnet.

Each ECal module was assembled from pre-made scintillator-lead layers. All ECal scintillator
bars have a 4.0 cm × 1.0 cm cross section with a 2.0 mm × 3.0 mm elliptical hole running along
their full length in the middle.

Readout system

A Kuraray 1 mm diameter double-clad Y11 WLS fiber runs along the hole in the center of each
bar as described in Sec. 3.5 for the INGRID. The light is read out at one or both ends of each
fiber with MPPCs. The MPPC signal is read out with TFB cards, which are described in [90].

3.6.5 π0 Detector (P0D)

Goal

The primary objective of the P0D is to measure the neutral current process:

νµ +N → νµ +N + π0 +X

on a water (H2O) target with the same neutrino beam flux as the one reaching SK.

Description

The planes of scintillator bars are interleaved with fillable water target bags and lead or brass
sheets. This arrangement forms a neutrino target where the P0D operates with the water
target bags filled or emptied, enabling a subtraction method to determine the water target cross
sections.

The scintillator bars provide sufficiently fine segmentation to reconstruct charged particle tracks
(muons and pions) and electromagnetic showers (electrons and photons from π0’s).

The main features of the P0D design are shown in Fig. 3.20. The central section, composed
of the “upstream water target” and “central water target”, uses alternating scintillator planes,
water bags, and brass sheets. The front and rear sections, the “upstream ECal” and “central
ECal”, use alternating scintillator planes and lead sheets. This layout improves the containment
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Figure 3.20: A schematic of the pi-zero detector. The beam is coming from the left and going right.
Insets show details of the Water Target super-P0Dule layers and Central ECal layers.

of electromagnetic showers and provides a veto region before and after the water target region
to provide effective rejection of particles entering from interactions outside the P0D.

There are a total of 40 scintillator modules in the P0D. Each P0D module has two perpendicular
arrays of triangular scintillator bars. There are 134 vertical bars and 126 horizontal bars in each
module.

Readout system

Each bar has a single hole filled with a WLS fiber (Kuraray double-clad Y11 of 1 mm diameter).
Each fiber is mirrored on one end and the other end is optically read out using a MPPC. Each
photo-detector is read out with TFB electronics, which are described in [90].

Calibration

The detector was calibrated with minimum ionizing particles from cosmic ray muons.

An average of 19 photoelectrons was obtained for the scintillator plane and 38 photoelectrons
per x/y layer. The average attenuation of the pulse height in the scintillator bars from opposite
ends is approximately 30%.

The internal alignment of scintillator bars was checked using through-going muons with the
magnet field off, and was determined to be approximately 3 mm.
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3.6.6 Fine Grained Detectors (FGDs)

Goal

The FGDs have two functions. They constitute, firstly, a target for neutrino interactions and,
secondly, provide tracking of charged particles.

Description

There are two FGDs in the inner part of the near detector. While one is only composed of
scintillator the second one also contains water target. Because of this difference they can provide
different target mass for neutrino interactions complementary to the P0D cross section. Each
FGD (see Fig. 3.21) has outer dimensions of 2300 mm × 2400 mm × 365 mm (width × height
× depth in beam direction), and contains 1.1 tons of target material. In the analysis presented
in this thesis, only the first FGD will be used as target, the second one being used as tracking
detector.

The FGDs are constructed from 9.61 mm × 9.61 mm × 1864.3 mm bars of extruded polystyrene
scintillator, which are oriented perpendicular to the beam in either the x or y direction.

Figure 3.21: View of an FGD with the front cover removed. XY scintillator modules (green) hang
perpendicular to the direction of the neutrino beam. Along the top, six mini-crates with electronics
can be seen without their cooling lines, while on the right side the cooling lids covering the mini-crates
are shown.

The first FGD consists of 5,760 scintillator bars, arranged into 30 layers of 192 bars each, with
each layer oriented alternatingly in the x and y directions perpendicular to the neutrino beam.
The scintillator provides the target mass for neutrino interactions, and having alternating x
and y layers of fine grained bars allows for tracking of charged particles produced in those
interactions. An “XY module” consists of one layer of 192 scintillator bars in the horizontal
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direction glued to 192 perpendicular bars in the vertical direction, with thin G106 sheets glued
to the outer surfaces to add structural stability.

The second FGD is a water-rich detector consisting of seven XY modules of plastic scintillator
alternating with six 2.5 cm thick layers of water (for a total of 2,688 active scintillator bars
and 15 cm total thickness of water). These layers are made from sheets of thin-walled hollow
corrugated polycarbonate, 2.5 cm thick, whose ends have been sealed with HE 1908 polyurethane
sealant. The modules are then filled with water to provide a layer of water target. The water is
maintained under sub-atmospheric pressure by a vacuum pump system so that if a leak develops
the system will suck air into the modules rather than spilling water inside the FGD. Comparing
the interaction rates in the two FGDs permits separate determination of cross sections on carbon
and on water.

Readout System

Each FGD is contained in a light-tight dark box that contains the scintillator, fibers, and photo-
sensors, while the FGD electronics are mounted in mini-crates around the outside of the dark
box. Each scintillator bar has a reflective coating containing TiO2 and a WLS fiber going down
a hole in its center. One end of each fiber is mirrored by vacuum deposition of aluminum, while
the other end is attached to an MPPC and associated electronics, which digitize the light signal
produced by scintillation inside the bar. The front-end boards use the “AFTER” ASIC, which
are described in [90], to shape and digitize high and low attenuation copies of the photo-sensor
signals at 50 MHz. The FGD’s front-end electronics resides in 24 mini-crates. Each mini-crate
contains four front-end boards and one crate master board (CMB), and can read out 240 photo-
sensors. Data from each crate is read out over optical fiber links to data concentrator cards
(DCCs) located outside of the magnet. Slow control systems use a separate data and power bus
for redundancy.

3.6.7 Time Projection Chambers (TPCs)

Goal

The TPCs perform three key functions in the near detector:

• 3-dimensional reconstruction of charged particle crossing the detector

• measurement of the momentum of the charged particle since they operate in a magnetic
field

• particle identification using the amount of ionization left by each particle combined with
the measured momentum.

These three functions allow to select high purity samples of different types of neutrino inter-
actions, compute event rates as a function of neutrino energy for the neutrino beam prior to
oscillation and determine the relative abundance of electron neutrinos in the beam.

6G10 is a thermosetting industrial laminate consisting of a continuous filament glass cloth material with an
epoxy resin binder [123].
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Description

There are three TPCs installed inside the magnet. Each TPC consists of an inner box that
holds an argon-based drift gas, contained within an outer box that holds CO2 as an insulating
gas. The inner (outer) walls are made from composite panels with copper-clad G10 (aluminum)
skins. The inner box panels were precisely machined to form an 11.5 mm pitch copper strip
pattern. The TPCs are separated into two sides by a central cathode. The voltage on each strips
and on the cathode is set in order to have an uniform electric field in the active drift volume
of the TPC, roughly aligned with the magnetic field provided by the near detector magnet. A
simplified drawing of the TPC design is shown in Fig. 3.22.
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Figure 3.22: Simplified cut-away drawing showing the main aspects of the TPC design. The outer
dimensions of the TPC are approximately 2.3 m × 2.4 m × 1.0 m.

At each side of the TPCs, 12 micromegas (micro-mesh gas detector) modules are arranged in
two vertical columns that are offset so that the small inactive regions between modules are not
aligned. The role of the micromegas is to amplify the signal created by the charged particles
when passing through the TPCs. When charged particles pass through a TPC, they ionize the
gas. The electrons released via this process drift away from the cathode toward the readout
planes (anode), where they are multiplied with the micromegas (see Chapter 4).

The micromegas anode is segmented into pads of 7.0 mm × 9.8 mm (vertical × horizontal)
allowing 3D track reconstruction of the traversing charged particle, where the x coordinate is
given by the arrival time of the signal and the y and z by the pattern on the pad plane.

Readout System

Over each micromegas, blind vias are used to route connections between the readout pads and
connectors on the back side of the micromegas printed circuit boards. Six front-end electronics
cards (FEC), each using four custom ASICs called “AFTER”, plug into the connectors and
sample and digitize signals from the 1728 pads (see Fig.3.23). Each AFTER ASIC shapes the
signals and buffers 72 pad signals into 511 time-bin switched capacitor arrays. The six front-
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Figure 3.23: Front-end card (FEC).

end cards connect to a single front-end mezzanine card that aggregates the data, performs zero
suppression, and sends the remaining data off detector over a 2 Gb/s optical link. Then 18 Data
Concentrator Card (DCC) connected via an Ethernet switch is used to collect the data into a
standard PC linked to the global data acquisition system of the experiment [124].

Gas System

The gas system was designed to maintain a stable mixture in the inner volume, a constant
positive pressure with respect to the outer volume, and a constant pressure between the outer
volume and the atmosphere. The inner gas mixture, Ar:CF4:iC4H10 (95:3:2) was chosen for its
low diffusion, and good performance with micromegas chambers. Each of the three TPC volumes
contains 3000 liters, and each of the three gap volumes contains 3300 liters. The TPC gas system
was designed for an operating flow of 10 L/min/TPC (30 L/min total flow), corresponding to
five TPC-volume flushes per day. To reduce gas operating costs, the system was designed to
purify and recycle roughly 90% of the TPC exhaust gas.

Calibration

Each micromegas used in the TPCs have been tested, at CERN, to provide energy calibration
(see Chapter 4). Once the micromegas are installed in the TPC other source of distortions
due to the magnetic field can appear. In order to measure distortions in the electron drift
due to inhomogeneous and misaligned electric and magnetic fields in the TPCs, an additional
photoelectron calibration system is implemented and produces a control pattern of electrons on
the central cathode.

A pattern of thin aluminum discs, 8 mm in diameter, with two additional strips, 4 mm wide,
are glued to the copper surface of the cathode. The electrons are released from the aluminum
but not the copper by the use of a laser emitting a 266 nm light transported via quartz fibers
to small optical packages embedded in the inner TPC frames that defocus the light onto the
cathode. The displacement of the electrons gives the spatial distortions.

During the data taking, laser data are taken permanently in order to provide information on
the changes in the drift velocity. A monitoring chamber connected to the same gas distribution
provides also additional information on the drift velocity as well as signal attenuation. Cosmics
can also give good complementary information on signal attenuation.
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Performance

Since late 2009, the 3 TPCs have been in place within the off-axis near detector for the T2K
experiment. Neutrino, cosmic ray, and calibration events have been recorded and processed.
Until now, the readout system has shown to be very stable with only one failure from the
beginning of the data taking. The temperature on the cards has shown very small variations
between 24o and 26o while the gain has been observed stable at a level of 10%, the variations
have been mostly due to gas density variation, primarily due to atmospheric pressure. This
effect is taken into account in the calibration process. After calibration, the remaining variation
is below 1%.

In addition to these basic performances, the reconstruction of the tracks has shown good tracking
performance with a spatial resolution sufficient to achieve the 10% p⊥/(GeV/c) momentum
resolution goal (as shown in Fig. 3.24). The spatial resolution is estimated by comparing the

Figure 26: Spatial resolution as function of the tangent of
the angle away from the horizontal plane for all drift dis-
tances and number of pads per cluster. Black points (con-
tinuous line) show the results computed from data and
grey points (dashed line) show the results from simula-
tions.

8. Conclusion

Over the period between 2005-2009, the T2K
near detector TPCs and its subsystems were de-
signed, constructed, operated in TRIUMF test-
beam, transported to JPARC, installed and
brought into operation. Prior to the construc-
tion, prototypes of the TPCs and subsystems had
been built for verification of design and perfor-
mance. The TPCs were ready for the first physics
data taking of the T2K experiment in 2010, and
the spatial and energy loss resolution goals have
been achieved. In the years to come, the TPCs
and the near detector tracker will make impor-
tant contributions to detailed studies of neutrino
interactions and the understanding of neutrino os-
cillations.
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Figure 3.24: Left: Momentum resolution for a single TPC is shown as a function of momentum perpen-
dicular to the magnetic field as predicted by the Monte Carlo simulation of muons generated with the
standard neutrino event generator of T2K. The tracks are selected to cross at least 50 out of the 72 pad
columns of the TPC volume. The dashed lines represents the momentum resolution goal. Right: Each
point shows measurements by a single TPC of the energy loss and momentum of negatively charged
particles produced in neutrino interactions. The expected relationships for muons, positrons, protons,
and pions are shown by the curves.

transverse coordinate resulting from the global track fit to the one obtained with information
from a single column of pads. The resolution is found to be typically 0.7 mm per column, in line
with expectations, and degrades with increasing track angle with respect to the beam direction
due to the ionization fluctuations along the track.

Particle identification (PID) also works well and Fig. 3.24 demonstrates the TPC particle iden-
tification capability by comparing energy loss and momentum for positively charged particles
recorded during the first T2K physics run. The resolution of deposited energy obtained is about
7.8% for minimum ionizing particles, better than the design requirement of 10%.

3.7 Summary

The T2K experiment has been designed to measure specifically the appearance of electron neu-
trinos and to provide a more precise measurement of the muon disappearance. For that purpose,
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an off-axis beam is used so that the peak energy is at 0.6 GeV corresponding to the first maxi-
mum at the far detector. The far detector is the Super-Kamiokande world’s largest Cherenkov
detector, already used to study solar and atmospheric neutrino oscillations.

The neutrino beam as well as the near detector have been built in the scope of the T2K experi-
ment, and the first physic data was taken at the near detector in January 2010.

The neutrino beam is produced by accelerating protons that hit a graphite target producting
hadrons, which are then focused to a decay volume where they decay into neutrinos. To decrease
the systematic error on the neutrino flux, the NA61/SHINE experiment has been taking data
with graphite target and same kinetic energy beam protons. This experiment is suitable to
measure various cross sections as pions and kaons production that are the main sources of
neutrinos. This data decreases the systematic uncertainty on the neutrino flux from 20 % to 10
% in the 2012 analysis.

The near detector complex contains an on-axis and an off-axis detector. While the on-axis
detector measures mainly the neutrino beam profile, the off-axis detector constrain the νµ flux
and cross section at the far detector via the neutrino event rate measurement at the near
detector. It also provides the νe content of the beam and the possibility of several cross section
measurements.

The off-axis detector is the principal detector used in this analysis to provide the muon neutrino
CC-inclusive cross section. For that measurement, FGDs and TPCs are the main tracking
detectors used. While the FGDs provide the carbon target, the use of the TPCs together with
the magnetic field provides the particle identification, the measurement of the charge and the
momentum of the track.

The signal coming from the charged particle in the TPCs is multiplied via micromegas that have
been tested in Geneva as explained in more details in the next chapter.
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Chapter 4

Tests and validation of the TPC
readout

In 2006, micromegas (Micro-MEsh Gaseous Structure) have been chosen to amplify the signal
of ionizing particles. For practical reasons, a modularity of 12 micromegas on each side of the
TPCs was chosen. About 100 micromegas have been tested at CERN between 2007 and 2009,
and 72 are installed currently on the three TPCs of the near detector. The TPCs should follow
several requirements that are directly related to the micromegas such as:

• small dead areas in order to obtain good reconstruction of tracks

• good planarity of the detection surface, better than 150 µm, to minimize drift electric field
distortions near the micro-mesh.

• very good gas gain uniformity at the level of a few %, in order to have a good particle
identification.

The micromegas were constructed at CERN and were built using a particular technique suited
for compact and robust low mass detectors [125]. This technique provides an excellent solution
to minimize unavoidable dead areas on the edges of a module and allows large detection areas
with excellent gas gain uniformity.

In this chapter, I describe the main properties of the micromegas used for T2K. In particular,
I review the principle of a micromegas and describe the test bench built at the university of
Geneva to scan each micromegas and store the data for energy calibration. At the end of the
chapter, the test bench results are presented.

4.1 Micromegas

A micromegas detector[126] is a double gap chamber. It consists of a conversion gap (or drift
region) and a narrow amplification gap. Both gaps are separated by a conducting micro-mesh.
The conversion region contains the drift cathode, while the amplification region contains the
anode readout structure underneath. In the following, I call micromegas module the device
containing the amplification gap and its readout structure. A schematic view of a micromegas
module is given in Fig. 4.1.
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Figure 4.1: Schematic view of the beginning of the micromegas module

The micromegas module technique consists in laminating a woven micro-mesh on a Printed
Circuit Board (PCB) covered by photoimageable film. At the end of the process, the micro-
mesh is sandwiched between two layers of the same insulating material. The detector then
undergoes UV exposure with an appropriate mask, followed by chemical developments where
most of the insulating material is removed, creating this way the amplification gap.

The micro-mesh is made of a thin metallic micro-mesh with a hole-pitch smaller than 50 µm.
The anode readout structure is the PCB with a pad pattern, in the case of the T2K experiment.

The pad plane is made of 36 × 48 = 1728 pads with dimensions of 6.9 × 9.7 mm2. The micro-
mesh is held in place by a 2 mm coverlay border and by regularly distributed insulating pillars
to keep constant the micro-mesh-anode distance and to obtain a uniform electric field in the
amplification gap. The pillars, 12 per pad, are cylindrical with a diameter of 0.4 mm.

Figure 4.2: Left: Pad plane of the micromegas module. Right: Bottom part of a micromegas module.
We can see the printed circuit that will be connected to the electronic device.

The micro-mesh and the PCB of a T2K micromegas module is shown in Fig. 4.2, where the
dimensions are indicated.

The micromegas module is inserted at the front-end of a chamber with a cathode implemented
at the other side. The role of the micromegas module is to multiply the signal due to an ionizing
particle entering the chamber. When an ionizing particle enters the chamber, electrons are
released in the conversion gap. The electrons drift to the micro-mesh because of the potential
difference between the cathode and the micro-mesh. They are then multiplied in the high field
region of the amplification gap (see Fig. 4.3).
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Figure 4.3: Micromegas principle. HV1 and HV2 are set to -350 V and -1150 V in our case.

In the amplification gap, the primary electrons are accelerated until they have enough energy
to unbound electrons, that are again accelerated. This creates an avalanche process in the
amplification gap that will ceased once the electrons are collected at the anode (pad plane).
The anode is generally at ground potential. The multiplication factor is called gain and it can
be different from one pad to another.

The drift field in this region is about 27 kV/cm, for a micro-mesh-anode distance of 128 µm.

4.2 The Test Bench

The test bench has been built to calibrate the 104 micromegas modules done for the T2K
experiment. It consists of a drift chamber with a micromegas module implemented on one side
and a cathode on the other side. The chamber is held vertically and mounted on a support
structure in front of x-y stages. The x-y stages are used to move a strong 55Fe source behind the
cathode over each pad during the calibration. Two other weak sources of iron are fixed behind
the cathode for a stability control in time. In order to maximize the gain the box is filled with
Ar:CF4:iC4H16 (95:3:2). The volume of the test box was about 8 litres, filled with a 10 l/h flow
of the T2K gas mixture. The box was permanently flushed and maintained with a pressure of
1 mb over the atmospheric pressure. To ensure a better testing efficiency, two chambers have
been made. While one was under scanning, the other was flushed so that a good gas quality
is achieved. Temperature, pressure, and micro-mesh current have been monitored during the
complete time of the calibration. The duration of each scan was typically 6 hours for about 1000
recorded events per pad. The test bench facility allowed to calibrate and test up to 5 modules
per week.

The electronic device was cooled constantly allowing testing without interruption. The labora-
tory at CERN is shown in Fig. 4.4 where we can see the various elements composing the test
bench.
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Figure 4.4: Overview of the Test Bench at CERN.

4.2.1 The Test Box

The calibration box design depends on several mechanical and electrostatic parameters. It must
be gas tight and easy to use since 104 micromegas modules had to be calibrated. From the
electrostatic point of view, uniform field lines above the pad plane is required to guarantee a
good calibration. This last constraint implies accurate dimensions and adequate choice of the
materials. Electrostatic simulation studies have been made before building the box to ensure
that a good calibration is possible[127].

A shield surrounding the micromegas active area is necessary to get uniform field lines. This
shield is made of a single G10 frame which is copper coated on both sides. The top copper
layer is set at the same potential as the mesh, while the bottom layer is grounded. Besides, a
strip is implemented over the walls of the box to suppress field distortions due to the aluminum
support. The cathode is an aluminum coated Mylar foil fixed over a frame in G10 and protected
by a grid. The potential on the cathode and the strip are set in order to have a drift field of
200 V/cm. The values and the settings are shown in Fig. 4.5. On the other side of the grid
an aluminum coated Mylar has been put to avoid charge accumulation on the unpolished G10
grid surface. Without this Mylar, we observed an increasing number of sparks (current drops)
in time.

4.2.2 The sources

Three 55Fe sources are used during the micromegas tests. The strong source has an activity of
185 MBq, and the two weak sources an activity of 37 MBq. The activity of the source has been
chosen to allow a reasonable time measurement and small pile up.

For the strong source, a collimator with three positions is used (see Fig. 4.6):

Lcoll = 8 cm, 1.5 cm, 0.5 cm. (4.1)
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Figure 4.5: Top: Schematic view of the test box. Bottom:Picture of the interior of the chamber.

The collimator is a tube that has a hole with a radius of rs = 2.5 mm. For a better collimation,
the exit hole is slightly closed with aluminum so that the hole at the end of the tube has a radius
of rt = 1.1 mm. The RMS of the spot on the pad plane was calculated to be of 0.7 cm, which is
smaller than the radius of a pad [127]. Therefore, the lower collimation was considered enough
(l = 0.5 cm) for the calibration test. The highest collimation (l = 8 cm) was used to study the
pad response function of a micromegas module [127]. The medium collimation (l = 1.5 cm) has
finally not been used.

The two weak sources are placed on two corners of the box as shown in Fig. 4.6. They are imple-
mented with a lower collimation than the strong source so that a few pads are fully illuminated
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but on a well-defined area.

sources

Figure 4.6: Left: Side view of the micromegas test bench setup, with the various source positions. Top
Right: Collimator of the strong source. Bottom Right: Storage box of the sources.

Principle

The 55Fe decays into 55Mn by electron capture: 55Fe + e− →55 Mn∗ + νe. The process of
electron capture leaves a vacancy in an electron shell that is then filled immediately by electrons
from higher levels cascading down. The difference in energy is released by emiting X-rays or
Auger electrons1. In this process, photons of 5.9 keV are emitted with a probability of 24.4%
and others with an energy of 6.49 keV (probability of 2.86%). Hence, 55Fe source emits X-rays
with a probability of 27.3%.

The X-rays exiting the iron source interacts with different material and their number is slightly
attenuated when they reach the interior of the box. There, they ionize the gas by photoelectric
effect, these electrons are then drifted to the amplification region where they are multiplied as
explained in Sec.4.1.

The photoelectric effect with the electrons on the K-shell can be followed by two kinds of emission
in addition to the photo-electron of 3.694 keV. They are followed in 13.5% of the cases by an
escaping photon and an Auger electron of 0.203 keV. This will deposit a total energy of 2.897
keV and is called escape peak of argon. Secondly, they are followed at 86.5% of the cases by
Auger cascades [128] resulting in three main lines at 3.066, 3.027 and 3.126 keV with relative
intensity of 0.75, 0.15 and 0.10 [129]. In this case, the total energy deposits is the total energy
of the Auger electrons and the photon-electrons, which is in average 5.75 keV. In conclusion, we
expect two energy peaks as the result of the emission of the X-rays.

1The Auger electrons are the electrons that have absorbed the released energy and ejected from the atom
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Security

X-rays emitted by the source are not considered dangerous, as they affect only the dead layer
of the skin. Hence a very thin layer of material, even air, stops the core of the radiation. For
example, the mean free path is around 33 cm in air and 2 cm in argon [127, 129]

When the source were not used they were placed in the storage box (see Fig. 4.6). People
handling the sources had to carry a film badge and ring dosimeter. A strong source support has
been made to give an easy manipulation for the user.

4.2.3 The Gas system

The gas system has been designed in order to test one micromegas module while another one is
flushed. It must also ensure a constant over-pressure inside the box to prevent air contamination.
With air contamination the gain of the micromegas modules would decrease considerably. The
circuit must also protect the chamber from a too big over-pressure that can destroy the box.
Therefore, pressure regulators, at the exit of the bottle and before entering the flow meters,
have been placed so that a maximal pressure of 100 mb is allowed at this point. Two bubblers
have been implemented in both systems. While one must ensure a 1 mb over-pressure (B2 or
B4 in Fig. 4.7), the others have an emergency role, in the case too much pressure is circulating.
The pressure gauges give an accurate measurement of the pressure inside the box. The valves,
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Figure 4.7: Schematic view of the test box
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called v1, v2, v3,v5, v6 and v7 in Fig. 4.7, are installed in order to switch the boxes without
contaminating the circuit.

The v4 valve allows the digital pressure monitoring during the tests. At the end of the circuit,
the small pipes reach two manifolds where a bigger pipe carry the gas to the outside.

4.2.4 The electronic readout

To be as close as the running conditions of the TPCs, the same electronic cards and cooling
system has been used for the test bench. Hence six front-end electronic cards (FEC), each
containing 4 application specific integrated circuit (ASIC) chips called AFTER. A single front-
end mezzanine board (FEM) is used to aggregate the data of the 6 FECs, perform the zero-
suppression and send the remaining data via an optical link to a back-end data concentration
card (DCC). The FEM board is also connected to a CAN-bus network which is used for slow
control monitoring. The readout electronics requires a single 4.5 V power input. The DCC
connected via a dedicated gigabit Ethernet switch is used to collect the data received from the
FEM board into the computer. More information on the electronic readout is given in [124].

4.3 Characteristic measurements of the micromegas and results

The role of the micromegas test bench is to provide the several intrinsic properties of each
micromegas. Therefore various kinds of measurements have been done to test the capabilities
of the micromegas:

• The response of the micromegas for several mesh voltage is stored to verify their behaviour
with increasing mesh voltage.

• The gain of each pad as well as the energy resolution is computed by scanning each pad of
the micromegas with the smallest collimation. Any major defect, as non responsive pads
or lower gain pads, are then seen via this measurement.

• During the scan, the response of the pads in front of the weak source is stored to check
the gas quality via the gain stability over time.

• The micro-mesh current is monitored during the whole scan to check the presence of major
defect in the micro-mesh.

• Pressure and temperature are stored to allow their use for later calibration, as the gain of
a micromegas is pressure and temperature dependant.

The scan of each pad has been measured with the following settings:

• Mesh, BFM and shield: -350 V.

• Strip: -750 V.

• Cathode: -1150 V.

• Lower collimation: l=0.5 cm.
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This settings correspond to a drift field of 200 V/cm, which is the same drift field set inside
the TPCs in the running conditions. Similarly the same mesh, BFM and shield voltages are set
currently in the TPC.

We define the gas gain as the total charge accumulated, chargei [fC], multiplied by the total
number of electrons per fC, C, divided by the number of primary electrons Ne.

Gi =
chargei[fC]× C[1/fC]

Ne
= 28.4[1/fC]× chargei[fC] (4.2)

The number of primary electrons has been calculated from the minimum energy required to
produce one ion/electron pair in the gas, W ,

Ne =
Eγ
W

=
5900 eV

26.78 eV
= 220 electrons, (4.3)

where the value W = 26.78 eV comes from Table 4.1.

Table 4.1: Fraction of each molecule in the gas and minimum energy needed to produce one ion/electron
pair.

Molecules Fraction in the gas (%) Minimum energy (eV)

Ar 95 26
iC4H10 2 23

CF4 3 54

total 100 26.78

The gas gain was measured to be about 1500 for all the micromegas tested. Because of the
linearity of this equation, we often call gain, the charge measured in fC.

The exponential behavior of the gain of the micromegas has been tested by changing the high
voltage of the micro-mesh. For each potential, the energy spectrum is computed and fitted with
a Gaussian. The mean as a function of the high voltage is then plotted as in Fig. 4.8.
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Figure 4.8: Left: Energy spectrum for the center of the pad plane obtained for Mod007(energy resolu-
tion: 9. %). Right: Charge [adc] as a function of the high voltage micro-mesh value.

A pad-per-pad scan is then done to map the gain of the micromegas and the results are shown
in Fig. 4.9, where we clearly observe the two expected peaks for X-rays interacting in Argon via
photoelectric effect.
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Pad-by-pad distribution of mean signal amplitudes
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Figure 4.9: Left: Gain map for Mod012. Right: Gain distribution for all pads together for Mod012.

We see that the gain is not uniform along the pad-plane. This can be explained by the de-
pendence of the gain on the capacitance measured for each channel, where the capacitance is
directly influenced by the length of the connection between the pad and channel readout on the
electronic card. This is shown in Fig. 4.10, where we see a clear dependence between the length
of each pad-channel connection and the capacitance measured at each channel. The measured
capacitance is explained as the sum of two contributions, the default capacitance of the chan-
nel and the parasitic capacitance due to the routing strips inside the PCB of the micromegas
module.
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MM1-001 results: Capacity correction
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Figure 4.10: Left: Length of the pad-channel connections. Right: capacitance measured for each
channel

The dependence of the gain with the capacitance can be described by a line

Gmeas ∼ p0(1 + p1(C/C0 − 1)) (4.4)

where C0 = 14 is the mean value of the parasitic capacitance, C the measured capacitance,
p0 and p1 have to be obtained experimentally, p0 corresponding to the gain corrected from
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capacitance effects and p1 to the slope.

To correct the gain, a fit of the measured gain as a function of the capacitance has been done
for all channels together and for each FEC separately. The corrected gain of the k-th FEC is
then given by,

G̃kcorr =
Gmeas

1 + pk1(C/C0 − 1)
(4.5)

where pk1 is the result of the fit operated for the k-th FEC.

Gfec(x) =
220 pF × p0

220 pF + p1x
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MM1-001 results: Capacity correction
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Figure 4.11: Gain as a function of the capacitance for all pad together (left) and only for the fourth
FEC (right).

Fig. 4.11 shows the dependence of the gain on the channel capacitance for all channels and for
the channels corresponding to the fourth FEC. We see, in particular, that the corrected gain
value when fitting all pad together or the pad corresponding to a FEC is different and so is the
slope. To take that into account an additional normalization factor multiplies the corrected gain
for each FEC, k,

Gkcorr ≡
αkGmeas

1 + pk1(C/C0 − 1)
(4.6)

where αk = pall0 /pk0 and pall0 the parameter obtained when fitting all the channels together.

Applying this correction, the gain map can be computed and is shown in Fig. 4.12, where we
see a better uniformity and decrease of the signal amplitude dispersion, that is now ∼ 2%.

The resolution is obtained by taking the ratio of the width of the spectrum peak with its mean
value, for each pad. The resolution should not be sensitive to the capacitance of each channel,
which is experimentally observed. Although, Fig. 4.13 shows the energy resolution for a corrected
gain, very similar results are obtained without corrections in this case. We obtain a uniform
distribution with a mean energy resolution of 9 % at 5.9 keV and a dispersion about 6%.

During the pad-per-pad scans, the stability of the pads behind the weak sources has been cross-
checked. The results are shown in Fig. 4.14 for the two weak sources, and we notice a uniform
gain over time.
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Pad-by-pad distribution of mean signal amplitudes - corrected
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Gain after correction

Pad-by-pad distribution of mean signal amplitudes - corrected
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After correction

Figure 4.12: Gain map and gain distribution for Mod012 after corrections.
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Figure 4.13: Resolution map and distribution for Mod012 after corrections.

In addition, the current of the micro-mesh has been measured during each scan to check the
number of sparks. A spark is an excess of current of the micro-mesh that can be due to an
accumulation of charges over insulators region as the supporting pillars. They should increase
exponentially with the mesh voltage. Such sparks were found to last typically a few milliseconds
with a few volts drop (< 5V) on the micro-mesh high voltage supply corresponding to a current
drawn of a few hundreds of nA (< 500nA). Although, we cannot avoid having sparks in the
chamber, their number should be relatively small which has generally been achieved for all
modules of the T2K experiment. Fig. 4.15 shows the current on the micro-mesh during a
complete scan, which corresponds to the general observation of a spark rate lower than 0.1/h.

All these measurements have been done for 104 micromegas modules out of which 72 are currently
used in the TPCs. The average gain of each micromegas module used in the TPCs is shown in
Fig. 4.16, where we see that the gain is not exactly uniform along the micromegas.

82



Monitoring sources

Data from weak monitoring sources is now included in the analysis
(thanks to Melody)
Statistics allows to follow the time variation og the gain during the
full scan
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Data from weak monitoring sources is now included in the analysis
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Figure 4.14: Weak source gain stability for Mod017.
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Figure 4.15: Micro-mesh current during a complete scan for Mod071. The step at 6.5 h corresponds to
the end of the scan.

The measurements at the test-bench have been done during more than 1 year, and the temper-
ature as well as the atmospheric pressure changed from one measurement to the other. Pressure
and temperature has then to be taken into account in addition. Fig. 4.17 shows the gain depen-
dence on the pressure and the temperature.

Again a correction is done to the measurements following the same steps as for Eq. 4.5,

Gcorr =
Gmeas

1 + s · ( T/p
T0/p0

− 1)
(4.7)
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Figure 4.16: Average gain per module as a function of the 72 MM modules that have been chosen for
the TPC.
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Figure 4.17: Gain as a function of the room pressure and temperature.

where T0 = 298.15 K and p0 = 1013 mb. The slope s describes the relative change of the gain
per relative change of T/p. After applying the correction to this data, the remaining variation,
due to other factors such as gas composition, is below 1%.

Additional measurements like the micro-mesh transparency, cross-talk or aging effects were also
performed on prototype detectors with characteristics identical to the ones of the T2K modules.
The main results are presented in [124].

The transparency of the micromegas were measured for different drift field and amplification
field. The results agree well with the MC simulation. Small cross-talk effects (less than 1%)
in the detector PCB were observed by correlating the charges measured in adjacent pads. The
observed cross-talk contribution corresponds to the parasitic capacitance of a few pF, mainly
due to the routing strips inside the detector PCB.
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The aging cross-checks has been carried out on a small, 11 cm diameter detector, using a 20
mA X-ray gun. The total accumulated charge density on the anode was 0.17 C/cm2, which is
orders of magnitude bigger than the charge that will be collected for the duration of the T2K
experiment. No significant ageing effect at the level of a few percent was observed during these
tests.

4.4 Summary

In this chapter, we explained how the micromegas, the device amplifying the signal created by
an ionizing particle in the TPC gas, have been tested. In particular, a detailed description
of the Test Bench setup has been given. The characteristic measurements done for the 104
micromegas has been shown. From these measurements, we observed various dependences that
need to be taken into account for a correct calibration in the ND280 detector. In particular,
non-uniformities of the gain over the pad plane due to the parasitic capacitance of the strips
connecting the pads to the readout channels is observed. In addition, pressure and temperature
dependences of the mean gain of each micromegas have been observed. These dependences
need to be taken into account in the calibration. In the next chapter, we will see how these
measurements are taken into account inside the whole chain of data and MC processing.
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Chapter 5

Event reconstruction and selection in
the ND280

In this chapter, I present a general overview of the ND280 software. The description does not
aim to be complete, but rather tries to link the tools, which are used in the final analysis and
the basic inputs, such as the signals collected by the detector, or the Monte-Carlo (MC) objects.
In particular, we will see at which stage the calibration is done and how the main variables used
to select an event are reconstructed. These variables are then used in the event selection.

The goal of this thesis is to provide a flux-averaged cross section for charged current muon
neutrino interactions in the tracker. This is achieved by doing an event selection that is the
same as in the latest official oscillation analysis (2012a oscillation analysis). In the oscillation
analysis, the inclusive charged current selection used is split into two sub-samples, a CCQE-like
and CCnQE-like sample.

Since the end of 2008, I have been working on the charge current selections and the main body
of the event selection is still used in this analysis [130]. Since this first study, reconstruction has
improved considerably. During the following years, the analysis has been repeated for different
software versions and has proved to be very useful for understanding the different reconstruction
issues that needed to be improved to get better selection efficiencies and purities. It gave, also,
the first steps for understanding the detector’s response and its capabilities.

The software and reconstruction tools, which are currently used, are significantly different. This
analysis uses as its starting point the “global” ND280 reconstruction that attempts to combine
reconstruction information from multiple detectors. In fact, this analysis is an extension of a
parallel analysis to the 2010a oscillation analysis for Run I data where global reconstruction was
first used. This analysis is described in the internal technical note T2K-TN-044 [131] which I
contributed to.

In practice, information from the FGDs and TPCs plays a primary role in the event selection. In
the process of the analysis a few significant bugs and failure modes of the global reconstruction
were identified, and we were forced to resort to lower-level reconstruction information in some
cases. Nevertheless the capability and sophistication of the reconstruction is higher than that
used in the first T2K oscillation analysis. This situation is described in detail in Sec. 5.4.4.

In Sec. 5.1, the general description of the near detector software is given. The software versions,
the MC and the data samples used to produce the final results shown in Chapter 8 are given in
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Sec. 5.2. Sec. 5.3 summarizes the calibration procedure where the Test Bench data is used. The
general feature of the reconstruction is explained in Sec. 5.4. In this section, all the variables
used in the charged current selection (see Sec. 5.5) are explained in more details.

5.1 The near detector software overview

The ND280 software can be divided according to the role of its various packages. The relation
between the different packages is given in Fig. 5.1.

1 Introduction

The oaEvent package provides the core set of data classes that are used
to store results from ND280 software analysis. Understanding the oaEvent
classes is therefore critical to using ND280 software.

There is a critical element of oaEvent that must be emphasized at the
start: any classess that need to get written to file must be defined in oaEvent.
The oaEvent package therefore provides the link between different stages of
ND280 software. There are a number of different stages of ND280 software:
Geant4 simulation (nd280mc), electronics simulation (elecSim), calibration
(oaCalib), reconstruction (oaRecon). These stages are shown more clearly in
Figure 1. Almost every step in this chain writes out information in the form
of an oaEvent class, which is then read in by the next stage of the process.
oaEvent classes therefore are central to the ND280 software framework

Figure 1: ND280 Software Overview

Several obvious corollaries follow from the centrality of oaEvent:

• Changes to oaEvent classes can be very disruptive to the ND280 soft-

4

Figure 5.1: The ND280 offline software suite [132].

In this section, only the main packages are explained and I refer to [132] for the details of each
package.

The near detector software is able to process MC simulations as well as near detector measure-
ments. The first stages of the MC processing mainly consist in transforming the true information
simulated into a format comparable to that of a measurement. This implies the incorporation of
the detector and electronic readout response. From now on, we shall refer to these first stages of
MC processing by event simulation. For data, the first stage corresponds to translating the raw
data output (MIDAS format) into the ROOT event format described in [132]. At this point, the
only difference between data and MC is that the MC conserves in addition the true information.
Calibration and reconstruction are then applied similarly to both samples. It is worth noting
that calibration not only affects real data but also the events simulated by MC methods. In
order to be as close as possible to real data, the effect of the calibration is simulated.

The event simulation can be separated into different stages:
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• Neutrino flux simulation at the near and far detector (JNUBEAM)

• Neutrino interaction generation (NEUT/GENIE)

• Secondary interactions inside the near detector (nd280mc)

• Electronic and digitization of detector response simulation (elecSim)

The neutrino event generation is interfaced together with the neutrino beam flux simulation.
Therefore, the MC has a complete knowledge of its flux at the different positions inside the
near detector site. The simulation of the neutrino interactions has been done using two kinds
of neutrino event generators (NEUT and GENIE) [65, 133]. The secondary particles from the
neutrino interactions are then propagated using GEANT4 [134] in the near detector (nd280mc)
and a dedicated package simulates the response of the active detector components and readout
electronics (elecSim). It includes the transformation of the deposited charge at the sensor into
an energy deposit, the simulation of the signal produced by the sensor and how that signal is
then recorded by the electronics.

5.2 Samples

Seven different samples of data and MC have been used for the results presented in this thesis.
The number of protons on target (POT) of each sample is summarized in Table 5.1. The samples
are separated into four categories, the data taken in 2010 and 2011 until the earthquake, the
NEUT and GENIE MC generators for interactions inside the magnet, and the NEUT MC
generator of neutrino interactions outside the magnet, e.g. in the sand upstream the detector,
or the structure around the whole detector (pit walls, etc...). This separate MC is described
in the internal technical note T2K-TN-77 [135]. These interactions will appear as part of the
background inside our inclusive charged current selection.

Table 5.1: Number of POT for each sample

Samples RUN I RUN II

Data 2.939× 1019 7.857× 1019

NEUT (magnet) 54.5× 1019 110.5× 1019

GENIE (magnet) 55.7× 1019 111.55× 1019

NEUT (sand muons) 7.0× 1019

The MC data sets are divided into Run I and Run II to take into account the peculiarities of
the two run periods. The averaged beam intensity simulated in Run I is 50 kW, while the beam
intensity has been set to 120 kW in Run II.

Table 5.2: MC and reconstruction versions

Samples MC version ND280 soft. version

Data - v9r9p1 (4D)
NEUT (magnet) v5.1.3 v9r7p9 (4C)
GENIE (magnet) R-2 6 2 v9r7p9 (4C)

NEUT (sand muons) v5.1.4 v9r9p1 (4D)
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The version of the MC simulations as well as the version of the ND280 software, is listed in
Table 5.2. Production 4D has been used for data, as a better calibration has been made in this
case. For MC, the 4C production is used as the changes between 4D and 4C only concerns data.
There is therefore no difference between the 4D version of the sand muons MC and the other
magnet MCs.

The 4C and 4D MC productions use the neutrino flux tuning (v11a2.1 ). Since the production,
tuning of the flux has been performed using the measurements of the NA61 experiment [136].
Therefore, an event-by-event reweighting is done on the MC to take into account the most up-
to-date knowledge of our flux, v11b3.1. Note that the MC simulations are performed taking into
account the distributions of our off-axis beam inside the near detector.

5.3 Calibration

The calibration procedure can be divided into two steps. The first is the electronics calibration,
which consists of normalizing all channels to the same zero and scale, such that the information
from different channels can be combined consistently (see Sec. 5.3.1). The second step, the
physics calibration, is more complex and adjusts a range of physics parameters (see Sec. 5.3.2).
It leads finally to the best possible reconstruction of the particle trajectories and their energy
deposition, which is crucial for the determination of their type.

The calibration framework includes the calibration data, the calibration algorithms and the
calibration constants. There are three types of algorithms,

• Algorithms that compute the calibration constants. These algorithms belong to
calibration package for each subdetector (tpcCalib, fgdCalib,...).

• Algorithms that apply the calibration constants. These algorithms belong generally
to the reconstruction package for each sub-detector (oaCalib, tpcRecon, ...).

• Algorithms that “de-calibrate” the MC data in order to simulate the effect
of the real detector. These algorithms are distributed among several packages. For
example the effect of the geometrical misalignment or the magnetic field inhomogeneities
should be simulated at the level of the particle transport, in nd280mc. The simulation of
the electronic response including noise and other effects related to the detector response
are done in elecSim.

5.3.1 Calibration of the electronics

Each electronics channel i in the detector provides uncalibrated signals Qiraw at time tiraw, which
lack of real physics information. In order to extract the appropriate information from the signals
received, all electronic channels in the same sub-detector must refer to the same reference system,
with the same zero and scale.

In the case of a linear response, the calibrated signals, for each electronics channel i, are

Qi = αi(Qiraw −Qi0) (5.1)

ti = βi(tiraw − ti0) (5.2)
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where Qi0 is the pedestal, ti0 the starting time of the pulse, and αi and βi the scaling constants.

Note that the response of the scintilator detectors is not linear (especially for the detectors using
the TFB electronics). Therefore a more complex calibration is done in this case and I refer to
[137] for the complete description.

5.3.2 Physics calibration

The physics calibrations include the energy calibration (ADC/MeV conversion), charge atten-
uation, spatial distortions, magnetic field corrections and geometrical alignment. Physics cali-
brations not only affect the charge and time of the hit but also its position. Some of the physics
calibrations use reconstructed data (clusters, tracks, etc) as input for the computation of the
calibration constants. This is the case of the geometrical alignment and the correction of spatial
distortions with tracks.

The calibration procedure will depend on the sub-detector. For the TPC, for example, the
energy calibration is done by using the Test Bench procedure, the spatial distortions by the use
of the laser, the drift velocity by the use of the laser and monitoring chamber and finally the
signal attenuation is done by using the monitoring chamber together with cosmic data. The
raw information coming from the Test Bench is reprocessed by the calibration package where
the different corrections are applied to the gain. The calibrated values are then stored to the
database. The reconstruction package of the TPC applies afterwards the calibration constants
to each micromegas pad.

The calibration software has a close connection to the online software, since most of the cali-
bration data is taken in parallel with physics data. Studying the evolution of the calibration
constants is crucial to ensure the quality of the data. Therefore some of the calibration constants
are computed online and monitored, during the data taking.

5.4 Reconstruction

The reconstruction can be divided into two steps. First of all, the local reconstruction, where
each sub-detector develops its own reconstruction algorithm depending on the different ability of
the detector. Secondly, the global reconstruction, where the various local reconstructed objects
are combined. In the following, we will generally use TPC or FGD segment to design the local
reconstructed track component of the global track in the TPC or in the FGD.

For the analysis presented in this thesis, the most relevant part of the reconstruction is the
integrated reconstruction of TPC and FGD hits.

In particular, the FGD reconstruction uses extrapolated three-dimensional TPC tracks to asso-
ciate hits to tracks. In turn, the TPC relies on the FGD and occasionally on other scintillator
detectors to provide the timing offset t0 needed to determine the drift direction coordinate, x,
of the track.

In this section, I give a brief summary of the TPC and FGD reconstruction and describe how
the basic variables used in the CC-inclusive selection (see Sec. 5.5) are obtained. I refer to [138],
for the details of the algorithms.
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5.4.1 TPC reconstruction

The first step in the TPC reconstruction is the application of the gain calibration constants and
the removal of dead and noisy channels1.

The output of this process is the waveform representing the charge acquired in a single pad as
a function of time. The following step is the search for clusters of waveforms in the same row of
a micromegas.

Clusters are then joined into tracks using a pattern recognition algorithm. The pattern recog-
nition is applied to TPC blocks independently, where the TPC blocks are the area defined by
each micromegas.

At the end of the pattern algorithm, the calculation of the ionization energy deposited in the
TPC is computed to perform the particle identification (PID).

I now briefly explain how the PID variables are computed, as these variables are essential for
the selection of charged current interactions. To produce the Probability Distribution Functions
(PDFs) on which the PID is based, the particles are simulated at different positions just before
the TPC, with a direction parallel to the beam, in order to obtain a pure sample of TPC
tracks. The energy losses, obtained for various momentum and particle type, are interpolated
to give the expected energy loss CE as a function of momentum and particle type2. The lower
energy fraction of the charge distribution (70% ) of a TPC segment is then selected to avoid
inhomogeneities inherent to the high energy tail of the distributions and defines the truncated
distribution. An estimator of the ionization independent of the track length is built by calibrating
the energy of each cluster of a track. This is done by normalizing measured energy loss of each
track to the corresponding energy that a horizontal track with 72 clusters would have had. The
mean energy of the calibrated cluster in the truncated sample defines the ionization estimator
C̄T .

For each TPC segment of a global track, a pull value can be computed

pull(α) =
C̄T − CE(α)

σ(α)
(5.4)

where CE is the expected energy loss as a function of the momentum for a given type of particle

α and σ(α) =
√
σ2
T (α) + (dCE/dp)2σ2

p is the total uncertainty due to the uncertainty on CT

and the momentum measurement. Then the parameters are varied to fine-tune the PID for
non-ideal tracks.

We define the likelihood for a track being particle species α as,

Lα =
Pα

Pµ + Pe + Pp + Pπ
(5.5)

where the PDFs are,

Pα =
1√

2πσ(α)
exp[−

TPCi∑

i

pulli(α)2

2
] (5.6)

1 This step can be done at the end of the online process, but it has to be always possible to re-do it when
updated knowledge of the calibration constants is available.

2 The parameterization of the expected energy loss is given in [139] and is

CE =
785ADC

β2.308
· 6.047 − β2.308 − log(0.00064 +

1

(βγ)1.359
) (5.3)
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and α = µ, e, p, π.

Pull and likelihood can be used for selecting tracks of a certain flavor. Suppose we select
correctly tracks as muons, the pull distribution obtained in this case will be centered at 0 with
sigma around 1. On the contrary, if there are tracks that are not muons in the sample, the
difference between the measured energy loss and the expected one will be bigger. Note that
muons and pions will be very difficult to separate as they have similar energy loss curves. For
momentum where proton and muon curves are crossing each other, protons can be miss-identified
as muon if the charge of that track has not been well reconstructed.

Fig. 5.2 shows the distribution of the energy loss as a function of the momentum. The case of

Figure 5.2: Distribution of the energy loss as a function of the momentum for negatively (positively)
charged particles produced in neutrino interactions, compared to the expected curves (as defined in
Eq. 5.3) for muons, electrons, protons and pions on the left (right respectively).

the likelihood is slightly more complicated. By construction, the cuts done on the likelihood
or the pull distribution give similar results. The likelihood distribution has been chosen as the
right variable for doing the cut as it gives a nice framework for adding other PID information
from other detectors in future analyses.

Fig. 5.3 shows the distribution of the pull for tracks with a TPC2 segment.
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Figure 5.3: Pull and Lµ distribution for the muon hypothesis (α = µ in Eq. 5.4) of all tracks that have
been selected with a negative charge and crossing the TPC2 (left and right respectively).

After the calculation of the ionization energy deposited in the TPC, the reconstruction of the
track kinematics is done using a single TPC likelihood fit with helix parameterization in the fit.
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From this fit, the main variables used to select the charged current events and the final cross
section result are obtained. They are the absolute x, y and z coordinates, the direction of the
track and its curvature ρ. From the curvature, the reconstructed momentum p and charge q are
computed,

p =
0.3 ·B
ρ

√
1 + t2x + t2y

1 + t2y
(5.7)

q =
ρ

|ρ| (5.8)

where the momentum is in MeV , ρ is the fitted curvature in mm−1, B the mean magnetic field
value in Tesla and tx is the tangent of the projected angle in the XZ plane and ty is the tangent
of the projected angle in YZ plane. The transverse momentum to the magnetic field is defined
for tx = 0, in this case Eq. 5.7 gives back the well known relation between the magnetic field
and transverse momentum.

The drift distance has to be reconstructed to be able to predict the size of the electron cloud
due to the transverse and longitudinal diffusion. This is achieved by determining the time at
which the track was created (t0 of the track) via a matching with objects in the fast detectors,
FGD, P0D and ECAL. The x-coordinate is then reconstructed as

x = (t− to)vdrift (5.9)

where t is the arrival time of the hits on the pad plane.

The reconstructed tracks are then matched to tracks in other TPC blocks and fitted again to
improve the accuracy of the track parameters.

5.4.2 FGD reconstruction

There are two principal goals of the FGD reconstruction. Firstly, it should match up FGD hits
with TPC tracks, in order to recognize and fit longer FGD/TPC tracks. For instance, this is
important in order to find the initial vertex point of muons that start in an FGD and traverse
the TPC. Secondly, it should recognize, fit and identify shorter tracks that start and stop in
an FGD. This is important for identifying short proton and pion tracks to distinguish between
CCQE and CC1π interactions.

The FGD reconstruction comes once the TPC reconstruction is done. First the FGD hits are
separated into various set of hits based on their times. The TPC tracks are then matched to
FGD hits by looking at the t0 of the TPC track. If the time of the TPC track matches the FGD
time bin, the the RecPack Kalman Filter [140, 141] is used to extrapolate the TPC track to the
closest layer of hits in the FGD.

The unmatched FGD hits are then used for stand-alone reconstruction. The first step in this
process is pattern recognition (e.g identifying sets of hits that originate from the same track).
The XZ and YZ projections are then matched together to form three-dimensional reconstructed
tracks that start and stop in the FGD.

After that, FGD PID algorithm and FGD track time calculation are done.
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5.4.3 Global reconstruction

The final output from the sub-detector reconstruction is a list of either track-like or shower-like
objects. If the objects are tracks then the tracks are fitted again with the RecPack Kalman
Filter [141]. If the objects are showers then no changes are necessary. These preparations are
done on copies of the original sub-detector objects, to ensure that the unmodified sub-detector
objects remain available. The global reconstruction matching proceeds as follows:

1. Try to match each Tracker object (FGD-TPC matched tracks) to adjacent detectors,
through the computation of a matching χ2.

• If the matching χ2 is less than 100 (200 for objects containing P0D or SMRD) and
the time difference between the objects is acceptable (within 300 ns of each other),
then the two objects are matched together.

• If two objects are matched together, then the objects are fitted again using the
RecPack Kalman Filter.

• Only pairs of objects are combined at the same time. Therefore, a third object would
be match to the merged object in the next iteration.

2. Step 1 is repeated, but starting with all the P0D objects that weren’t used in Step 1.

3. Step 1 is repeated, but starting with all the ECAL objects that weren’t used in Step 1.

4. ...

5.4.4 Additional modifications to the reconstruction

As already pointed out, in the process of developing this analysis several errors were found in
the global reconstruction that required ad hoc modifications. These problems were:

• A bug in the magnetic field calculation as a function of current meant that the recon-
structed momentum was systematically larger by 1.59%, 1.69% or 1.89% depending on the
value of the magnetic field.

• Tracks, which were matched to SMRD reconstruction objects often, had incorrect momen-
tum, and there was an associated reconstruction efficiency loss for fitting global tracks
with SMRD components

• A bug in the energy loss (dE/dx) correction has been found for some class of events, and
in particular it failed to account for the particle slowing down as it lost energy in dead
material, and also assumed the wrong thickness for the FGD cover plates.

In general, each of these problems was corrected in our analysis by ignoring the final output
of the global reconstruction. So while global reconstruction was used to determine which sub-
detectors contributed to a given global track, the following changes were made to address the
above problems:

• The momentum of reconstructed TPC tracks were rescaled to remove effect of the wrong
magnetic field during the event selection.
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• The global reconstruction vertex and momentum were ignored. Instead, the vertex and
momentum calculated from the tracker reconstruction output (i.e. before the global recon-
struction attempted to combine it with other detectors) was used. The main improvement
this introduced was the use of only TPC2 for the track momentum measurement (plus
energy loss corrections in FGD1).

• For all forward-going events starting in FGD1, the momentum is calculated using only
the momentum measured in TPC2. This eliminates the complexity of needing to correct
the momentum estimates of both TPC2 and TPC3 for magnetic field distortions and then
recombine them.

• The dE/dx correction for momentum loss in dead materials was altered to use the correct
thickness of the FGD cover in the central region around our fiducial volume (1.6 mm), and
the energy loss is calculated doing an integral across the dead material using the Bethe-
Bloch formula rather than assuming constant energy loss throughout the dead material.
The correction was also done using the local FGD segment length and angle (rather than
the global reconstruction estimate of the length and angle).

One additional correction applied at the time of event selection is a last correction to the TPC
PID variable CT to remove remaining time variability that was not removed by the calibration
itself.

5.5 The charged current inclusive selection

The event selection consists of a series of cuts designed to select CC-inclusive νµ interactions in
FGD1. This the work thatI was especially involved in the last years of my thesis. For complete-
ness, the cuts used to select CCQE-like subsample and CCnQE-like will then be described.

Unlike previous analyses, only interactions in FGD1 are included in this analysis. The decision
not to use interactions in FGD2 eliminates the need to evaluate most systematic errors twice,
in particular both the TPC performance in TPC3 and the FGD reconstruction in FGD2 are
rather different from those in TPC2/FGD1, because of the different field distortions in TPC33

and water layers in FGD2. This decision also eliminates the need to worry, at this stage, about
carbon/oxygen cross section differences. An extension of this analysis to FGD2 interactions is
anticipated in the future.

We do not try to select backward-going muons, by implementing special cuts, because the
reconstruction is not able to reconstruct backward-going tracks 4.

CC-inclusive selection

Firstly, we describe the CC-inclusive selection cuts that are mainly based on the observation of
an out-going track compatible with a negatively charged muon:

3The TPC3 is closer to the edge of the magnetic coil.
4The only exception in the reconstruction where we are, actually, able to measure backward-going tracks, is

when the interaction takes place in FGD2. In this case, a backward going muons reaching FGD1, can be well
reconstructed as backward using the timing difference between FGD2 and FGD1. This represents, still, a small
fraction, of the total charged current interaction with backward-going muon and we do not consider it in this
analysis
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1. Data quality flag
The standard data quality cuts recommended by the ND280 data quality cut [142] have
been applied to reject not only bad runs but also bad spills when either ND280 or the
beam spill itself is not considered to be of analyzable quality.

2. Time bunching
Tracks are grouped together in bunches according to their times. The position of the
bunches for different periods is shown in Table 5.3.

Table 5.3: Bunch position for the different ND280 run periods.

MC Data Run I Data Run IIa Data Run IIb
ND280 run Period all run # < 6000 6000 < run #< 7000 run # > 7000

Bunch 1 2750.2 ns 2839.7 ns 2853.9 ns 3019.1 ns
Bunch 2 3332.0 ns 3423.5 ns 3444.1 ns 3597.7 ns
Bunch 3 3914.7 ns 4005.4 ns 4030.4 ns 4180.7 ns
Bunch 4 4497.0 ns 4588.6 ns 4620.3 ns 4763.9 ns
Bunch 5 5078.4 ns 5172.2 ns 5180.3 ns 5346.5 ns
Bunch 6 5659.7 ns 5754.6 ns 5770.1 ns 5927.8 ns
Bunch 7 6243.4 ns - 6343.8 ns 6508.5 ns
Bunch 8 6824.2 ns - 6924.7 ns 7093.6 ns

The bunch width was ∼ 7.0 ns in MC and ∼ 15.0 ns in data. The bunching criteria
associate tracks to a bunch that deviate from the mean bunch position by less than 60
ns (i.e. four times the bunch width in data). Although this technique does not remove
completely pile-up events, it allows neutrino interactions in two different bunches within
the same beam spill to be treated as two different events. Note that pile-up events in the
same bunch are still treated as one event.

3. Negatively Charged track in FGD1’s fiducial volume
We require that there is at least one negatively charged track (with FGD and TPC com-
ponents) that starts inside FGD1’s fiducial volume and has more than 18 vertical TPC
clusters. The interaction vertex is defined as the beginning of this track described by the
coordinates (x0, y0, z0). It corresponds, in general, to the place where the 3D-fitted track
intercepts the vertical plane of the most upstream matched FGD hit.

In the x and y dimension, five bars on either end of each layer are excluded from the
fiducial volume (red line in Fig. 5.4), while the upstream z cut places the fiducial volume
just after the first XY module. The fiducial volume contains therefore 14 XY modules in
which the X and Y layers only contain 182 scintillator bars.

The fiducial volume cut requires, then, |x0| < 874.51 mm, |y0 − 55 mm| < 874.51 mm5,
and z0 ∈ [136.875, 446.955] mm.

The requirement that the track should contain at least 18 clusters, is called TPC track
quality cut, and rejects short tracks for which the reconstruction is less reliable. The
choice of this particular value of the quality cut is based on studies of the kinematic bias
for different hit ranges [143]. Since only a small fraction of the selected tracks has fewer

5The 55 mm offset in the y cut reflects the fact that the XY modules are displaced 55 mm upwards relative to
the center of the ND280 coordinate system.
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Figure 5.4: Scheme of FGD1 and FGD2

than 19 hits, the effect of the quality cut is expected to be small (less than 5%), as well
as the systematic error associated to it.

If there is more than one negatively charged track passing these cuts, we select the highest
momentum track as the muon candidate.

4. Wrong backwards-going tracks and TPC veto.
The goal of these cuts are to remove miss-reconstructed events entering the FGD1 fiducial
volume from the upstream edge of the detector. If the muon candidate starts in the FGD1
fiducial volume and is set as backward-going (end position upstream of start position) the
event is rejected, since most of the tracks in this case do not start in the FGD1 as we can
see in Fig. 5.5. This cut removes tracks set as backward from timing difference between,
mainly, P0D and FGD. As the timing between the two detectors is not good enough, most
generally those tracks set as backwards are forward tracks starting mainly in the P0D.

In addition, we check the highest momentum track with a TPC segment in the bunch that
is not the muon candidate (requiring no TPC track quality cut on this second track). If
its initial position is more than 150 mm upstream from the muon track starting position
(TPC Veto Delta Z), we reject the event on the grounds that there is a track in the event
that probably entered the detector from the P0D or magnet region, see Fig. 5.5.

5. TPC particle identification (PID).
Given the estimated momentum of the muon candidate, the discriminator function is cal-
culated for the muon, pion, and proton hypotheses. Two cuts are then applied, requiring:

LMIP =
Lµ + Lπ
1− Lp

> 0.8 if p < 500 MeV/c (5.10)

Lµ > 0.005 (5.11)

where Lα is given by Eq. 5.5. The first of this cut rejects electrons at low momentum
(below 500 MeV/c). The second cut removes protons and pions. Note that the PID cuts
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Figure 5.5: Left plot: distribution of the Delta z variable (i.e. the z-position of the track end point minus
the z-position of the track start point) before the cut is applied. Delta z is defined as the difference
between the start and the end point of the track starting in FGD. Events are rejected if Delta z < 0
mm. Right plot: distribution of the TPC Veto Delta z observable before the cut is applied. TPC Veto
Delta z is defined as the difference between the start position of the muon candidate minus the start
position of the second highest momentum track in the event. In both cases, the number of entries is
normalized to the number of POT in data. Events are rejected if TPC Delta z < -150 mm

are applied after the MC PID resolution has been smeared to have the same pull width as
in the data. This is a ∼5% difference in width before the correction. The distribution of
both PID discriminators are shown in Fig.5.6 for events before the particle identification
cut. Fig. 5.7 shows the pulls for the muon, electron and proton hypotheses, while the
muon momentum and angular distributions after application of the last cut are shown in
Figs. 5.8 and 5.9.

From these figures, we conclude that the PID cuts remove the electrons, which originated
in neutral and charged currents outside the FGD at low momentum and big angles.

MIP Observable 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u
m

b
er

 o
f 

en
tr

ie
s 

/ 
b
in

0

500

1000

1500

2000

2500

3000

mu­

e­

pi­

mu+

e+

pi+

p

unknown

<70% true­rec pur

 µL
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u
m

b
er

 o
f 

en
tr

ie
s 

/ 
b
in

0

200

400

600

800

1000

mu­

e­

pi­

mu+

e+

pi+

p

unknown

<70% true­rec pur

Figure 5.6: Left: distribution of the minimum ionizing particle identification discriminator (LMIP as
in Eq. 5.10)for particles with momentums smaller than 500 Mev/c. Right: distribution of the muon
identification discriminator (Lµ as in Eq. 5.5). In both cases, the number of entries is normalized to
the number of POT in data for run II only, run I giving similar results.
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Figure 5.7: Distribution of the muon, proton and electron identification pull (top, middle, bottom
respectively) before the PID cut (left) and after the PID cut (right) for run II only, run I gives similar
results.

Together these cuts define the CC-inclusive selection in FGD1. All of the events that survive
these cuts are included in the final data sample. Fig. 5.10 shows one of the events selected via
these cuts.

Because for the oscillation analysis, we also wanted to separate between QE-like and nQE-like,
the systematic covariance for each systematic source of detector uncertainty are given for the
two selection taking their correlation into account. We will see in Sec. 7.3, how the uncertainties
of each selection are then added together for this analysis.
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Figure 5.8: Momentum of muon candidate after each cut for run II only, run I giving similar results.
Left: after upstream TPC veto cut. Right: after PID cut.
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Figure 5.9: Cosine of muon candidate angle (right) after each cut. Left: after upstream TPC veto cut.
Right: after PID cut. Both distributions are shown for run II only, run I gives similar results.
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Figure 5.10: Charged current event candidate in the tracker region of the near detector. Muon recon-
structed angle 40o and reconstructed momentum: 566 MeV/c.

CCQE-like selection

The separation in CCQE-like and CCnQE-like sample is done by applying two additional cuts
to the remaining events. We define the CCQE-like events as those which satisfy:
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1. There should only be one matched TPC-FGD track. This removes events in which a
second track from the FGD vertex enters the TPC. For true CCQE events, the recoiling
nucleon almost always stops in the FGD and doesn’t reach the TPC. In general, if there
is a second track reaching the TPC it is more likely that the second track is a pion.
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Figure 5.11: Left: distribution of the number of TPC-FGD matched tracks in the event. Right:
distribution of delayed clusters found in the FGD. Both distributions are shown for run II only, run I
giving similar results

2. There should be no Michel electron in FGD1. A Michel electron is defined as the product of
the muon decay: µ− → e−ν̄eνµ. To observe such event in the FGD, the muon should have
a very low momentum, this is what happens when a pion decay into a muon. Therefore,
looking for Michel electrons in the FGD is similar to look for an event produced with a
pion in the final state. Michel electrons are identified by looking for a time-delayed FGD1
hit cluster, not in time with a beam bunch window, with a total charge deposit of at least
200 photoelectrons [144]. The distribution of the number of delayed clusters in MC can be
seen in Fig. 5.11.

Any event that fails one of these two cuts is classified as non-QE-like.

5.6 Stability and low-level cross-checks

In this section results of low-level checks of the stability and self-consistency of the data is
presented. A Kolmogorov-Smirnov test has been used to test the consistency of this distribution
with simple proportionality. The resulting probability is 93.5 %.

Fig. 5.12 shows the number of selected CC-inclusive νµ events as a function of the number
of accumulated protons on target (POT). We see that the result is consistent with a constant
detected rate per POT.

As a cruder stability test, the number of selected events in data relative to the MC is 0.95 ±
0.03 for Run I and 0.94 ± 0.02 for Run II.

Fig. 5.13 shows the Data compared to the MC for Run II only (similar results are obtained for
Run I). A key low-level distribution is the number of hit clusters in the TPC (top-left). The
agreement in this case is reasonable, the difference around 72 hits can be explained by a very
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Figure 5.12: Cumulative CC-inclusive νµ events vs. accumulated protons on target (POT).

small hit efficiency difference between data and MC that is taken into account. The sharp stop
at 20 clusters is due to the quality cut, while the peak at 36 clusters is due to the broken tracks
in the middle of the TPC between two MM columns. This effect appears most often for high
angle tracks in the YZ plane.

In general, Fig. 5.13 shows a good agreement between data and MC, although sand muon
interactions are not taken into account.

Number of TPC vertical clusters

0 10 20 30 40 50 60 70

N
u
m

b
e
r 

o
f 

e
n
tr

ie
s 

/ 
b
in

0

500

1000

1500

2000

2500
CCQE

RES

DIS

COH

NC

anti­numu

out FGD FV

out of FGD

Muon PID Observable

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u
m

b
er

 o
f 

en
tr

ie
s 

/ 
b
in

0

50

100

150

200

250

300

350 mu­

e­

pi­

mu+

e+

pi+

p

unknown

<70% true­rec pur

X coordinate vertex (mm)

­1000 ­800 ­600 ­400 ­200 0 200 400 600 800 1000

N
u

m
b

e
r 

o
f 

e
n

tr
ie

s 
/ 

2
0

 m
m

0

10

20

30

40

50

60

70

80

90

100
CCQE

RES

DIS

COH

NC

anti­numu

out FGD FV

out of FGD

Y coordinate vertex (mm)

­1000 ­800 ­600 ­400 ­200 0 200 400 600 800 1000

N
u

m
b

e
r 

o
f 

e
n

tr
ie

s 
/ 

2
0

 m
m

0

10

20

30

40

50

60

70

80

90

100
CCQE

RES

DIS

COH

NC

anti­numu

out FGD FV

out of FGD

Z coordinate vertex (mm)

100 150 200 250 300 350 400 450 500

N
u
m

b
e
r 

o
f 

e
n
tr

ie
s 

/ 
2
0
 m

m

0

20

40

60

80

100

120

140

160

180

200 CCQE

RES

DIS

COH

NC

anti­numu

out FGD FV

out of FGD

Figure 5.13: Data-MC comparison for run II. Top: number of TPC vertical cluster (left) and Lµ (right).
Bottom: starting position of the muon candidate track (X, Y, Z). Similar results are obtained for run
I (see [145]).
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Figure 5.14: Momentum (left) and angular (right) distributions of the selected sand muons normalized
to data.

Fig. 5.14 shows the selected sand muons normalized to the data accumulated for Run I and Run
II. As we will see in Table 5.8, they constitute a small fraction of the background ∼ 1%. This
background is, however, not negligible. As we are considering them separately to the interactions
in the magnet, an additional inefficiency has to be taken into account. The TPC veto cut implies
that an event that contains a high momentum muon crossing the P0D is not selected. This can
happen if we have a sand muon interaction. If this is the case and we also have a CC interaction
in FGD1, the event is rejected for data. On the contrary, it can not be done in MC, as the
simulation of neutrino interactions in the sand and in the magnet are separated. Therefore an
additional inefficiency has to be taken into account in the MC (see Sec. 5.7).

5.7 Event pile-up

Since sand muons are not simulated in the standard MC, the inefficiency coming from their
pile-up with the interactions inside the magnet needs to be taken into account in the MC. We
use the sand interaction MC simulation described in the internal note T2K-TN-77 [135] for
this purpose. We compute the probability of finding a track in TPC1 per bunch, and use this
probability to correct the MC efficiency. The numbers are shown in Table 5.4. There is no
number of spills available for the sand muons, and, we have estimated it based on the number
of spills in Run I and Run II in relation to the numbers of accumulated proton on target. The
probability of TPC1 track events in the data is larger than in the MC as it is expected from the
additional contribution of sand muons. The MC efficiency has to be reduced by 0.43% in Run I
and 0.78% in Run II. Practically, this corresponds of applying a weight to the number of events
selected. The weight being the pile-up inefficiency of 99.57 % and 99.22 % for Run I and Run
II respectively.

The event selection presented in Sec. 5.5 supposes that we have only one event per bunch. The
probability to have overlapping events in the same bunch can be computed from the number of
events that pass the first three cuts over the total number of bunches. The probability is then
given as the square of the number of good negatively charged track in the fiducial volume per
bunch. We conclude from Table 5.4 that these probabilities are of the order of ∼10−7 and are
therefore negligible.
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Table 5.4: Number of events per bunch for the different run periods. The column labelled TPC1 track
events per bunch (evts/b.) show the probability to have a TPC1 track event in a bunch. Those events
are rejected by the selection. The number of selected events in FGD1 are the number of events with
a good negatively charged reconstructed tracks. The last column is the number of FGD1 interactions
per bunch (evts/b.).

Sample Run POT Spills Bunch TPC1 TPC1 FGD1 FGD1
events evts/b. events evts/b.

Data
I 2.939 ×1019 912411 6 53700 0.98 % 2479 0.04 %
II 7.857 ×1019 1023805 8 138350 1.7 % 6358 0.08 %

NEUT
I 5.45 ×1020 14589000 6 445151 0.51 % - -
II 11.05 ×1020 163898000 8 932523 0.71 % - -

Sand Muons
I 7 ×1019 2173161 6 57007 0.43 % - -
II 7 ×1019 912149 8 57007 0.78 % - -

5.8 Performance

In this section, all the results will be shown including the sand muons interactions and correcting
for their pile-up. Table 5.5 shows the number of selected events for data and the two generators,
for the various cut. Table 5.6 shows the resulting inclusive charged current efficiency and purity.

Table 5.5: Number of selected events for the different cuts. Reweighted correction due to the magnetic
field distortions, sand muons and inefficiency due to the pile-up events of sand muons with interactions
in the FGD are taken into account.

Cut
Data NEUT GENIE

Run 1 Run 2 Run 1 Run 2 Run 1 Run 2

Good negative track in FV 2479 6358 2449.73 6449.47 2368.20 6305.21
Upstream TPC veto 1741 4502 1806.55 4775.85 1735.77 4615.45

PID cut 1202 3283 1265.58 3457.92 1216.87 3319.13

Total after CC selection 4485 4723.5 4536.1

Table 5.6: Charged current efficiency, ε, and purity, P, obtained using NEUT and GENIE MC.
Reweighted correction due to the magnetic field distortions, sand muons and inefficiency due to the
pile-up events of sand muons with interactions in the FGD are taken into account.

Cut
NEUT GENIE

ε (%) P (%) ε (%) P (%)

Good negative track in FV 56.8 52.7 58.3 51.1
Upstream TPC veto 54.4 68.4 56.2 67.4

PID cut 49.5 86.8 51.2 85.9

Tables 5.7 and 5.8 give the composition of the CC-inclusive signal and background respectively.
We see that the main background is coming from interactions outside the FGD1 fiducial volume,
where 1 % is due to the sand muons, 1% is coming directly from the FGD1 outside fiducial
volume and 7 % from the rest the detector. From these tables, we see that the two generators
do not simulate same proportions of coherent and quasi-elastic interactions. The proportions
are, however, of the same order of magnitude.
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Table 5.7: Composition of the CC-inclusive signal, where the CC-other channel contains mainly multi-
pions and deep inelastic scattering (see Table 6.4 for precision). The fractions are obtained for the NEUT
generator for Run I and Run II MCs together, where the sand muons are also taken into account.

Process
Signal composition (%)

NEUT GENIE

CCQE 44.3 ± 0.7 41.4 ± 0.7
CC-1π 21.0 ± 0.6 22.9 ± 0.6

CC-COH 2.8 ± 0.2 0.9 ± 0.1
CC-other 18.7 ± 0.6 20.7 ± 0.6

Table 5.8: Background composition of the CC-inclusive selection obtained taking into account the
sand muon interactions. Since electron antineutrinos are almost negligible in comparison to the muon
antineutrinos they are put on bracket in the table.

Type
Background composition (%)

NEUT GENIE

Outside FV but in FGD1 0.94 ± 0.14 0.91 ± 0.14
Outside FV but in FGD2 0.07 ± 0.04 0.08 ± 0.04

Outside FGDs (in Magnet) 7.05 ± 0.37 7.20 ± 0.38
Outside Magnet (sand muons) 1.04 ± 0.15 1.08 ± 0.15

Neutral Currents in FV 3.17 ± 0.26 3.59 ± 0.28
CCνe in FV 0.27 ± 0.08 0.26 ± 0.08
ν̄µ,(e) in FV 0.68 ± 0.12 0.71 ± 0.12

total 13.2 ± 0.5 13.8 ± 0.5

Fig. 5.15 shows the reconstructed momentum and angle of the muon using the CC-inclusive
selection normalized to data POT for Run I and Run II. Data agrees well with both MCs, with
maybe a better agreement for GENIE than for NEUT. Note that if we use the default flux 11a,
NEUT agrees better than GENIE. The tuned flux 11b, used in this analysis, provides a priori a
better representation of the flux as the kaon production cross section measurement by the NA61
experiment are taken into account in the last release of the flux. There is, still, a big uncertainty
on the flux, we are therefore not able to conclude anything based on this observation.

The measured (selected) phase space in data is shown in Fig. 5.16 together with the MC.
Agreement in the phase-space is reasonable between them. From Figs.5.15, 5.16 and 5.17, we
see that most of the selected events are in the forward direction of the muon candidate. In
particular, the tracks that are selected as backward are generally external background. From
the distribution shown in Fig. 5.15, we could have cut any selected backward going track. We
however decided to not do that as it represents only a 0.2 % of the selected events.

Table 5.9 shows the particle composition of the muon candidate, while Table 5.10 shows the
particle composition of the muon candidate in our signal (i.e when we correctly select our
event). The muon candidate is selected correctly with a purity of 89 %, 7 % of the time the
muon candidate is in fact a negatively charged pion, the remaining 4 % being distributed among
the other particles, where for more than 3 %, the miss-identification is due to a wrong charge
identification.

96% of our CC-inclusive signal is composed of events where we correctly selected the tracks as
being a muon. The remaining 4% is split into two main samples: negatively charged pions and
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Figure 5.15: Muon momentum and angle distribution by using the tuned flux 11b3.1, applying magnetic
field corrections and sand muons. The distributions are shown for Run I and Run II together.
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Figure 5.16: Data distribution in the (Pµ, cos θµ) plane for Run I and II together. Left: Overview of
the phase space for data and NEUT, including the backward going region. Right: zoom in the lower
momentum region for data.
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Table 5.9: Particle composition of the muon track candidates as predicted by the MC in the selection.

Type
Particle composition of the muon candidate (%)

NEUT GENIE

µ− 88.60 ± 0. 0.46 87.65 ± 0.49
µ+ 0.44 ± 0.10 0.57 ± 0.11
e− 1.23 ± 0.16 1.28 ± 0.17
e+ 0.31 ± 0.08 0.35 ± 0.09
π− 6.60 ± 0.36 6.62 ± 0.37
π+ 1.28 ± 0.16 2.00 ± 0.21
p 1.33 ± 0.17 1.27 ± 0.17

Table 5.10: Particle composition of the muon candidate in the charged current signal.

Type
Particle composition of the CC signal (%)

NEUT GENIE

µ− 96.07 ± 0.30 96.44 ± 0.30
µ+ 0.02 ± 0.02 0.03 ± 0.03
e− 0.29 ± 0.8 0.25 ± 0.08
e+ 0.09 ± 0.05 0.09 ± 0.04
π− 2.33 ± 0.23 1.93 ± 0.22
π+ 0.39 ± 0.13 0.49 ± 0.11
p 0.70 ± 0.13 0.67 ± 0.13

positively charged particles. Fig. 5.17 shows the number of simulated CC-inclusive interactions
in FGD1 together with its signal. We see, in particular, the portion of the signal that has been
selected by miss-selecting as a muon another particle. In particular, the little backward efficiency
that we can see in Figs. 5.18, 5.19 is due mainly to the selection of forward negatively charged
pion, while the muon was going backwards.
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Figure 5.17: True Muon momentum and angle distribution by using the tuned flux 11b, applying
magnetic field corrections. The distribution is normalized to the data POT.

Figs. 5.20 and 5.21 shows the purity as a function of the reconstructed and true muon kinematic
variables. The very low purity at backward going angle comes from two reasons. The recon-
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Figure 5.18: Efficiency as a function of the true muon kinematics.
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Figure 5.19: Efficiency as a function of the true muon angle (left) and muon momentum (right).
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struction should normally not allow to flip the sense of a track unless it crosses both FGDs.
However this has not been always applied correctly and some tracks have been set as backwards
from timing differences between FGD and P0D. As a result, there are some tracks that are
reconstructed as backward but are forward tracks starting outside the fiducial volume. At that
point, we could have added an additional cut to remove these tracks. As their amount is very
small, we have decided to not add an additional cut. The efficiency and purity start to be
constant after 700 MeV, with a purity of more than 90 % and efficiency of more than 70 %.
The purity even improves at higher energy since the muon get much better separated from the
electrons via energy loss than at lower energy. In the last Chapter, the results will be shown
only for the forward direction, as we have a very low sensitivity in the backward phase space.
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Figure 5.20: Purity as a function of the reconstructed kinematics. On the left the complete reconstructed
momentum range is shown, while the right plot shows only the purity in the main momentum range.

µθReconstructed cos 
­1 ­0.5 0 0.5 1

P
u

ri
ty

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

NEUT 

GENIE

 

Reconstructed muon momentum (Mev/c)
0 1000 2000 3000 4000 5000

P
u

ri
ty

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

NEUT 

GENIE

 

Figure 5.21: Purity as a function of the angle (left) and momentum (right) of the muon track candidate.
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5.9 Summary

In this chapter, we have seen how the different variables used to select the muon neutrino charged
current interactions are used. For this analysis, the main detectors are the FGDs and TPCs.
The charge of the particle is obtained from the curvature of the track and the identification is
done via energy loss in the TPC. The FGD gives the absolute timing t0 needed to reconstruct
the x position in the TPC and to match FGD and TPC tracks.

A charged current process is then selected by the observation of at least one negatively charged
track in the fiducial volume with good quality. To avoid external background coming from the
other detectors, no other tracks traversing the first TPC should be observed in the event. To
understand the data better, the MC should also take into account interactions taking place
outside the magnet. This is done by the sand muon MC. Because this is taken into account
separately, an additional inefficiency is considered due to the pile-up they create with FGD
interactions. Generally, data agrees well with MC.

Efficiency and purity is more than 70 % for forward angle and relatively high momentum. The
efficiency and background will be used in the main analysis presented in this thesis, in the
process of calculating the cross section.

The differences observed with the MC will be taken into account in the systematic errors that
are explained in the next chapter.
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Chapter 6

Systematic uncertainties

In this chapter, I present a summary of the systematic errors used to compute the final cross
section result. The systematic studies have been done by many groups inside the collaboration
and represent the work of more than 50 persons. Although I have not computed myself any of the
systematic uncertainties that are presented in this Chapter, I have done various investigations
for many of the detector-related uncertainties.

Systematic error sources can be separated into 3 different categories:

1. Detector uncertainties

2. Cross section modeling uncertainties

• Uncertainties that are represented by response functions

• Uncertainties that are based on neutrino energy

• Uncertainties included with the detector systematic errors (e.g. Final State Interac-
tions (FSI))

3. Beam flux uncertainties

The parameterization of the systematic errors is based on the one developed for the latest T2K
oscillation analysis. It was developed done by the muon neutrino working group, the neutrino
interaction working group (NIWG) and the beam group.

For each source of systematic errors, a fractional covariance matrix has been computed by the
several groups inside the collaboration. To constrain the oscillation analysis fit, and give the
possibility to use different channels in addition to the CC-inclusive, the covariance matrix of the
detector and FSI is given in 40 bins. The first 20 bins correspond to the CCQE-like selection and
the last 20 bins to the CCnQE-like selection (see Sec.5.5). The various binnings are described
in Sec. 6.1.

6.1 Binning

While the final differential cross section results will be given as a function of the kinematics
variable of the muon (e.g angle and momentum) with a definite binning, other binnings are used
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in this analysis to propagate systematic errors (e.g neutrino energy and cross section process
channels). The binning on the neutrino energy and the reconstructed muon kinematic variables
has been set for all the analyses of the T2K near detector and decided in the scope of the
oscillation analysis.

The (pµ, cos θµ) bins were chosen with one criteria in mind:

• To the greatest extent possible each (pµ, θµ) bin should have at least 20 events, to prevent
issues with low statistics if a χ2 fit is attempted for the oscillation analysis.

For simplicity a single bin number is associated to the 2-dimensional (pµ, cos θµ) plane. In the
following, the j index will always label the reconstructed bin and k the true or inferred bins.
The chosen convention, for the indices j and k, is shown in Table 6.1.

Table 6.1: Muon momentum and angle binning with the correspondence to the one dimensional binning
index.

cos θµ Reconstructed index number

[0.94, 1.] 3 7 11 15 19
[0.9, 0.94] 2 6 10 14 18
[0.84, 0.9] 1 5 9 13 17
[−1., 0.84] 0 4 8 12 16

pµ(GeV/c) [0, 0.4] [0.4, 0.5] [0.5, 0.7] [0.7, 0.9] [0.9, 30.0]

The result will be shown, for a true binning that we choose different from the reconstructed
binning. As we have a very low efficiency in the backward-going muons phase space, we decide
to split the first angle bin, to show the influence of backward/forward going muons. The binning
for the true variables is shown in Table 6.2

Table 6.2: Muon momentum and angle binning with the correspondence to the one dimensional binning
index.

cos θµ True index number

[0.94, 1.] 4 9 14 19 24
[0.9, 0.94] 3 8 13 18 23
[0.84, 0.9] 2 7 12 17 22
[0., 0.84] 1 6 11 16 21
[−1., 0.] 0 5 10 15 20

pµ(GeV/c) [0, 0.4] [0.4, 0.5] [0.5, 0.7] [0.7, 0.9] [0.9, 30.0]

The true neutrino energy binning has been chosen in the scope of the oscillation analysis and is
shown in Table 6.3. The choice has been made with the following criteria [146]:

• The binning should be finer around the oscillation maximum

• The binning should be finer in regions contributing more to the data samples

• The flux error should not change too rapidly inside the bins

• The bins that are more highly correlated in the original flux covariance should be binned
together
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Table 6.3: ND280 νµ flux (ND5) binning index, energy range (in GeV).

index # 0 1 2 3 4 5 6 7 8 9 10
Eν(GeV) 0-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-1 1-1.5 1.5-2.5 2.5-3.5 3.5-5 5-7 7-30

We regroup in different categories the different interaction modes that are shown in Table 6.4.
For each category, an uncertainty is assigned as a function of the energy. We note already that
the systematic error on the CC-other category will be evaluated via the multi-pion/DIS shape
parameter that varies depending on the energy of the neutrino (see Sec. 6.3.2).

Table 6.4: Interaction modes. Each mode is assigned a bin number. Note that no distinction is
done between neutrino flavors nor between neutrino and anti-neutrino interactions (hence the absolute
value for the NEUT interaction modes). The third column shows the mode definitions for the case of
neutrino interaction and the last column the fraction of the interaction in the CC inclusive selected
sample described in Sec. 5.5.

name category NEUT mode mode definition %

CCQE 0 |1| ν + n→ l− + p 46.8
CC-1π 1 |11|, |12|, |13| ν + (p, n, n)→ l− + (p, p, n) + (π+, π0, π+) 23.2

CC-COH 2 |16| ν +A→ l− +A+ π+ 3.0
NC-other 3 |33|, |34|, |36| ν + (n, p,A)→ ν + (p, n,A) + (π−, π+, π0) 0.8

|38|, |39| ν + (n, p)→ ν + (n, p) + γ 0.001
|41|, |46| ν + n/p→ ν + n/p+ (n−π,mesons) 3.0
|42|, |43| ν + (n, p)→ ν + (n, p) + (η0, η0) 0.08
|44|, |45| ν + (n, p)→ ν + (Λ,Λ) + (K0,K+) 0.04
|51|, |52| ν + (n, p)→ ν + (n, p) 0.1

NC-1π0 4 |31|, |32| ν + (n, p)→ ν + (n, p) + π0 0.2
CC-other 5 |17|, |21|, |22| ν + (n, n/p, n)→ l− + (p, n/p, p) + (γ,n−π, η0) 10.5

|23|, |26| ν + (n, n/p)→ l− + (Λ, n/p) + (K+,mesons) 12.1

The separation between, NC-1π0 and NC-other has been done only to be able to associate a
correlation between this channel and MRES

A . In fact MRES
A has also an influence in the CC-other

and NC-other channels, the correlation with these channels are for now neglected.

6.2 Detector response uncertainties

This section is based on the internal note T2K-TN-093 [145] and the included references. The
work presented in this section has been done by 21 colleagues that are part of the muon neutrino
working group of the T2K collaboration. As I have been working in this group and started some
systematic investigations, I summarize this work with more details compared to the other sources
of systematic errors.

In the following, I only explain the methodology of the detector systematic errors calculation
directly related to the CC-inclusive selection. The additional systematic errors due to the
migration of CCnQE-like events to CCQE-like events or vice versa are explained in detail in
[145]. They take into account, for example, the track multiplicity uncertainty in the CCQE cut
due to the pile up with the cosmic or sand muon background, or the Michel electron tagging
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uncertainty as well as pion absorption processes that can affect the classification between QE
and nQE processes.

The total covariance matrix used in this analysis includes all these effects. However, they are
cancelled when merging the CCQE and CCnQE errors into a CC-inclusive systematic error by
taking into account their correlations.

6.2.1 Track Quality Cut

The strategy used to determine the systematic error induced by the selection of good quality
FGD-TPC global tracks, i.e. tracks with TPC and FGD constituents, is described in detail in
the internal note T2K-TN-079 [147].

Three sources of uncertainties can affect the quality of a track: alignment, pattern recognition
(SBCAT) and hit inefficiency. We assume that the effect on the alignment is negligible because
tracks with few hits normally cross only one micromegas (MM) module (except the tracks
crossing the cathode, but the contribution from this kind of tracks is expected to be small).
Because there is no reason for the pattern recognition to produce different efficiency for data
and MC, we assume that the dominant source of data/MC differences is due to different hit
efficiency. The hit efficiency represents the ability of seeing a signal for a given particle with
definite energy and momentum. It should only depend on the detector and its electronics for
which the response can be different for data and MC.

The extra MC hit inefficiency needed to match the data has been computed by fitting the
distribution of the number of vertical clusters (hits) in TPC2 for the data (points with error bar
in Fig. 6.1 left plot) with a function that depends on the extra MC hit inefficiency itself and on
the number of events in each MC bin (colored histogram in Fig.6.1 left plot). The fit has been
done using only tracks traversing two MM modules because in this region the statistics is large
enough to prevent from big statistical fluctuations from bin to bin.

Fig. 1 shows the distribution of the number of TPC hits in the HMN track (i.e. the muon
candidate) after the PID cut (i.e. at the end of the selection cuts chain) for both data and MC
samples. In order to study the properties of the variable used in this cut, the quality cut has
been removed. Since only a small fraction of the selected tracks has less than 19 hits, the effect
of the quality cut is expected to be small (less than 5%, see Table 2), as well as the systematic
error associated to it.
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Figure 1: Number of hits in the closest TPC of the muon candidate after CC selection cuts for data (points
with error bars) and NEUT MC (colored histogram). No quality cut has been applied here. The color
code refers to reaction type, as explained in the legend.

Table 2

nbr of events nbr of events fraction
(no quality cut) (with quality cut) killed (%)

NEUT MC 25011 23841 4.7

data 3681 3526 4.2

The presence of unsimulated background (i.e. rock muons) in the data is well known. That
would affect the comparison between applying and not applying the quality cut if subsequent
cuts (4-6 in Table 1) are not applied. Indeed, a difference in quality cut efficiency can be distorted
by other effects. To minimize this problem the effect of the quality cut will be studied when all
other CC selection cuts are applied. This will considerably reduce the fraction of events due to
unsimulated background in the final data sample.
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Figure 15: Distribution of the number of hits in the closest TPC for the data (black points with error
bar) and MC (blue line). The red line has been obtained by fitting the data distribution to the function
in Eq. 13. All the events passing the CC selection when the quality cut is not applied have been selected.

The same exercise can be done selecting different track samples and different angular and
spatial regions. The results obtained are summarized in Figs. 16,17, 18 and in Table 11. In all
the cases investigated the hit inefficiency is ≤ 0.1%.
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Figure 16: Distribution of the number of hits in the closest TPC for the data (black points with error
bar) and MC (blue line). The red line has been obtained by fitting the data distribution to the function
in Eq. 13. Events with reconstructed vertex in FGD1 (left panel) and FGD2 (right panel) fiducial volume
passing the CC selection when the quality cut is not applied have been selected.

26

Figure 6.1: Left plot: Number of hits in the closest TPC of the muon candidate after CC selection
cuts for data (points with error bars) and NEUT MC (colored histogram). No quality cut has been
applied here. The color code refers to the reaction type, as explained in the legend. The spike around
36 corresponds to tracks broken in the middle of the TPC between the two MM columns, this effect
appears normally at high angle tracks in the YZ plane. Right plot: Distribution of the number of hits
in the closest TPC for the data (black points with error bar) and MC (blue line). The red line has been
obtained by fitting the data distribution to the hit inefficiency function. All the events passing the CC
selection when the quality cut is not applied have been selected.
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Since the probability of losing more than two hits is negligible, it is a good approximation to
consider only tracks losing one or two hits due to the extra MC hit inefficiency. The result of
the fit, using the hit distribution of the muon candidate after the CC-inclusive selection and
assuming that the hit inefficiency is a factor β = 10 larger at the MMs edges is shown in Fig. 6.1
right plot. It is worth noting that the agreement between data and MC is much better when
the extra inefficiency is introduced in the MC (red line). The value obtained in this way for the
extra MC hit inefficiency is 0.0007 ± 0.0001. This parameter has been computed for different
TPCs, spatial regions and angles, and for different values of the factor β (from 1 to 100) and in
all cases the extra MC hit inefficiency is found to be smaller than 0.001.

The number of hits on each track is multiplied by a random number following a normal distri-
bution with mean corresponding to the hit efficiency and sigma corresponding to its error. As a
result, tracks with more than 18 hits are randomly discarded, and tracks with less than 18 hits
are randomly accepted. The fractional covariance matrix is then given as the average of 500
trials:

V qua
jj′ =

1

500

500∑

s=1

∆s
j∆

s
j′

N sel,nom
rj N sel,nom

rj′
(6.1)

where ∆s
j = N sel,nom

rj − N sel,s
rj is the difference of the number of selected events between the

nominal MC and the hit efficiency corrected MC for the s-th trial and j the reconstructed p-θ
bin1.

6.2.2 TPC track efficiency

TPC tracking efficiency

Track-finding efficiency refers to the efficiency for the TPC reconstruction algorithm to success-
fully reconstruct a TPC track. The efficiency for finding tracks was estimated as a function of
track length, momentum, and angle using muon-like tracks induced by neutrino interactions.
These include tracks produced in the P0D as well as tracks in the tracker (FGD and tracker
walls). The difference in the track-finding efficiency between data and MC has been estimated,
and cross-checked with a visual scanning. The internal note T2K-TN-075 [148] contains the
result and details of this study.

These studies find very little differences in the track-finding efficiency between data and MC,
which was not the case for the 2010a oscillation analysis. The improvements are due to many
upgrades in both the MC simulation and the reconstruction algorithms themselves. The typical
values of the track-finding efficiency range is about 97-99 %, depending on the track length,
momentum, or angle. The largest data-MC difference seen is 0.5 %. This last value is chosen
as the systematic uncertainty on the efficiency for finding a track. To be conservative, this
uncertainty is considered to be 100 % correlated between momentum and angle bins.

The propagation of the uncertainty is done using a reweighting method to determine the change
of the number of selected events in all 40 bins, if 0.5 % of all tracks is randomly dropped. The
algorithm is:

1The label rj is used here and in the following to specify that we look at the reconstructed bin j. This notation
will be extensively used in the next chapters where we distinguish reconstructed and true bins.
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• Let k represent the number of tracks, and p=0.5 % is the probability for a track to be
lost. The probability that none of the track in the event is dropped is, p0(k) = (1− p)k ∼
1− kp− k(k − 1)p2

• Loop over each event. Depending on the number of track in the event, increment the
number of event selected by p0(k) in the nominal bin (e.g bin defined by the CC selection
without any change).

• Loop over each track. Consider loosing this track in the event and test if the resulting
event still passes the selection cut. If it does, then add the probability, p, to the new bin
defined by the new track selected as the muon candidate.

• Similarly, for each pair of tracks in the event, consider losing both tracks and seeing if it
passes the selection cut. If it does, then add the probability, p2, to the new bin in which
the event falls into.

The procedure could continue by considering losing 3 tracks together, and so on. As the prob-
ability p is very small, we can truncate the procedure after considering losing up to two tracks.
With this procedure, we obtain in each reconstructed bin a reweighted number of selected events
in the reconstructed bin j, N sel,rw

rj . Defining ∆j = N sel,nom
rj −N sel,rw

rj , the covariance matrix is
then given as:

V match,−
ij =

∆j∆i

N sel,nom
rj N sel,nom

ri

(6.2)

where N sel,nom
rj is the default number of MC events selected in the reconstructed bin rj .

Note that we only consider the effects of losing tracks. There is no mechanism for calculating
what happens to events if an extra tracks that failed to reconstruct originally are added back in.
For the purposes of this analysis, we calculate a new ∆i, where N sel,rw

rj is obtained by changing
(1− p)→ (1 + p) in the previous calculation. In this case, we assume the probability of getting
back a track of the same magnitude than the probability of loosing a track. The fractional
covariance matrix is then V match,+

jj′ and the total fractional covariance matrix is given by,

V match =
1

2
(V match,− + V match,+). (6.3)

TPC “broken track” inefficiency

Sometimes a single particle can produce two TPC tracks. There is a probability that both of
these TPC tracks are matched to some FGD hits, and survive in the final reconstructed track
collection as two distinct tracks instead of a single track causing a migration of true CCQE
events to the CCnQE-like selection.

By eye-scanning [148], two main causes for this are identified:

• TPC pattern recognition program (SBCAT) failing to match tracks that span a natu-
ral boundary with absence of hits (tracks crossing the central cathode or a micromegas
boundary).

• SBCAT getting “confused” by multiple particles crossing many neighboring pads of a
micromegas (delta rays or high-multiplicity events).
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The difficulty, in measuring these effects and assigning a systematic error to it, arises from the
fact that the migration described above has never been observed in an event of the final CCQE-
like selection, and so, it has to be inferred from a different pool of events. Therefore, two sets
of cuts are derived.

• General cuts: These are cuts designed to contain the maximum possible number of broken
tracks.

• Specialized cuts: These are much more restrictive cuts, designed to separate the rare effect
of the broken TPC tracks within the above-selected sample.

The broken track efficiency of the inclusive sample is defined as,

ε̃break = εbreak · γCC , where γCC =
Nsel,gene

Nsel,CC
. (6.4)

where εbreak is the efficiency of selecting broken tracks with the specialized cut inside the gen-
eralized sample, and γCC is the fraction of events passing the generalized cuts in the nominal
CC-inclusive sample of Sec. 5.5. Following this method, we obtain,

ε̃Databreak = 0.007, ε̃MC
break = 0.001. (6.5)

Due to the small statistic of the selection, only an overall correction is calculated and no attempt
is done to calculate the effect in (pµ, θµ). The migration between CCQE-like and CCnQE-like
is done by defining,

N sel,corr
rj = κj(ε̃

data
break − ε̃MC

break)N
selCC,nom (6.6)

where κj is the fraction of CCQE-like of CCnQE-like events in the reconstructed bin j in the

inclusive sample. Using ∆j = N sel,nom
rj −N sel,corr

rj , the covariance matrix is then given by,

V brk
jj′ =

∆j∆j′

N sel,nom
rj N sel,nom

rj′
(6.7)

where N sel,nom
rj is the default number of MC events selected in the reconstructed bin rj .

6.2.3 TPC Particle IDentification (PID)

The PID systematics is obtained by comparing data and Monte Carlo prediction for high purity
sample of events containing muons. This sample is selected by requiring the existence of a
reconstructed track starting in the P0D and crossing the 3 TPC with a minimum of 18 vertical
clusters in each TPC.

The pull under the muon hypothesis (see Eq. 5.4) of the track is compared for data and MC.
The width of the pull is compared between data and Monte Carlo for each TPC and run period
independently. The MC distributions are found slightly narrower than in data and the difference
between data and MC is found stable (see the internal note T2K-TN-078 [149]).

Therefore an overall correction is applied to the MC to reproduce the data by applying an
additional Gaussian smearing event by event. This correction has been computed to be of the
order of 5 %. With this additional smearing, a new number of selected events is obtained and
compared to the nominal one for each of the 40 bins, computing in this way the fractional
covariance matrix that takes the same form as Eq. 6.7.
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6.2.4 TPC momentum scale systematics

The systematic uncertainty on the TPC momentum scale comes mainly from our ability to know
the scale of our magnetic field. The relation between the momentum and the magnetic field is
given by,

pT =
0.3B

ρ
(6.8)

where pT is the transverse momentum of the particle is given in MeV, B the magnetic field in
Tesla and ρ the in inverse of the radius in mm−1, e.g the curvature. The TPC momentum scale
systematic error can be separated into two contributions:

1. Mean magnetic field
It corresponds to the uncertainty on the measurement of the magnetic field, B.

2. Field distortions
It corresponds to the uncertainty due to the magnetic and electric field distortion on the
observed curvature after drifting of the electrons inside the TPC.

Mean magnetic field uncertainty

The uncertainty for the first category comes from a serie of measurements made in September
2009. It consists of:

• Magnetic field measurement in the tracker region at a coil current of 1000 A (3D grid with
5 cm distance).

• 10 cm distance measurement for different coil current up to 1000 A.

• 2 dedicated ramp-ups up to 2600 A and 2900 A in April and November 2010 respectively.

When ramping up the magnet, a non-linear behavior between the current in the magnet coils
and the measured magnetic field is observed. At higher field values a saturation of the ND280
iron yoke decreases the magnetic field. In a first order approximation, the following quadratic
function is used to fit the measurement,

B[G] = c0 + c1I(1 + c2I) (6.9)

where the ci are the parameters of the fit and I is the current. The c2 parameter only depends
on the magnetization features of the iron yokes. The systematic errors on the mean magnetic
field measurement can be divided into three categories.

• Resolution: it is the combination of the intrinsic resolution of the Hall probes and the
error of the offset correction, both errors are added in quadrature.

• Misalignment: uncertainties of the skewing of the mapping device with the mapping
device reference frame, the remaining error on the misalignment between the probes, and
finally the uncertainty of the survey, which connects the mapping device reference frame
with the ND280, reference frame. All the three effects are added in quadrature. Note that
this type of error scales linearly with an increasing B-field value.
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• Non-linearities: it is due to the uncertainty of the magnet yoke properties, which are
responsible for the quadratic term in Eq. 6.9

For the main component Bx the non-linearities of the B-field are the main source of uncertainty,
whereas for the transverse component (By, Bz) the misalignment of the probes with respect to
the main B-field direction dominates the systematic error. The error on the Bx component is
about ∼ 0.5%, while the error on the transverse component of the magnetic field is ∼ 1.3 G.

The covariance matrix is obtained varying the magnet field scale according to the errors in
[150]. The MC is then reweighted 500 times by smearing the magnetic field with a Gaussian
distribution with mean 1 and sigma corresponding to the systematic error. The effect of the
magnet field scale varation generates migrations in the momentum bins of the reconstructed
muon track candidate. The fractional covariance matrix is then given by the RMS between the
different reweighted MC and the nominal one, and takes the same form as Eq. 6.1,

V qua
jj′ =

1

500

500∑

s=1

∆s
j∆

s
j′

N sel,nom
rj N sel,nom

r′j

(6.10)

where ∆s
j = N sel,nom

rj − N sel,s
rj is the difference of the number of selected events between the

nominal MC and the reweighted MC for the s-th trial.

Field distortions

Particles entering a TPC create a cloud of primary ionization. Electrons from the ionization drift
along the direction of the electric field lines towards the detector readout plane. In an ideal TPC
the magnetic and electric fields orientated parallel to each other and drift electrons experience
no deflection in directions transverse to the drift direction. However due to imperfections in the
magnetic and electric fields, the path of the drift electrons can be distorted. Deflections in the
transverse plane that occur while the electrons are drifting can distort the shape of the track so
that the image of the track at the readout plane has a different shape than that of the original
track. The distortion of the track shape can then lead to a bias in the reconstructed momentum
of the track.

Distortions caused by the inhomogeneities in the electric and magnetic fields are calibrated out
with the TPC photoelectron calibration system and MC simulation is used to drift the electrons.
For all 3 TPCs the MC simulation reproduces the main features of the target displacements,
but in some regions there are significant differences in the direction and magnitude. These
differences are interpreted as being due to differences between the real magnetic field and the
field assumed in the measured field map. For this reason, an empirical correction to the measured
field simulation is needed. The empirical correction consists of the application of additional
distortions, inferred from the difference in the data and MC positions of the laser calibration
targets. The basic approach is to reconstruct the data three times:

• assuming a perfect field

• assuming the measured field map and empirical corrections inferred from laser calibration
data.

• using the field map, but turning off the empirical corrections.
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The difference between the first and the second configuration gives the correction that we apply
to the MC to account for the non-uniformities, while the difference between the second and third
is taken to be the uncertainty on the momentum reconstruction.

The fractional covariance matrix take the same form as Eq. 6.7, where N sel,nom
rj contains all the

corrections (the field map measurement information and the empirical corrections) and ∆j the
difference between the second and the third configuration.

6.2.5 TPC momentum resolution

The internal technical note T2K-TN-095 [151] describes the study of single TPC momentum
resolution performed using tracks that cross multiple TPCs. The use of tracks crossing at least
2 TPCs allows to compute the difference of the reconstructed momentum of each TPC segment
of the same global track. Using the inverse of the transverse momentum to the magnetic field,
1/pT , the distribution of this difference is approximately Gaussian, with mean related to the
average energy loss in the intermediate FGD. For different pT ranges, this distribution can be
fitted to a Gaussian function in order to obtain the standard deviation,

σ

(
∆

1

precT

)

ij

= σ

([
1

precT,i
− 1

precT,j

])
(6.11)

where i 6= j label the TPCs. The standard deviation contains different contributions:

• The energy loss and multiple scattering in the intermediate FGD

• The momentum resolutions of each TPC

• The correlations between both contributions

The systematic error is obtained by smearing the MC distribution of σ
(

∆ 1
precT

)
event-by-event

until MC and data coincide. In practice, the analysis is repeated for different smearing values
and χ2 minimization is performed. The χ2 minimization will result in the central value of the
additional smearing, which can be considered as a correction, while the standard deviation on
the correction will be derived from the χ2 variation around the minimum.

The additional smearing is found for TPC2 to be,

δσ1/pT = (2.5± 0.5)× 10−5(c/MeV ) (6.12)

where the resolution for TPC2 is found to be ∼ 8 × 10−5(c/MeV ). The systematic error is
applied as an additional Gaussian smearing to the reconstructed momentum of the MC sample
and the covariance matrix takes the form of Eq. 6.7.

6.2.6 TPC-FGD matching inefficiency

An event will only be correctly associated to the fiducial volume if the reconstructed TPC track
is matched to the corresponding FGD hits. While the systematic uncertainties described in
Sec. 6.2.2 and 6.2.2 represent failures to correctly reconstruct TPC tracks, in this section we
consider the loss in efficiency from a failure of the matching between the TPC track and the
FGD hits. This systematics is described in more detail in the internal note T2K-TN-075 [148].
A track may fail to associate with FGD hits for various reasons:

122



• If the track was miss-reconstructed, it is possible that the extrapolated track may simply
miss the FGD hits.

• An error in the t0 calculation used to determine the x coordinates of the TPC hits would
also cause a track to be shifted in x and possibly miss the hits.

Using a combination of beam and cosmic ray tracks the FGD-TPC track matching efficiency has
been estimated for both data and MC. These samples are estimated to always contain TPC2
tracks and FGD1 hits. The fraction of the events that has not been reconstructed correctly
constitute the inefficiency.

Sufficient cosmic ray statistics were available to allow this to be calculated as a function of the
muon track’s momentum and angle.

Table 6.5: The FGD1-TPC2 tracking matching efficiency error, δεk for (momentum, angle) bin k [148].

Bin # δεk (%) Bin # δεk (%)

0 ±0.41 10 ±0.90
1 ±0.95 11 ±0.33
2 ±0.29 12 ±0.61
3 ±0.34 13 ±1.25
4 ±1.12 14 ±0.47
5 ±2.00 15 ±0.27
6 ±0.85 16 ±0.32
7 ±0.40 17 ±0.79
8 ±0.73 18 ±0.46
9 ±0.25 19 ±0.21

Table 6.5 shows the uncertainty on matching a TPC track to the FGD hits for each (momentum,
angle) bin. Each uncertainty has been calculated independently unlike Sec. 6.2.2.

For the propagation of the error through the final result, we can only remove tracks. We assume
that the effect will be symmetric for the case of an increase of efficiency. For simplicity, the
case of loosing two tracks at once in the same events is neglected. The propagation is done
independently for each bin k:

• Add (1-δεk), each time the track selected as the muon candidate is reconstructed with
momentum and angle corresponding to the bin k.

• Consider removing this track. Check if another track can be selected as the muon candidate
and get its reconstructed momentum and angle corresponding to the bin j. Increment the
number of event in the bin j by δεk.

For each bin k, we get a fractional covariance matrix that is added in quadrature to the rest.
Each fractional covariance matrix is defined as the difference between the new estimates of the
number of events in each bin with the nominal prediction. The fractional covariance matrix is
then obtained in a similar way as Eqs. 6.2 and 6.3.
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6.2.7 Fiducial mass

If the material density in FGD1 is different in the Monte Carlo from reality, this will result in a
normalization error in the number of simulated neutrino interactions. The internal note T2K-
TN-091 describes the measurements and calculation of the density of the FGD XY scintillator
modules [152]. This note concluded that the uncertainty on the total FGD XY module mass was
σ = 0.67%.

Checks of the FGD geometry as implemented in the Monte Carlo indicate that the simulated
mass of the active region of FGD1 differs by only 0.09% from the amount recommended in
T2K-TN-091. Therefore, no re-scaling of the MC output has been done to account for different
detector density. Note that there are actually two known mistakes in the FGD mass simulation
for Production 4:

1. The scintillator density for the FGD was incorrectly set to 1.05 instead of the correct value
of 1.032 g/cm3.

2. The density of the glue used to bond the XY modules together was incorrectly set to
0.92 instead of the intended value of 1.365 g/cm3, the value listed in T2K-TN-091 of 0.92
mistakenly is the density of the adhesive before curing, not after.

Miraculously, these two mistakes almost exactly cancel each other in the total mass calculation.
While there may be a very small error in the relative elemental abundances from what amounts
to a substitution of scintillator mass for glue mass, this is believed to be negligible for the present
analysis.

In conclusion, a 0.67% systematic error is taken on the overall FGD1 density. This takes the
form of an overall normalization uncertainty for all events originating in FGD1. Reweighting
each event with this uncertainty (multiplying by 1 ± σ each event) a new number of events
selected is found for each bin that is compared to the nominal value. The fractional covariance
matrix is then given by Eqs. 6.2 and 6.3.

6.2.8 Charge miss-identification

The wrong identification of the sign of charged particle and its resulting systematic uncertainty
are discussed in this section. The details of this study can be found in the internal note T2K-
TN-048 [153]. The main aim of this analysis is to estimate the number of reconstruction failures
when trying to calculate the charges of the particles. The systematic study chosen use global
tracks with 2 or 3 TPC objects. The tracks are selected as starting in the fiducial volume of the
P0D and having more than 40 hits in each TPC.

To compute the systematic error, the probability that each TPC segment of the global track has
the same reconstructed charge, Psame is computed. From it, the charge confusion probability,
Pwrong, can be expressed. The difference in charge confusion between TPC2 and TPC3 can be
obtained by assuming that the charge confusion in TPC1 and TPC2 is the same.

The results for TPC2 is shown in Table 6.6, where we see that the charge confusion is less than
2% for almost all tracks of interest in the analysis (< 2.6GeV ).

These results are cross-checked by using a selection of high purity sample of protons, by looking
at how many times they are reconstructed with negative charge.
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Table 6.6: Charge confusion for data and MC for long track, with at least 40 hits [145] in the TPC2

Charge confusion Track momentum
probability (%) 0-1.3 GeV 1.3-2.6 GeV 2.6-4.0 GeV 4.0-5.3 GeV > 5.3 GeV

MC 0.75 ±0.20 1.8 ±0.6 2.1 ±1.2 6.0 ±3.0 10.5 ±2.4
Data 0.55 ±0.09 2.1 ±0.3 5.1 ±0.8 5.4 ±1.2 13.0 ±1.8

The covariance matrix is computed by changing the charge of all tracks in an event according to
the errors in Table 6.6. 500 Monte Carlo experiments are performed, each one with a variation
of the charge probability confusion per momentum bin following Gaussian distribution. The
width of the Gaussian is computed as the quadratic average of the MC to Data difference and
their statistical errors. For each new Monte Carlo, the charge of the track is randomly swapped
according to the charge confusion probability. The fractional covariance matrix takes then the
same form as Eq. 6.1.

6.2.9 Backgrounds

This section separates the background into its different sources. For each source, a systematic
uncertainty is calculated.

Cosmic rays

Cosmic rays that pass through the detector coincident with beam spills can contribute to the
background of the final CC-inclusive sample. This background has been studied using a ded-
icated ND280 cosmic ray Monte Carlo sample, as well as “empty” spill triggers in which the
proton beam was not sent to the neutrino target, as described in the internal note T2K-TN-112
[154].

The MC and data rates are calculated as the number of tracks divided by the corresponding
integrated time. For the data, this is a known value, however for the MC, the integrated time can
be calculated in two different ways that give similar but not identical results [154]. Depending on
the method, the duration is 169 (or 134 seconds), while the integrated time of the data sample
is 0.93 seconds.

The standard CC-inclusive cuts are applied to both the cosmic MC sample and the empty spill
data sample. The rate predicted by MC simulation is in the range from 0.47 ± 0.05 to 0.59 ±
0.07 Hz, and no track passed the cuts in empty spill data.

After the TPC quality cut, the rate in data is 1.4-1.7 times the Monte Carlo rate. By applying
this factor to the MC event rate, and assuming the efficiency at the last cut is as predicted by
the MC, the predicted rate of events passing the standard CC-inclusive cuts in the data is 0.79
± 0.11 Hz.

The integrated data time for Run I and II (sum of all time widows) is 2.16 s (0.73 s and 1.43 s
for Run I and II respectively). Applying the rate of CC-inclusive events yields to a background
prediction of 1.72 ± 0.25 events in FGD1 over the entire period. This level of contamination is
small enough that it can be safely neglected.
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Sand interactions

As already seen in Sec. 5.2, the default Monte Carlo simulation used for ND280 contains only
interactions that occur within the magnet. This section tries to evaluate the systematic error
related to the presence of interactions outside of the magnet (sand muons interactions).

The number of POT for sand muons interaction is 55 % of the data POT. After the CC-inclusive
cuts were applied 28 events survived. When scaled to the data POT, this gives 51 CC-inclusive
events, which represents a ∼ 1 % of the final selected sample as was shown in Table 5.8.

The expected contribution from sand interactions can be verified by the comparison of the
absolute rate per POT observed in Monte Carlo and data. To perform such analysis, tracks
entering through the front wall of P0D were selected. The number of accepted tracks seen in
data should be equal to the sum of two Monte Carlo simulations: the simulation of the sand
interactions and the simulations of the interactions inside the detector but upstream the front
wall of the P0D.

The event rate for the sand muon MC is found to be 171.44 tracks/1017 POT, while the default
magnet MC rate is 32.78 tracks/1017 POT. The rate measured in the data was 229.81 tracks/1017

POT. If the entire data/MC discrepancy is attributed to the sand interaction MC, this corre-
sponds to a 15% systematic uncertainty in the predicted rate of sand interactions entering the
CC-inclusive sample.

The fractional covariance matrix is obtained by varying the number of sand interactions by 15
%,

V sand
jj′ =

0.15N sel,sand
j 0.15N sel,sand

j′

N sel,nom
j N sel,nom

j′
(6.13)

where N sel,nom
j is the number of selected events predicted by the MC where we take into account

all the different corrections done to the MC.

Out-of-fiducial volume (OOFV) background

Events caused by neutrino interactions outside of the FGD fiducial volume compose ∼8% of
the events in the final selected sample (see Table 5.8). This background is caused by several
different physical processes, each with a separate systematic uncertainty to be evaluated. The
details of these studies can be found in the internal note T2K-TN-098 [155]. This section provides
a summary of the various background components, along with a brief description of how the
uncertainty on each component was determined. There are two kind of uncertainties related to
the OOFV background.

• Cross-section, rate systematic uncertainty

- Particles that originate outside of the tracker are assigned a 20% systematic
error due to the uncertainty in the rate of production of these particles. This outside-
the-tracker region is largely composed of heavier elements such as Fe and Pb, and
for this analysis, no cross section uncertainties are being assigned to these materials.
Hence, the uncertainty in these backgrounds must be assigned directly as a detector
systematic error. The NEUT and GENIE event generators disagree at the level of
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20% on the rate of interactions outside the tracker, and studies of event rates in
outside-the-tracker detectors such as the SMRD, P0D, and ECAL all yield data/MC
discrepancies at that level.

- Particles that originate within the tracker are not assigned a rate uncertainty,
as these come from interactions on carbon, oxygen, and some aluminum, which are
assumed to be properly treated by the cross-section modeling uncertainties in Sec. 6.3.

• Reconstruction related systematic uncertainties are assigned to charged particles
entering the fiducial volume. Differences in the reconstruction failure rate between data
and MC will then result in systematic uncertainties.

The sample of external background is divided in different categories where a rate and reconstruction-
related systematic uncertainties can be applied. These categories are:

• Neutral particles entering the FGD, leaving no track, create secondary charged particles
inside the FGD.

• Backwards-going tracks are events created outside the tracker, which have a backwards-
going π+ stopping in the FGD1, that has been reconstructed as a forward-going muon. It
doesn’t constitute a reconstruction failure but reflect the limitation of the reconstruction
related to our ability to determine the direction of a track 2.

• High angle tracks are not well reconstructed in the 4C processing, hits are generally
missing at the end of the FGD segments preventing the matching between the TPC and
the FGD. It happens generally at low momentum (< 500 MeV/c). The reconstruction
systematic uncertainty is obtained by observing the data/MC ratio for cosmic samples for
momentum below 500 MeV/c.

• Double-skipped layer failure occurs when trying to match TPC2 segments to FGD1
hits. If 2 layers in a row don’t have FGD hits, the matching routine gives up and the
track is broken. As a result, the track appears to start inside the FGD FV, even if there
are further upstream hits. This generally happens when the tracks have a direction that
is nearly parallel to the beam axis and passes through the dead coating material between
scintillator bars. The systematic error is computed by using sand muons and magnet
muons, which were passing through TPC1, FGD1 and TPC2. From this sample, the
difference between data and MC is taken as systematic error.

• Layer 23 hit matching failures occurs when a TPC track has miss-reconstructed its
drift time, t. This implies the miss-reconstruction of the x position:

x = vdrift(t− t0) (6.14)

where t0 is the time given by the first FGD hit matched to the TPC, and vdrift the drift
velocity. Such tracks match hits in the YZ view, but not the XZ view, which causes the
matching to halt in FGD layer 23. The systematic error is computed using the same sample
as for the double-skipped layer failure. In this case, the systematic error is obtained by
taking the difference between data and MC at the level of the layer 23.

2In fact, the tracks are assumed forward in the reconstruction. Only if the track passes through the second
FGD (FGD2), the direction can be flipped by using the timing of both FGDs.
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• Matching reconstruction failure can occur because of three main reasons:

– Bad first hit in the FGD1-TPC2 matching occurs when failing choosing the
first FGD hit to get the t0 of 6.14. In this case the x coordinate of the TPC track is
not correctly computed causing the matching for a through-going track to stop inside
the FGD FV 3.

– Interactions in the dead material downstream of the FGD1 cover plate or
upstream TPC2 dead material. These are backwards-going hadrons produced
by interactions in the dead material and stopping in FGD1, while the forward-going
muon from the same interaction enter the TPC. There is then a probability of match-
ing the backwards-going hadrons and the muon as a single track starting in the FV
of the FGD.

– Interactions in the dead material upstream of the FGD1’s scintillator
planes.

The systematic error is obtained by lowering the χ2 matching criterion in the reconstruction
by a factor of 1.3. The difference between the nominal χ2 cut and the new χ2 gives the
systematic uncertainty.

• Interactions in the most upstream XY module of FGD1 don’t create always hits
in the first XY module because the particle just clips a bar and passes through the dead
material of the second layer, or because it is created so close to the edge of a FGD bar
that is below the hit threshold. T2K-TN-98 concludes that the systematic error due to
this category is negligible [155].

Table 6.7 shows the uncertainties assigned to each category.

Table 6.7: Each component of the out-of-fiducial-volume (OOFV) background is listed. In bracket
a reconstruction category is assigned. The size of each component is given as a fraction of the total
OOFV background, along with the associated rate-related and reconstruction-related components for
that background [145].

Background type Fraction Rate Reconstruction
(reconstruction category) of OOFV uncertainty uncertainty

Neutral particles entering FGD1 16.2 % 20 % 0 %
Backwards-going tracks 9.8 % 20 % 0 %
High angle tracks (A) 7.3 % 20 % 45 %

Double-skipped layer failure (A) 9.4 % 20 % 100 %
Layer 23 hit matching failure (A) 5.1 % 20 % 150 %

Bad first hit(B) 17.0 % 20 % 8 %
Int. in the dead material downstream of FGD1 (B) 18.7 % 0 % 5 %

Int. in the dead material upstream of FGD1 (B) 3.4 % 0 % 0 %
Int. in the most upstream FGD1 XY module (A) 12.9 % 0 % 0 %

The covariance matrix due to the particle originating outside the tracker is given by,

V rate
jj′ = (0.2)2

( ∑

k∈outside
Bk,j

)( ∑

k∈outside
Bk,j′

)
(6.15)

3Note that this category also contains hard elastic scattering events of muons in the FGD. This events are not
reconstruction failure but were difficult to separate from the bad first hit category.
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where Bkj denotes the number of events of category k, predicted in the MC for the reconstructed
bin j.

For each sample, k, of the reconstruction category, A, the covariance matrix is calculated as the
following,

V A
jj′,k = α2

kBk,jBk,j′ (6.16)

where αk is the fractional reconstruction-related systematics on that category from Table 6.7.

For the matching failure category,(e.g B category in Table 6.7), the covariance matrix is given
by,

V B
jj′ = (B

B,χ2
nom

j −BB,χ2

j )(B
B,χ2

nom
j′ −BB,χ2

j′ ) (6.17)

where B
B,χ2

nom
j and BB,χ2

j are the total number of events falling in the matching failure category

reconstructed in bin j passing the selection cuts for the nominal χ2 and the lower one respectively.
The total fractional covariance matrix is then given by,

V OOFV
jj′ =

V rate
jj′ +

∑

k∈A
V A
jj′,k + V B

jj′

N sel,nom
j N sel,nom

j′
(6.18)

where N sel,nom
j is the total number of selected events (signal + background) in the reconstructed

bin j.

Event pile up

The systematic error due to event pile up has two possible contributions.

One comes from the error in the calculation of the efficiency correction for the Monte Carlo (see
Sec. 5.7). As it was discussed in the previous section, there is a 15% uncertainty associated
to the sand interactions simulation. The systematic error is then computed as 0.15 times the
efficiency correction, 0.43 % and 0.78 % for Run I and Run II. The errors are then 0.06 % and
0.12 % for Run I and II.

The other potential error comes from the simulation of TPC1 track events in the ND280 MC.
There are two possible sources of systematic errors: difference in intensity or in the material
description of the external ND280 detectors (support structures, magnet, ...) for data and MC.
The systematics is computed by the difference in the number of TPC1 track events per bunch in
data and MC (where the sand muons are added to the MC) from Table 5.7. We obtain 0.04 %
for Run I and 0.21 % for Run II.The total systematic error is obtained by adding in quadrature
the different values and reweighting by the number of POT of each run, giving a 0.2 % error
for Run I and Run II.The error is assumed fully correlated. Therefore the fractional covariance
matrix takes the following form,

V pileup
jj′ =

0.0022

N sel,nom
j N sel,nom

j′
(6.19)

where N sel,nom
j is the number of selected events in reconstructed bin j for the nominal MC with

the different corrections applied.

129



6.2.10 Total uncertainty

The total fractional covariance matrix coming from the sources previously described is given in
Fig. 6.2. The uncertainties coming from the migration between CCQE and CCnQE events are
also included, and we clearly see the anti-correlations between the CCQE-like and the CCnQE-
like selection.

The sources of the detector systematic uncertainty with its error size and samples used to
compute the covariance matrix are given in Table 6.8. From this table, we see that the main
source of systematic error is the OOFV background, where we can have up to 9 % of systematic
error. The second main systematic error is due to the magnetic field distortion. The rest of the
systematic errors are, in general, below 1 %. These errors are, in general, smaller than the flux
or cross section modeling uncertainties that we will quantify in the next section.

6.3 Cross section model uncertainties

Two neutrino event generators have been used in this analysis: NEUT and GENIE. While the
NEUT MC has been chosen for the propagation of systematic errors, GENIE has been used as
fake data sets. In this section, I briefly explain which models have been used by the MCs and the
systematic error parameterization for NEUT, as no systematic errors have been calculated, by
now, for GENIE in the scope of the T2K experiment. In general, both MCs use similar physics
models and covers similar range of neutrino energies from several tens of MeV to hundreds of
TeV for NEUT and from ∼ 1 MeV to ∼ 1 PeV for GENIE.

6.3.1 Charged-current quasi-elastic scattering (CCQE)

Both generators use the Llewellyn-Smith formalism, summarized in Sec. 2.5 to describe quasi-
elatic neutrino scattering off nucleons in the nucleus. Although they both use the dipole de-
scription for the axial form factor FA (see Eq. 2.40), GENIE uses a different value of the axial
mass: 0.99 MeV/c2 for GENIE and 1.21 MeV/c2 for NEUT.
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Figure 6.2: Detector response error for each reconstructed bin (pµ, cos θµ)recj . The first 20 bins are for
the CCQE-like selection, when the last 20 bins represent the CCnQE-like selection.
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They also employ the Smith-Moniz (see Sec. 2.5) relativistic Fermi gas (RFG) model to simulate
the nuclear environment. Thus the primary input parameters for simulating CCQE scattering
are the axial mass parameterMQE

A , and the parameters of the RFG model: the Fermi momentum
pF , and the binding energy EB.

The recent experiments all show a discrepency of the CCQE cross section at low Q2 between
models and data. MiniBoone for example has tuned the MC by implementing a Pauli blocking
parameter κ and increasing MA to 1.25 GeV/c2 [156]. However, many people in the theory com-
munity claim that this discrepency is due to the simplicity of the RFG nuclear model employed
by most neutrino generators. To explore this effect, another spectral function model from the
NuWro [157] generator has been implemented.

Error parameterization

The errors for the quasi-elastic parameters have been evaluated by using the MiniBooNE data
together with the same NEUT MC used for the T2K analysis ( NEUT 5.1.4 ). A fit with a
minimal parameterization has been done on the MiniBooNE data, where the floating parameters
were only the MQE

A and CCQE normalization [158].

The errors delivered have been obtained as the difference between the fitted value of the param-
eter and the nominal. As the energy range of MiniBooNE is below 1.5 GeV, for this range of
energy an uncertainty of 11% has been set which reflects the uncertainty that the MiniBooNE
collaboration has on its flux [158]. A conservative 30% error has been set for the rest of the
energy range.

As already pointed out, both NEUT and GENIE MC use the RFG model. To account for the
systematic error done by using this simplest model, an uncertainty is associated to that by using
the spectral function of the NuWro generator. The NuWro generator is used to calculate the

Table 6.8: Summary of all the systematic errors.

Systematic Error Data Sample Error size (%)

Pion absorption Beam data/MC 3.0
TPC track quality cut Beam data/MC 0.1
TPC track efficiency Beam data/MC 0.5

TPC broken track tracking efficiency Beam data/MC 0.6
TPC Particle ID (PID) Beam data/MC 0.1
TPC momentum scale external data 0.51

TPC momentum distortion special MC 1− 7
TPC momentum resolution Beam data/MC 2.0

TPC-FGD matching efficiency sand muon + cosmics < 1
Fiducial Mass external measurement 0.67
Charge mis-ID Beam data/MC < 0.3

Michel electron tagging cosmics 0.49
Cosmic rays special MC 0.1
Sand muons special MC 1.5

Out-of-fiducial volume (OOFV) background several samples 1− 9
Pile up Beam data/MC 0.2

Track Multiplicity due to ext. bkgd Beam data/MC 1.5
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difference in cross section as a function of Eν and outgoing pµ−θµ between the Spectral Function
(SF) and Fermi gas model of the nucleus (see 2.7). The major contribution to the SF comes
from the shell model and the remaining ∼20% from correlated pairs of nucleons. The last part
accounts for a large momentum tail in the nucleon momentum distribution, which extends far
beyond 250 MeV/c. The effective binding energy (equivalent to the binding energy parameter
in the Fermi gas model) is on average larger which makes the cross section smaller.

Because of large uncertainty at large Q2 of the Fermi momentum (pF ) an additional systematic
error on pF is taken into account, that is estimated not including the systematic uncertainty as-
signed to the spectral function. In this case, the uncertainty associated to the Fermi momentum
is taken from electron scattering data [76].

The cross-section modeling errors, for the quasi-elastic channel, are shown in Table 6.9.

Table 6.9: NIWG 2012a cross section parameterization, with nominal value, error assigned for the
CCQE interaction

Parameters Energy range (GeV) Nominal value Error

MCCQE
A 0.0 < Eν 1.21 GeV 37.2 %

CCQE 0.0 < Eν < 1.5 1 11 %
CCQE 1.5 < Eν < 3.5 1 30 %
CCQE 3.5 < Eν 1 30 %

Spectral Function 0.0 < Eν Off (0) 100 %
pF 0.0 < Eν 217 MeV/c 13.8 %

6.3.2 Charged-current inelastic scattering (CC-nQE)

Baryon resonance production

Although NEUT and GENIE use the same Rein-Sehgal [68] model to simulate the neutrino
induced single pion productions. From the 18 resonances of the original Rein-Sehgal paper, the
16 listed as unambiguous in the latest PDG baryon tables are included in GENIE [84], while
NEUT considers the 18 resonances below 2 GeV . NEUT uses the same axial mass value of 1.21
GeV/c2 for quasi-elastic and resonant processes. On the contrary, GENIE uses different values:
0.99 GeV/c2 and 1.12 GeV/c2 respectively.

For GENIE, the Rein-Sehgal model is used up to a hadronic invariant mass, W , of 1.7 GeV/c2,
which is 2 GeV/c2 for NEUT. Below this cut value, GENIE and NEUT use a different description
of non-resonance background that has to be taken into account (see Sec. 6.3.2).

The Pauli blocking effect described in Sec. 2.7.1 is also considered. This suppresses the interac-
tion cross-section by a few percent [65]. Decay of delta resonance, where no pion is produced is
also considered and it corresponds to 20 % of total number of events.

Non-resonant inelastic scattering

NEUT and GENIE use essentially the same techniques for deep inelastic scattering. They both
use the modifications suggested by Bodek and Yang [159] to describe scattering at low Q2. In
this model higher-twist 4 and target mass corrections are accounted for through the use of a new

4Higher-twist (HT) is a technical term referring to the inclusion of multiple scattering effects on hard processes.
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scaling variable and modifications to the low Q2 parton structure functions.The cross sections
are computed at a fully partonic level, where cross sections are computed for all relevant sea and
valence quarks. The longitudinal structure function is taken into account using the Whitlow R
(R = FL/2xF1) parameterization [160]. The default parameter values are those given in [159],
which are determined based on the GRV98 (Glueck-Rey-Vogt-1998) [161] parton distributions.
The same model can be extended to low energies; it is the model used for the non-resonant
processes that compete with resonances in the few-GeV region.

Below 1.7 GeV/c2, GENIE uses the Andreopoulos-Gallhager-Kehayias-Yang (AGKY) hadroniza-
tion model [162] to decompose the Bodek and Yang model to single pion and two pion production
contributions. A fraction of these CC-1π and CC-2π contributions are added to the Rein-Sehgal
resonance model. The fractions are derived by fits to CC-inclusive, CC-1π and CC-2π bubble
chamber data. The corresponding fractions for NC are worked out from the CC ones using
isospin arguments.

NEUT uses a different method to treat the non-resonance background at low invariant mass of
the hadronic system (W <2 GeV/c2). In this case, a probability function of pion multiplicity
depending on W is used. The mean multiplicity of charged pions is estimated from the result
of the Fermilab 15-foot hydrogen bubble chamber experiment [163].

In both generators, Koba-Nielsen-Olesen (KNO) scaling [164] is used to get the charged hadron
multiplicity.

Coherent pion production

Coherent production of pions has been observed for neutrino energies ranging from 2 to 80 GeV
[165]. However for lower energies (below 2 GeV) problems with the existence of the coherence
phenomenon might appear. Several models exist that describe coherent pion production [165,
166, 167], but the absolute cross sections predicted by these models can vary by an order of
magnitude. In addition, both the K2K and SciBooNE experiments have measured an absence
of coherent CCπ+ events, well below predicted levels [168, 169], while similar deficits are not
observed in neutral current coherent π0 production [170]. Although the Rein and Sehgal model
is used for NEUT and GENIE MCs (see Sec. 2.8) for coherent pion production, they are different
by a factor of 2 in total cross section, as GENIE uses a recent revision of the Rein-Sehgal model
[133].

Error parameterization

To constrain the single pion production, the NIWG group (Neutrino Interactions Working
Group) of the T2K collaboration performed a joint fit to the MiniBooNE data sets for CC-
1π0 production, CC-1π+ and NC-1π0 productions, since these parameters are connected by
common parameters in the NEUT MC (see Sec. 2.6). Nine parameters are included in the fit.
For some of them, the fit has no power of constraints. In this case penalties are given to those
parameters. The choice of the systematic uncertainty for each parameter is given below:

1. MRES
A is the axial vector mass for resonant interaction, which affects both the rate and

Q2 shape of neutral and charged current interactions. The uncertainty comes from the
MiniBooNE fit.
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2. W shape (Γ in Eq. 2.48) describes the width of the resonance. It allows the modification
of the shape of the |~pπ0 | spectrum of the NC-1π0 channel to improve agreement with data
[171]. In general terms, the approach is to reweight events with a pion or a photon and
a nucleon in the initial state (before FSI and ignoring pionless ∆ decay events) using a
function that depends on the invariant mass W and the W shape parameter Γ, r(W,Γ)
defined as:

r(W,Γ) = α · Γ

(W −MN∗)2 + Γ2/4
· P (W ;mπ,mN ) (6.20)

where

• P (W ;mπ,mN ) is the phase space for a two-body decay of a particle with mass W
into particles with masses mπ and mN

• α is a normalization factor calculated to leave the total nucleon-level cross section
unchanged as Γ is varied.

• MN∗=1218 MeV.

The error on this parameter is defined as the difference between the best fit and the
nominal value (87.7 MeV) and is about 50% error.

3. CC coherent normalization factor:
A 100 % error has been set for the CC coherent pion production, as external experiments
are consistent with no coherent pion production by neutrino energies of ∼ 1GeV. In
addition, fit results for the MiniBoNE data on CC-1π is also consistent with no coherent
pion production at the 2σ level [158].

4. CC-1π normalization factor
For lower neutrino energy bins: 0 < Eν < 2.5 GeV (MiniBooNE energy range) the uncer-
tainty comes from the MiniBooNE fit, while for the higher energies a conservative 40 %
error is associated and motivated by external experiments as NOMAD [158].

5. CC-other shape factor parameter modifies a combination of CC cross section channels
as a function of Eν . The interactions contributing to this category are the CC-nπ produc-
tion, which are interactions with more than one pion in the final state but with a hadronic
mass between 1.3 GeV and 2 GeV, DIS or CC resonant with η/K/γ production. From
external data sets, the uncertainty is known to be of the order of 0.4 GeV at 4 GeV. The
error is then set as

δCC−oth.shp. =
0.4 (GeV )

Eν(GeV )
(6.21)

where Eν is the neutrino energy. Note that these processes have an energy threshold at
0.6 GeV and thus the error will be always well defined.

6. NC-1π0 normalization factor corresponds to the resonant production of π0 via neutral
currents. The uncertainty comes from the MiniBooNE fit.

7. NC-other normalization factor corresponds to the normalization factor applied to the
NC elastic, γ/K/η-resonant and DIS interactions. For these parameters a 30 % error
is set following the studies of 2010a oscillation analyses. In MiniBooNE, there are very
few events corresponding to these channels making difficult for the fitter to constrain the
normalization.
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8. NC-1π± normalization factor corresponds to the resonant production of π±. The same
argumentation as for NC-other is valid to give a 30 % error on this channel.

9. NC coherent normalization factor corresponds to the coherent π0 production. A 15
% NEUT/data discrepancy is observed in addition to a systematic error of the data of
20 %. This motivated the 30 % systematic error assigned to NC coherent π0 production
[158].

In addition to the nine parameters two additional uncertainties have been taken into account:

• 1π − Eν shape
Because the prediction from the best fit is much higher than the data at energies below 1
GeV, an empirical parameter has been added, to assign an additional source of uncertainty
that take this discrepancy into account in the CC − 1π and NC − 1π0 channel.

There is no known parameter, in the model, that can remedy this. Therefore an empirical
function is computed to make the data and the MC agree by construction. The uncertainty
is the difference between the 1π−Eν shape correction and nominal, which is about 50 %.

• π-less ∆ decay (pdd)
This process is also known as ∆ re-absorption [172], where the ∆ interacts with nucleons
in the nucleus before decaying into nucleons but no pions. This process is suggested to
happen ∼20% of time [173]. It is currently implemented in NEUT as energy and target
independent, where the ∆ does simply not decay into any products, resulting in a CCQE-
like event. However, the same authors tested their FSI model against π-photoproduction
without this effect and observe good agreement with the data [174]. A similar check has
been done with the NEUT π-photoproduction simulation with the same conclusion. This
suggests there may be double counting of the effect in the NEUT neutrino simulation.

The effect on the single pion fits was investigated by changing the fraction of ∆ which can
decay with no pions from 20% to 0%. To first order, this reduces the fitted normalization
by ∼20%, since we are re-introducing 20% of the resonant 1π events into the sample which
were previously ignored.

Table 6.10 summarizes the error with its nominal values. In the table, the NC-other, NC-1π±

and NC-COH have been merged into a single category called NC-other. In addition, the errors
on MRES

A and CC normalization have been scaled by αCC , while the NC normalization by
αNC to match the MiniBooNE quoted error. In this procedure, the correlations between the
parameters is also changed simultaneously, while the best fits are unchanged [158].

6.3.3 Charged current scattering uncertainties

In this section, we reconsider the uncertainties described in the previous sections as coming from
quasielastic and non-quasielastic scattering before switching to the final state interaction model
uncertainties. In particular, we reorganize these uncertainties into three different categories that
will be shown useful in the next chapter when we will propagate these errors to the final cross
section result:

• The uncertainties that will be represented by response function in the next chapter.
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Table 6.10: NIWG 2012a cross section parameterization, with nominal value, error assigned

Parameters Energy range (GeV) Nominal value Error

MRES
A 0.0 < Eν 1.16 GeV 9.1 %

Wshape 0.0 < Eν 87.7 MeV/c2 52.3 %
CC-oth shape 0.0 < Eν 0 40 %

CC-1π 0.0 < Eν < 2.5 1.63 0.348
CC-1π 2.5 < Eν 1 40 %

CC-COH 0.0 < Eν 1 100 %
NC-1π0 0.0 < Eν 1.18 0.372
NC-oth 0.0 < Eν 1 30 %

1π − Eν shape 0.0 < Eν off 50 %
π-less ∆ decay 0.0 < Eν 0.2 20 %

• The uncertainties on parameters that are turned off in the nominal NEUT MC.

• The uncertainties on the rate of different processes based on the neutrino energy.

Tables 6.11,6.12 and 6.13 reflect these three categories respectively.

Table 6.11: NIWG 2012a cross-section parameterization, with nominal value and error assigned [158].

Parameters Nominal value Error

MCCQE
A 1.21 GeV 37.2 %
MRES
A 1.16 GeV 9.5 %

CC-oth shape 0 40 %
pF 217 MeV/c 13.8 %

Wshape 87.7 51.7 %
pionless ∆ decay 0.2 20 %

Table 6.12: NIWG 2012a parameters that are not included in the default simulation, with nominal
value and error assigned [158].

Parameters Nominal value Error

Spectral Function Off (0) 100 %
1π Eν shape Off (0) 50 %

Fig. 6.3 shows the covariance matrix merging the parameters of Tables 6.11 and 6.13.

The correlations between NC-1π0 and CC-1π at low energy comes from the MiniBooNE fit
described in [171].

6.3.4 Final State Interaction (FSI) model

As already seen in Sec. 2.10, FSI are re-scattering processes driven by strong interactions. They
can produce a different final state compared to the initial state that was produced at the nucleon
level interaction vertex via processes as QE scattering, absorption, charge exchange and particle
production. In theory, the FSI are correlated to the other cross section parameters. In this
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Table 6.13: NIWG 2012a cross-section normalizations with range of neutrino energy, nominal value,
and error assigned [158].

Parameters Int. mode bin Energy range (GeV) Nominal value Error

CCQE 0 0.0 < Eν < 1.5 1 11 %
CCQE 0 1.5 < Eν < 3.5 1 30 %
CCQE 0 3.5 < Eν 1 30 %
CC-1π 1 0.0 < Eν < 2.5 1.63 43 %
CC-1π 1 2.5 < Eν 1 40 %

CC-COH 2 0.0 < Eν 1 100 %
NC-oth 3 0.0 < Eν 1 30 %
NC-1π0 4 0.0 < Eν 1.18 43 %
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Figure 6.3: Cross-section modeling error for each of the parameters listed in Tables 6.11 and 6.13
following the same order (the first 7 bins of the covariance matrix corresponds to the parameters in
Table 6.11, while the 8 parameters of Table 6.13 correspond to the last 8 bins).

analysis, however, we assume them independent of the other cross section parameters, as a first
approximation. Therefore, its contribution will be added in quadrature to the other sources, in
the final cross section result.

NEUT and GENIE use different microscopic cascade model to propagate the pion through the
nuclear medium. In GENIE the INTRANUKE model [175] is used, while the NEUT model is
described in [65]. The description of the probability of interaction is separated in low and high
pion momentum (≤ 500 MeV/c and > 500 MeV/c) where different models are adopted.

The model is tuned to external data, and for pπ > 400 MeV/c and pπ < 500 MeV/c, a linear
mixing is done to alleviate discontinuities at 500 MeV/c where the πp or πd scattering is used
to calculate the interaction probabilities.

Low energy model (pπ ≤ 500 MeV/c)

In NEUT, the calculation of interaction probabilities for pion momentum, pπ ≤ 500 MeV/c
comes from the Delta-hole model. This is a microscopic, many-body calculation, including the
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renormalization of the ∆ properties within the nuclear medium. The model includes calcula-
tions for quasi-elastic scattering (including charge ex-change) and absorption via 2- and 3-body
mechanisms.

The validity of the model is stated to be between a kinematic energy range of Tπ = 85 - 350
MeV. Thus an extrapolation of the interaction probabilities is done from pπ = 0 to 500 MeV/c.

This extrapolation leads to a large uncertainty in the amount of absorption at low energies,
which could potentially affect expected distributions of decay electron or low energy decay
photon. Thus, one should assign large uncertainties in this region, especially where precise
π-nucleus data is scarce [176].

The quasi-elastic scattering and pion absorption probabilities are tuned to pion-carbon data,that
are more abundant than for other nuclei, and with less confusion arising from neutrino interaction
or photoproduction physics.

Due to the non-linear nature of the cascade, it is difficult to predict the correlations between
the microscopic interaction probabilities and the resulting observable cross sections. Hence,
modifications to the probabilities are done iteratively until good agreement is observed in the
cross section data.

High energy model (pπ > 500 MeV/c)

For pπ > 500 MeV/c, the energy becomes high enough such that the nucleons begin to appear as
free particles within the nucleus. Hence, free π± on proton and deuteron (πp or πd) scattering
is used as input to the calculation of interaction probabilities. An iso-scalar target is assumed,
regardless of the input target nucleus type, which can lead to inaccuracies for the heavy nuclei.
For hadron production, the outgoing pion multiplicity is determined from a parameterization
of bubble chamber data [177]. A maximum multiplicity of 7, with exactly one nucleon and at
least one pion is imposed, as well as charge conservation. This implementation allows for charge
exchange-like events where a single π0 is produced. Also, these particles continue through the
cascade and can result in further scattering and absorption. However, if these particles undergo
a further hadron production process, their daughters are not subject to the cascade and are
assumed to have immediately escaped the nucleus [173].

Error parameterization

In our case, FSI uncertainties, are uncertainties on the pion’s final state before it leaves the
nuclear medium after a neutrino interaction. The allowed variation of each interaction process
is constrained by external pion-carbon scattering data and is described in detail in [178]. The
parameters taken into account to calculate the FSI uncertainties are divided into two categories:
low and high pion momentum, and are shown in Table 6.14. It consists of the NEUT microscopic
cascade interaction mechanism probabilities for absorption (FSIABS), low energy QE scattering
(FSIQE) and charge exchange branching fraction (FSICX) that are simultaneously varied. The
second set of parameters are the high energy parameters for QE scattering (FSIQEH), single
charge exchange fraction (FSICXH) and pion production (FSIINEL).

The response function method for handling cross section parameters works well when we can map
a single cross section parameter to a prior uncertainty. In the case of the FSI model [173], the
parameters are strongly correlated, and so it is difficult to change one parameter independent

138



Table 6.14: NEUTReWeight parameters in T2KReWeight used for 2012a oscillation analysis. Note that
the nominal and default uncertainty is not necessarily the values used in the 2012a analysis, especially
in the case of the FSI parameters [146].

Parameters Nominal value Error

FSI absorption 1. 50 %
FSI charge ex., LE 1. 50 %
FSI qe scat., LE 1. 50 %
FSI inelastic scat., LE 1. 50 %
FSI charge ex., HE 1. 50 %
FSI qe scat., HE 1. 30 %
FSI inelastic scat., HE 1. 30 %

of the rest and produce a simple response function. Therefore, as a first approximation, the
uncertainty is introduced through the detector covariance matrix5.

The FSI covariance matrix is generated reweighting the MC using 16 sets of the previously
defined parameters. For a given set, different weights are given to the parameters that are used
to reweight the MC. We define the CCQE-like and CCnQE-like reweighted distribution in the
reconstructed bin j as, N sel,rw

j (~fi), and ~fi = (fqe, fqeH , finel, fabs, fcx, fcxH)i is the i-th parameter
set. The 16 sets of parameters are given in Table 6.15.

Table 6.15: NEUT FSI 1-sigma parameter sets from comparison to external pion scattering data [178].

Set i FSIQE FSIQEH FSIINEL FSIABS FSICX FSICXH

Nominal 1.0 1.8 1.0 1.1 1.0 1.8

1 0.6 1.1 1.5 0.7 0.5 2.3
2 0.6 1.1 1.5 0.7 1.6 2.3
3 0.7 1.1 1.5 1.6 0.4 2.3
4 0.7 1.1 1.5 1.6 1.6 2.3
5 1.4 1.1 1.5 0.6 0.6 2.3
6 1.3 1.1 1.5 0.7 1.6 2.3
7 1.5 1.1 1.5 0.7 1.6 2.3
8 1.6 1.1 1.5 1.6 1.6 2.3
9 0.6 2.3 0.5 0.7 0.5 1.3
10 0.6 2.3 0.5 0.7 1.6 1.3
11 0.7 2.3 0.5 1.6 0.4 1.3
12 0.7 2.3 0.5 1.6 1.6 1.3
13 1.4 2.3 0.5 0.6 0.6 1.3
14 1.3 2.3 0.5 0.7 1.6 1.3
15 0.5 2.3 0.5 0.7 1.6 1.3
16 1.6 2.3 0.5 1.6 1.6 1.3

The fractional covariance matrix which relates changes to ~fi between reconstructed (pµ, cos θµ)
bins j and j′ is computed following Eq. 6.22 and is shown in Fig. 6.4,

Vf,jj′ =
1

16

16∑

i=1

(N sel,rw
j (~fi)−N sel,nom

j )(N sel,rw
j′ (~fi)−N sel,nom

j′ )

N sel,nom
j N sel,nom

j′
(6.22)

5This is expected to be a conservative method as described in [158].
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where N sel,nom
j is the default number of selected events in the nominal MC. We see that the

error on the number of selected events due to FSI uncertainties is between 0-6 %, where most of
the bins are below 3 %. Therefore the FSI uncertainties are of the same order of magnitude as
the detector response uncertainties, which are relatively small compared to the flux uncertainties
that will be explained in the next section.
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Figure 6.4: FSI uncertainty for each reconstructed bin (pµ, cos θµ)recj . The first 20 bins are for the
CCQE-like selection, when the last 20 bins represent the CCnQE-like selection.

6.4 Flux systematic uncertainties

At this time, there is no simple underlying parameterization that describes the systematic un-
certainties on the NA61 and other hadron production data that contribute to the dominant
component of the flux uncertainty. The parameterization of the flux variation is simply de-
scribed by normalization parameters in bins of neutrino energy and flavor at a given detector.
The tuned flux (v11b3.1) used in this analysis with the binning defined in Sec. 6.1 is shown in
Fig. 6.5.
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Figure 6.5: Binned νµ flux at the near detector for run I (left) and run II (right).

The different sources of uncertainty can be separated into two categories, the hadron production
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uncertainty and the T2K beam uncertainty. The different sources contributing to the flux
systematic error are described in details in T2K-TN-99, T2K-TN-039 and T2K-TN-054 [136,
179, 180]. This section gives only a brief summary of the different uncertainties.

1. hadron production uncertainty

• Production cross sections (as 2010a) are obtained by studying the systematic
and statistical uncertainties for experimental data used in the tuning, as well as the
consistency between experiments. It is estimated to be of the order of 7 % error at
the near detector site [180].

• Secondary nucleons production uncertainty (as 2010a) is obtained by compar-
ing secondary protons production predicted by FLUKA with the Eichten [181] and
Allaby [182] data. The uncertainty is expected to be at the level of 6 % error at the
near detector.

• Pions production multiplicity uncertainty comes from the pions production
uncertainty of the NA61 experiment propagated to the T2K flux. The maximum
uncertainty on the νµ flux from the NA61 errors is about 6 %. For the regions not
covered by NA61, the uncertainty is estimated by the observation of the NA61 vs
FLUKA discrepancy and is less than 2 % [136].

• Kaons production multiplicity uncertainty is dominated by the uncertainties
associated with Eichten [181] and Allaby [182] data. These errors are mainly domi-
nated by the overall 15% normalization uncertainty in the Eichten data in the high
energy region. The uncertainties associated with the NA61 K+ production measure-
ments are of the order of 5% and 4% for νµ and νe fluxes, respectively [136].

2. T2K beam uncertainty

• Proton beam uncertainty comes mainly from the y alignment uncertainty of the
OTR monitor, and the relative alignment uncertainty in the y direction between the
primary and secondary beam lines. The maximum systematic error is found to be
6% at 1 GeV [136].

• Off-axis angle uncertainty is calculated using the INGRID data, and is found to
be at the level of 1 % error on the beam angle [136].

• Horn angular alignment uncertainty is based on measured alignment uncertain-
ties of 0.3 mm in the X axis and 1 mm in the Y,Z axes. The uncertainty is obtained
by observing the effect of a rotation, in the MC, following the measured uncertainties.
The resulting error is found to be less than 1% [136].

• Horn field asymmetry uncertainty is found using previous models of field asym-
metry modeled in the beam Monte-Carlo using GEANT3 (GCALOR), the effect of
this field on neutrino flux can be shown to be less than 1% for bins under 1GeV, and
at the level of 4% for bins above 1GeV [136].

• Horn absolute current uncertainty (as 2010a) is estimated comparing the actual
horn field measurement with the JNUBEAM MC. The uncertainty is found to be of
the order of 5 kA, which corresponds to a 0.5% effect at the near detector site [180].

• Target alignment uncertainty (as 2010a) is estimated from the survey after the
target was installed inside the first horn. A miss-alignment of 1.3 mrad in the hori-
zontal direction and 0.1 mrad in the vertical direction has been measured. The effect,
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on the flux distribution, is obtained by simulating in JNUBEAM the misalignment
and is found to be of the order of 0.3 % at the near detector site [180].

• Near Detector phase space uncertainty has been studied by shifting the proton
beam in the X and Y directions. The resulting influence, on the near detector phase
space, has been found negligible [136].

• The proton beam intensity uncertainty is estimated to be smaller than the MC
statistical or other major systematic error. Although, for oscillation analysis, this
error is cancelled between the far and the near detector, this error has to be taken
into account for a cross section measurement. The proton beam intensity is monitored
by the current transformers (CTs), which has a systematic error of a few percent.
The exact estimation of the effect of this systematic error need significant calibration
work and MC studies, that are currently on-going. A conservative upper limit is
expected to be much smaller than the other main systematic errors. Therefore, it is
not included by now in this analysis.

For each source, a covariance matrix is calculated. The total muon neutrino flux fractional
covariance matrix is then the quadratic sum of the listed contributions and is given in Fig. 6.6.
Table 6.16 summarize the information contained in each covariance matrix. We see for example
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Figure 6.6: νµ flux error for each energy bins described in Sec. 6.1.

that the maximum error for the Kaon uncertainty is 16.7 %, which is coming from the Eichten and
Allaby data. The last row shows the result obtained by looking directly to the total covariance
matrix. We can check that the result presented in the last column is also equal to the quadratic
sum of each contributions. In general, the total covariance matrix varies from 8.9% to 19.6%
which is expected given the uncertainty of the sources listed in the Table 6.16. The total
uncertainty is obtained following Eq. 8.6 that will be described in Sec. 8.1.1.
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Table 6.16: The first column corresponds to the maximal error in energy bin while the second column
corresponds to the minimal error in a energy bin. The last column is the total uncertainty of each
sources. The quadratic sum of each contribution is equal to the value obtained directly using the
covariance matrix of Fig. 6.6.

sources Max. Error Min. Error Tot. Error
(%) (%) (%)

Cross-sec. production 7.8 4.5 6.4
Sec. nucl. production 8.5 2.9 6.9

Pions 6.1 0.6 5.0
Kaons 16.7 0.4 0.8

Proton beam 5.1 0.2 1.1
Off-axis angle 5.4 0.1 1.6

Horn ang. align. 1.0 0.2 0.5
Horn field assym. 6.7 0.01 0.3
Horn abs. current 1.9 0.4 0.9

Target align. 2.6 0.05 0.2

Total 19.6 8.9 10.9

6.5 Summary

In this chapter, we have analyzed the different systematic errors due to the detector response,
cross section modeling and the muon neutrino flux.

The detector systematic uncertainties are mainly errors arising from differences between data
and MC at the reconstruction level. Two categories can be defined:

• the systematic errors due to the variables used in the selection as the number of vertical
cluster in a track, its momentum, its charge, its energy loss, etc.

• the systematic errors coming from the different backgrounds.

In general the two main systematic errors are coming from the outside-of-fiducial volume back-
ground and momentum systematic error due to the magnetic field distortions.

The cross section modeling uncertainties are separated into different categories: the cross section
uncertainties that will be represented by response function in the next chapter, normalization
uncertainties and the final state interactions uncertainties. Correlations between the normal-
ization uncertainties and the parameters used to calculate the cross sections via the different
models that have been described in the Chapter 2 are taken into account. However, the final
state interaction uncertainties are treated in an independent way, as a first approximation. As
the different parameters behind the final state uncertainties are strongly correlated, it is diffi-
cult to change one parameter independent of the rest and produce a simple response function.
Therefore, the uncertainty is given as a detector covariance matrix, where 16 sets of the same
parameters but with different values are used.

In the case of the flux uncertainties, no underlying parameters are describing by now the sys-
tematic errors on the NA61 and other hadron production data. The parameterization of the flux
variation is simply described by normalization parameters in bins of neutrino energy and flavor
at the given detector. The main source of uncertainty is due to pion production multiplicity,
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hadron production cross sections and secondary nucleon production. The total systematic error
on the flux is now ∼ 11% which is much smaller than the previous systematic error on the flux
for the 2010 oscillation analysis. The decrease of the systematic error is due principally to the
latest measurement of pion and kaon multiplicity production taken by the NA61 experiment. In
the future analyses, this error should decrease even more as the NA61 data used up to now are
the data taken in 2007 with a thin graphite target. In 2009, much more data have been taken
with the same thin target and with a T2K replica target. By the use of these latest data, the
systematic error on the flux is expected to decrease down to 5%.

In the next chapter, we will see how these systematic uncertainties are propagated in the final
cross section analysis.
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Chapter 7

Cross section measurement method

Cross sections are one of the most fundamental quantities that can be measured. They represent
the interaction probability of a particle, in a given initial state, with a target to produce a
specified final-state. In Chap. 2, the definition of the cross section, σ, was given in Eq. 2.8 that
can be rewritten as,

dN int = Tσdφ (7.1)

where N int is the number of interactions, T the number of target nucleons and φ, the flux of
the incident particles (e.g. neutrinos) per unit area.

The goal of this analysis is to provide a model independent cross section result given in terms of
the muon kinematic variables, to have the minimum number of assumptions. If one would have
given the results in terms of neutrino energy, additional assumptions would have been needed.
Therefore, a flux-averaged differential cross section in the (pµ, cos θµ) plane is presented; where
pµ is the momentum of the outgoing muon and cos θµ, its angle with respect to the z axis, which
is in average the direction of the incident neutrino. We consider the CCνµ-inclusive interaction
channel. This channel depends less than CCQE channel on the modeling of the MC, and allows
us to use the largest statistics data set, for a two dimensional differential cross section.

Theorists can then use the T2K flux that should be provided to them, to test their latest models
and compare their result with our data. The disadvantage of giving the results in terms of muon
kinematics, is that the result is experiment dependent and can’t be compared directly with other
experiments. Therefore, the total cross section will be also given, in the last chapter, for the
mean energy of the T2K flux. Although this result is a flux averaged cross section and the errors
on the T2K flux energy distribution is not trivial, it still gives some informations and can be
compared to other experiments.

In this chapter, we will first review the cross section definition, the method used to extract the
cross section results and the propagation of the systematic uncertainties.

7.1 The cross section definition

The measurement of a cross section can be made as a function of any variable in the interaction.
It can be done in terms of the initial state variables, like the neutrino energy or final state
variables, such as the muon momentum and angle. The cross section given in terms of initial
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state variables expresses the probability that an interaction takes place for each value of the
initial state variable. A cross section given in terms of final state variable takes into account not
only the probability that an interaction takes place but also the probability that the resulting
muon is in a particular final state.

Eq. 7.1 can be written in its more general form in terms ofM initial state variables, ~a = {a1..aM},
and N final state variables, ~b = {b1..bN}:

N int = T

∫

a1

..

∫

aM

∫

b1

..

∫

bN

∂Nσ(~a,~b)

∂b1..∂bN
db1..dbN

∂Mφ(~a)

∂a1..∂aM
da1..daM (7.2)

By definition, the integral over all possible muon energies restore the original interaction prob-
ability.

If we want to express the cross section in terms of final-state variables, we first need to integrate
Eq. 7.2 over all the initial states.

For simplicity, we restrict ourselves to a single initial state variable a and final state b. By
definition, the flux averaged cross section is given by integrating over the range of the variable
a,

〈σ〉φ =
1

φ

∫

a
σ(a, b)

∂φ

∂a
da (7.3)

The total number of interactions in bin k of the final state variable b is given by Eq. 7.2 and
becomes,

N int
k = Tφ

∫

bk

〈∂σ
∂b
〉φ db (7.4)

where we applied the definition of Eq. 7.3 to ∂σ
∂b .

As the flux averaging is independent of the final state derivatives, Eq. 7.4 is equivalent to,

N int
k = Tφ

∫

bk

∂〈σ〉φ
∂b

db (7.5)

The flux averaged differential cross section is then given by,

〈∂σ
∂b
〉k =

N int
k

Tφ∆bk
(7.6)

where ∆bk is the bin width, and σ ≡ 〈σ〉φ. Following the same principle, we get for the two-
dimensional case:

〈 ∂2σ

∂b1∂b2
〉kl =

N int
kl

Tφ∆b1,k∆b2,l
(7.7)

The flux averaged total cross section per nucleon is given by,

〈σ〉φ =
N int

Tφ
(7.8)
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Let us consider a binning in one dimension with N int
k the number of charged current interactions

in bin k. In the case of a perfect detector response, N int
k represents directly the number of events

that we find in a certain reconstructed bin k. However, in practice, this is not true and it often
happens that events generated in a true bin k end up in a different reconstructed bin j. Suppose
that we have N int

k events generated in the true bin k and the number of reconstructed events in
bin j, N ′j , is linearly related to Nk,

N ′j = AjkNk (7.9)

The inverse transformation is called unfolding and is expressed as,

Nk = A−1
jk N

′
j . (7.10)

It gives back the number of generated events in true bin k as a function of the number of
reconstructed events, Nj .

An unfolding procedure requires the inversion of the matrix A. However this method can lead
to statistical fluctuations that are not desirable. In addition, the inverse does not always exist
(e.g when its determinant is null or all its entries are equal). Due to efficiency effects the matrix
A might not be invertible at all. To avoid this issue, we will use the Bayesian iterative method
(based on Bayes’ theorem) and described by d’Agostini [183].

7.2 The unfolding algorithm

As described by Eq. 7.10, the purpose of the unfolding is to remove the smearing of the number
of events in a true bin over different reconstructed bins, which is produced by various detector
effects such as miss-reconstructions. The unfolding procedure should remove any experiment
dependent contributions to the measured central values, placing most of the detector dependence
in the systematic errors. The chosen unfolding method is based on Bayes’ theorem [183] and
has a slight bias on the prior distribution. It is an iterative method that uses at each iteration
the information coming from the previous step.

The procedure is developed over nt true bins and nr reconstructed bins and is based on:

• the definition of the prior probability of an event to be found in a certain true bin tk,

P0(tk) =
Ntk
nt∑

α=1

Ntα

(7.11)

where Ntk is the initial estimator given by the MC and it represents the total number of
charged current interactions simulated in the true bin tk.

Ntk =

nr∑

j=1

Sjk +Mtk (7.12)

where Sjk gives the number of simulated CC events in the bin tk that have been selected
in the reconstructed bin rj and Mtk the number of CC events that have been missed. In
the following, we will call Sjk the signal matrix. The signal matrix is formed by generating
a reconstructed vs. true two-dimensional histogram of the truly selected events. The prior
probability is shown in Fig. 7.1.
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Figure 7.1: Left: Prior probability for the nominal NEUT MC in the (Pµ, cos θµ) plane (see Eq. 7.11).
Right: Smearing matrix for the nominal NEUT MC (see Eq. 7.13). The last momentum bin contains
the total number of events from 900 MeV to 30 GeV. The white column correspond to the bins where
there is no statistics.

• the probability to observe an event in the reconstructed bin rj knowing that it was gener-
ated in the true bin tk is,

P (rj |tk) =
Sjk
Ntk

(7.13)

We will often use the term smearing matrix to refer to this probability. The smearing
matrix is shown in Fig. 7.1.

• the efficiency for selecting events in a true bin k, which is defined as the ratio of the CC
selected events in the true bin tk over the total number of CC interactions simulated,

εk =

nr∑

j=1

Sjk

Ntk

=

nr∑

j=1

P (rj |tk), (7.14)

where Ntk is given by Eq. 7.12. The efficiency for the binning of Sec. 6.1 is shown in
Fig. 7.3.

The original estimators, Ntk , are then updated using the rule,

Nm+1
tk

=
1

εk

nr∑

j=1

Pm(tk|rj)(Nmeas
rj − sPOTBrj ) (7.15)

where,

• Nmeas
rj is the number of measured events in the reconstructed bin rj that pass the selection

cuts.
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• Brj is the number of background events in the bin rj that pass the selection cuts. It is
evaluated using the Monte-Carlo. It contains the sand muons MC as well as the other
backgrounds of the magnet MC such as: NC, νe, ν̄µ, ν̄e interactions and interactions sim-
ulated outside the fiducial volume but reconstructed inside.

• sPOT is a factor to scale the MC estimated background to the total number of Protons On
Target (POT) in data, nDataPOT , i.e. : sPOT = nDataPOT/n

MC
POT

Fig. 7.2 shows the number of measured events in data and the corresponding background
distribution scaled already to the data POT.
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last momentum bin contains the total number of events from 900 MeV to 30 GeV.

• Pm(tk|rj) is the probability to observe an event in the true bin tk, knowing that it was
reconstructed in the bin rj ,

Pm(tk|rj) =
P (rj |tk)Pm(tk)

nt∑

α=1

P (rj |tα)Pm(tα)

(7.16)

where Eq. 7.16 comes directly from the Bayes’ theorem.

We will often use the term unsmearing matrix to refer to this probability when considered
over all true and reconstructed bins. The unsmearing matrix is shown for the first iteration
in Fig. 7.3.

• In Eq. 7.16, Pm(tk) is simply the updated prior probability to observe an event in the bin
tk for the m-th iteration:

Pm(tk) =
Nm
tk

nt∑

α=1

Nm
tα

(7.17)

where Nm
tk

is given using Eq. 7.15 for m = m+ 1.
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For simplicity, in the following section, we will use the notation,

Ukj =
Pm(tk|rj)

εk
, Pjk ≡ P (rj |tk), N̂tk ≡ Nm+1

tk
(7.18)

In the case of a single iteration, we have:

P0(tk|rj) =

Sjk
Ntk

Ntk∑
αNtα∑

γ
Sjγ
Ntγ

Ntγ∑
αNtα

=
Sjk∑
αNtα

1
∑

γ
Sjγ∑
αNtα

=
Sjk∑
γ Sjγ

(7.19)

The code used to unfold the data is based on the RooUnfold package developed by Tim Adye,
Kerstin Tackmann, and Fergus Wilson [184]. Several modifications have been brought to the
original code such as the computation of the statistical error which now takes also into account
the MC statistical error and not only the part coming from the data. The computation of the
statistical error is based on the d’Agostini paper [183].

7.3 Reweighting the MC

To propagate the systematic errors, the nominal Monte-Carlo has been reweighted for the dif-
ferent types of systematic errors introduced in Sec. 6.3 following the same general method.
Since the method to extract the cross section uses the MC to unfold the data. Errors on the
modeling of the MC are taken into account as well as all the detector uncertainties due to the
reconstruction.
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As the covariance matrices described in Chap. 6 have correlations, the reweighting method also
handles the correlations between the same group of systematic errors. For example, when two
parameters are correlated, let’s say negatively, when the first parameter is varied between its
error bars, the second parameter has to be changed to a smaller value within its error bars.

The reweighting procedure is similar to the one used by the BANFF group for the oscillation
analysis [146]. It is done using templates for each neutrino energy (Eν)truei bin, reconstructed
(pµ, cos θµ)recj bin, true (pµ, cos θµ)truek bin and interaction mode l bin following the conventions

of section 6.1 1. For each of these bins, we define three kinds of templates:

• βijkl: the number of background events2 in each bin previously defined.

• nijkl: the number of selected events in the same bins.

• mikl: the number of missed events in the true bins i, k, l.

where each index is defined as in the Sec. 6.1:

• i: labels the 11 true neutrino energy bins

• j: labels the 20 reconstructed (pµ, cos θµ) bins

• k: labels the 25 true (pµ, cos θµ) bins

• l: labels the 6 true interaction mode bins

Because the detector and FSI covariance matrix distinguishes between CCQE-like and CCnQE-
like selection, the CC selected templates are separated into two: nijkl = nselQEijkl + nselnQEijkl and

βijkl = βselQEijkl + βselnQEijkl . In the following, we will label by sel any of the two selections.

From the previous section, we can see that all the information needed from the MC to unfold
the data can be summarized in two matrices, Rjk and Bjk, and one vector Mtk .

• Rseljk ≡
∑

i,l

nselijkl, the number of events in the true bin k, that have been reconstructed in

the bin j for a given selection (e.g sel =CCQE-like or CCnQE-like).

• Bsel
jk ≡

∑

i,l

βselijkl, the number of background events in the true bin k3, that have been

reconstructed in the bin j for a given selection (e.g sel =CCQE-like or CCnQE-like).

• Mtk ≡
∑

i,l

mikl, the number of missed events that were in the true bin k.

1 The main difference with the BANFF group consists in the additional bin, k, in the templates. In our case,
we also look at the event that should have been selected, but did not for some reasons. In the following, these
events will be called, missed events and will be used in the efficiency.

2e.g. the number of events that should not have been selected because they are not CC interactions, or they
are not in the fiducial volume. Here are also included the background due to the neutrino interactions outside
the magnet (sand muons).

3For neutral current background, and other flavor neutrino interactions, the true momentum and direction of
the particle selected is taken in this case.
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The signal matrix Sjk from Eq. 7.12 of the CC inclusive channel is then obtained by merging
together the CCQE-like and CCnQE-like matrices,

Sjk = RselQEjk +RselnQEjk − (BselQE
jk +BselnQE

jk ) (7.20)

The number of background events that will be subtracted from the measured sample is given
by,

Bj =
∑

k

(
BselQE
jk +BselnQE

jk

)
(7.21)

To propagate the systematic errors to the final results, the MC should be varied following the
systematic errors that we have in our simulation. For a certain kind of systematics, different
parameters can be correlated. These correlations are taken into account and are handled by the
use of the Cholesky decomposition. From that decomposition a weight is computed and the MC
is reweighted according to it.

More precisely, the weights are computed using the following general method for each systematic
error source:

a) Generate a vector of random number ~r following a Gaussian distribution N(0, 1).

b) Decompose the covariance matrix, V , using the Cholesky decomposition[185]: V = W TW ,
where W is a triangular matrix reflecting the complete knowledge of the covariance matrix.

c) Get the weight wγ = 1 +
∑

αWγαrα

We call, throw, a weight obtained by this method.

Since the FSI covariance matrix is given in the same format as the detector one, the two covari-
ance matrices are treated in the same way. The weight, dj , will therefore represent a systematic
change on the final state interactions or on the detector response.

We denote by,

• δm ≡
14∑

α=1

W (x)
mαrα, the fractional cross section parameter for themth cross section parameter

of Table 6.11. The 14 parameters are the total number of parameters of Tables 6.11 and
6.13 together, since there are correlations between MRES

A and the rate of the CC-1π and
NC-1π0 channel.

• x6+n ≡ 1 + δ6+n, the cross section normalization weight for the nth entry of Table 6.134.

• bi ≡ 1 +
11∑

α

W
(b)
iα rα, the beam weight for the ith neutrino energy bin.

• dj ≡ 1 +
40∑

α

W
(d)
jα rα, the detector response and FSI weight for the jth (pµ, cos θµ)rec bin.

4In the following, as these parameters depend on the interaction type l and energy bin i, we will often use the
notation: xn+6 ≡ xl(Ei), where l is for the 5 interaction categories where a systematic error is assigned and Ei
the energy range of the uncertainty assignment. The 8 parameters of 6.13 are then separated into 3 parameters
for CCQE, 2 for CC-1π, 1 for CC-COH, 1 for NC-BG and 1 for NC-1π0.
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For each bin ijkl, a weight as a function of δm, e.g the change of a cross section parameter of
Table 6.11 (m = MCCQE

A , etc..) is needed. In theory, we could reweight the MC for any δm,
and reproduce an updated template. However in practice this can be slow, therefore we choose
an interpolation method (called response function in the previous chapter). The interpolation
method consists in reweighting, firstly, three or seven times the MC using the T2KReweight
package developed by the T2K collaboration. The result of the reweighting process is interpo-
lated with a function that gives the weight as a function of δm for a given bin ijkl.

As the spectral function and the 1π Eν shape parameters are not used in the default simulation
(turned off), the reweighting procedure only consists in turning on the two parameters and see
the influence in each bin ijkl. For the other parameters of Table 6.11 the interpolation method
is applied. Practically, each point corresponds to a nσm variations of the parameter m. We
define by sm the set of these parameter variations:

sm = {−3σm,−2σm,−1σm, 0,+1σm,+2σm,+3σm} (7.22)

where σm is the error listed in Table 6.11. As the variation on Wshape and the pionless ∆ decay
parameter is only trusted up to 1 σ, the variation for more than 1σ is extrapolated linearly. The
interpolation is then done on three points sm = {−1σm, 0,+1σm}.
For each parameter, the weight is defined as the ratio between the reweighted numbers of events
with the nominal number of events,

ωselijkl(δm = sm) =
nselijkl(δm=sm)

nselijkl(0)

ωβijkl(δm = sm) =
βijkl(δm=sm)

βijkl(0)

ωikl(δm = sm) = mikl(δm=sm)
mikl(0)

(7.23)

The points are then interpolated with a function that is then used to evaluate the weight for
any δm, as shown in Fig. 7.4.

The cross section weight associated to all cross section parameters is then given by,

ωselijkl(
~δ) =

7∏

m=1

ωselijkl(δm)

ωβ
sel

ijkl (
~δ) =

7∏

m=1

ωβ
sel

ijkl (δm)

ωikl(~δ) =

7∏

m=1

ωikl(δm), (7.24)

where m runs over all the parameters of Table 6.11.
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Figure 7.4: Selection of weight response function ωselijkl(
~δ), for several bins (Eν , pµ, cos θµ)ijkl as a

function of a fractional change of parameter x. For simplicity, we show the evolution of the weights
for i = 5, j = 11, k = 12 meaning Eν ∈ (1.0, 1.5) GeV, precµ ∈ (0.7, 0.9) GeV, cos θrecµ ∈ (0.9, 0.94)

and cos θtrueµ ∈ (0.84, 0.9) and ptrueµ ∈ (0.5, 0.7) GeV. MCCQE
A , MRES

A , pf , Wshp, multi-pi shape and
pion ∆ decay weight response are shown respectively from top left to bottom right for the CCQE-like
selection. Note that the multi-pion shape parameter is shown for the true bin: cos θtrueµ ∈ (0., 0.84) and
ptrueµ ∈ (0.7, 0.9).

Fig. 7.5 shows the mean and RMS value of each throw (bi, dj , xm) as a function of the bin
or parameter number (i, j, m) respectively. The mean of the throws correspond to the mean
of the weight applied to the templates. By construction the mean should be one, as we can
see in Fig. 7.5. The RMS should represent on average the error set on the parameters. An
easy way to verify that is to observe the result obtained for the cross section parameters as the

154



covariance matrix is almost diagonal the RMS should be very close to the parameter error set
at the beginning. We see that the first parameter has an RMS around 36 % which corresponds
to the error set for the MA parameter in Table 6.11, the same is true for the second parameter
that have an RMS around 10% which again corresponds to the error set in Table 6.11.
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Figure 7.5: Throws mean value and RMS for each source of systematic error. Top: Beam flux. Middle:
detector and FSI. Bottom: cross section modeling parameter. Bottom: cross section. The cross section
parameters are presented in the following order: 0 (MA),1 (MRES

A ), 2 (CC-oth shape), 3 (pF ) , 4
(Wshape), 5 (pion-less ∆ decay), 6 (CCQE-E1), 7 (CCQE-E2), 8 (CCQE-E3), 9 (CC1π-E1), 10 (CC1π-
E2), 11 (CCCOH), 12 (NCoth), 13 (NC1π0).

Using the definitions introduced in this section, with j = 0, ..., 19 and k = 0, ..., 24, the reweighted
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number of events are given by:

Rjk = dj

11∑

i

bi

(
6∑

l

xl(Ei)ω
sel
ijkl(

~δ)nselQEijkl

)

+dj+20

11∑

i

bi

(
6∑

l

xl(Ei)ω
sel
ijkl(

~δ)nselnQEijkl

)
(7.25)

Bjk = dj

11∑

i

bi

(
6∑

l

xl(Ei)ω
βselQE

ijk (~δ)βselQEijk

)

+dj+20

11∑

i

bi

(
6∑

l

xl(Ei)ω
βselnQE

ijk (~δ)βselnQEijk

)
(7.26)

Mk =

11∑

i

bi

(
6∑

l

xl(Ei)ωikl(~δ)mikl

)
(7.27)

where Rjk and Bjk reflect the inclusive charge current selection, xl the weight of the cross section

channel listed in Table 6.13 for the given range of energy, Ei, and ~δ the fractional change of the
parameters listed in Table 6.11.

7.4 Uncertainty on the inferred number of events (N̂tk)

7.4.1 Statistical uncertainty

The statistical error comes from both data and MC, through the variables Pjk, N
meas
rj , Brj ,

components of Eq. 7.15, as we can see by expressing them explicitly in the following Equation,

N̂tk = 1
εk

nr∑

j=1

Pm(tk|rj) (Nmeas
rj − sPOTBrj )

= 1
nr∑

γ=1

Pγk

nr∑

j=1

PjkN
m
tk

nt∑

α=1

PjαN
m
tα

(Nmeas
rj − sPOTBrj ) (7.28)

The statistical covariance matrix of N̂ is then given by:

V [N̂ ] =

(
∂N̂

∂Nmeas

)
V [Nmeas]

(
∂N̂

∂Nmeas

)T
+

(
∂N̂

∂B

)
V [B]

(
∂N̂

∂B

)T
+

(
∂N̂

∂P

)
V [P ]

(
∂N̂

∂P

)T
(7.29)

where Nmeas is the number of measured events distribution, B the reconstructed background
event distribution, and Pjk ≡ P (rj |tk), the set of probabilities. In Eq. 7.28, we have expressed
the efficiency in terms of the independent variables Pjk. As already pointed out in the previous

section (Eq. 7.14), we have

nr∑

j=1

Pjk = εk < 1. The set of probabilities follows therefore a
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multinomial distribution, and the covariance matrix is given by [183] 5:

Vpqrs[P ] =

(
1

Ntq

Ppq(1− Ppq)δpr −
1

Ntq

PpqPrq(1− δpr)
)
δqs (7.30)

where δpr and δqs is the Kronecker delta function.

Assuming Poisson statistics, the covariance matrix for data is,

Vij [N
meas] = Nmeas

ri δij (7.31)

The covariance matrix due to the background and given by the Monte-Carlo is,

Vij [B] = Briδij (7.32)

Eq. 7.29 can be rewritten as,

V [N̂ ] =

(
∂N̂

∂n

)
V [n]

(
∂N̂

∂n

)T
+

(
∂N̂

∂P

)
V [P ]

(
∂N̂

∂P

)T
, (7.33)

where the vector n is the number of signal events, {nj ≡ Nmeas
rj − sPOTBrj}.

Using this notation, the covariance matrix V [n] is,

V [n] =

(
∂n

∂Nmeas

)
V [Nmeas]

(
∂n

∂Nmeas

)T
+

(
∂n

∂B

)
V [B]

(
∂n

∂B

)T

= V [Nmeas] + s2
POTV [B] (7.34)

We can express Eq. 7.33 in terms of its element,

Vkl[N̂ ] =

nr∑

i,j=1

∂N̂tk

∂nj
Vij [n]

∂N̂tk

∂ni
+

nr∑

p,r=1

nt∑

q,s=1

∂N̂tk

∂Ppq
Vpqrs[P ]

∂N̂tl

∂Prs
(7.35)

The partial derivatives are then,

∂N̂tk

∂ns
=

1

εk
Pm(tk|rs) +

nr∑

j=1

Pjknj
∂Nm

tk
∂ns

εk

nt∑

α=1

PjαN
m
tα

−
nr∑

j=1

PjknjN
m
tk

∑nt
α=1 Pjα

∂Nm
tα

∂ns

εk(

nt∑

α=1

PjαN
m
tα )2

= Usk +
N̂tk

Nm
tk

∂Nm
tk

∂ns
−

nr∑

j=1

nt∑

α=1

εαnj
Nm
tα

UjkUjα
∂Nm

tα

∂ns
(7.36)

For only one iteration, we see that,

∂N̂tk

∂ns
= Usk (7.37)

which is in agreement with what is found in [183].

5 Eq. 7.30 corresponds to the general case of the covariance matrix that we would have had in the case of V [ε],

for ε being the efficiency. In this simpler case, Vkr[ε] = εk(1−εk)
Ntk

δkr
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∂N̂tk

∂Ppq
=

δqk
εk




Nm
tk
np

nt∑

α=1

PpαN
m
tα

− N̂tk




+
1

εk

nr∑

j=1

Pjknj
nt∑

α=1

PjαN
m
tα

∂Nm
tk

∂Ppq
− 1

εk

PpkN
m
tk
npN

m
tm(

nt∑

α=1

PpαN
m
tα

)2

− 1

εk

nr∑

j=1

PjkN
m
tk
nj

nt∑

α=1

Pjα
∂Nm

tα

∂Ppq
(

nt∑

α=1

PjαN
m
tα

)2

=
δqk
εk




Nm
tk
np

nt∑

α=1

PpαN
m
tα

− N̂tk




+
N̂tk

Nm
tk

∂Nm
tk

∂Ppq
− UpkN

m
tk
np

nt∑

α=1

PpαN
m
tα

− εk
nr∑

j=1

nt∑

α=1

nj
Nm
tα

UjkUjα
∂Nm

tα

∂Ppq
(7.38)

Using Eqs. 7.30, 7.34, 7.36, 7.38 together in Eq. 7.35, we obtain the final covariance matrix due
to the statistical error.

To cross-check the statistical error obtained using Eq. 7.38, a completely different method has
been built. The NEUT nominal MC has been fluctuated 1000 times, following Poisson statistics
at different level independently. The number of selected events has been scaled down to the data
POT to reflect the statistics we have in data. This sample is then fluctuated independently to
the background that is fluctuated at following the MC statistic as the signal matrix Sij and the
number of missed events Mtk .

The number of inferred events in bin k is given by Eq. 7.15,

N̂ s
tk

=
1

εsk

nr∑

j=1

P sm(tk|rj)(N sel,s
rj − sPOTB

s
rj ) (7.39)

where Eq. 7.39 is written explicitly for a given fluctuation s. The following fractional covariance
matrix gives the statistical uncertainty,

V stat
kl =

1

M

M∑

i=1

(N̂ s
tk
− N̂ (nom)

tk
)(N̂ s

tl
− N̂ (nom)

tk
)

N̂
(nom)
tk

N̂
(nom)
tk

(7.40)

where N̂ s
tk

is the result obtained for the fluctuated MC, and N̂
(nom)
tk

the inferred value of the
nominal MC for M = 1000.

Fig. 7.6 shows the statistical error obtained using both methods for each bins. From this figure,
we note that the methods are in good agreement for the bins with enough statistic. For the
other bins, the discrepancy is due to the fact that a multinomial error has been used in the
mathematical calculation. This error is known to be not valid for low statistic samples as it
is the case in the backward angle and momentum larger than 400 MeV. In the following the
statistical error for the first bin in angle will be always given following the fluctuation method,
while for the other bins, it will be given by the mathematical calculation 6.

6There is no real reason to adopt this strategy instead of only using the fluctuation method. In the future, the
statistical method might be the only one considered.
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Figure 7.6: Statistical error for the default method and the one obtained by fluctuating the MC following
the Poisson statistics.

7.4.2 Systematic uncertainty

To propagate the systematic errors to the final result, we reweight each systematic source sep-
arately as they are assumed to be independent. The separated propagation allows us to under-
stand the influence of each source.

The nominal NEUT MC is reweighted 200 times following the procedure described in Sec. 7.3,
in Eqs. 7.25, 7.26 and 7.27.

The number of events in the true and reconstructed bin is given for each group of systematic
uncertainty:

• Reweighted matrices for a systematic change of the flux

R
(b)
jk =

∑

i,l

binijk

B
(b)
jk =

∑

i,l

biβijkl

M
(b)
k =

∑

i,l

bimikl (7.41)

• Reweighted matrices for a systematic change in the cross sections

R
(x)
jk =

∑

i,l

ωselijkl(
~δ)xl(Ei)nijkl

B
(x)
jk =

∑

i,l

ωβijkl(
~δ)xl(Ei)βijkl

M
(x)
k =

∑

i,l

ωik(~δ)xl(Ei)mikl (7.42)

• Reweighted matrices for a systematic change in the detector or final state interaction

R
(d)
jk = dj

∑

i,l

nselQEijkl + dj+20

∑

i,l

nselnQEijkl

B
(d)
jk = dj

∑

i,l

βselQEijkl + dj+20

∑

i,l

βselnQEijkl (7.43)
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where the label b, x, d denotes the group for which the events have been reweighted, namely:
the beam, the cross section and the detector response or the FSI. Note that we summed the
CCQE-like sample with the CCnQE-like sample together at this stage. The reweighted MC is,
from now on, independent of the CCQE-like and CCnQE-like selection, and only reflects the
CC inclusive selection.

For a given reweighted MC, s = b, x or d, we can express the various variables needed to

unfold the distribution of measured events in terms of R
(s)
jk , B

(s)
jk and M

(s)
k . These variables are

expressed as,

B(s)
rj ≡

nt∑

k

B
(s)
jk

S
(s)
jk ≡ R

(s)
jk −B

(s)
jk

N
(s)
tk

=

nr∑

j

S
(s)
jk +M

(s)
k

U
(s)
jk =

1

εk

Sjk∑
α Sjα

=
Ntk
nr∑

γ

Sγk

Sjk
nt∑

α

Sjα

(7.44)

where the unfolding matrix U
(s)
kj is expressed as a function of S

(s)
jk and N

(s)
tk

. The number of
inferred events in the true bin tk is given by,

N̂
(s)
tk

=

nr∑

j=1

U
(s)
kj (Nmeas(data)

rj −B(s)
rj ) (7.45)

Note that the whole background is reweighted. This is not correct in theory, as there is a fraction
of the background corresponding to the CC inclusive interaction outside the fiducial volume but
inside the FGD scintillator. This background is, in a sense, part of our signal. Since, it only
corresponds to 1% of the selection, the change in the result is assumed negligible.

The fractional covariance matrix, is given by,

V
(s)
kl =

1

M

M∑

i=1

(N̂
(si)
tk
− N̂ (nom)

tk
)(N̂

(si)
tl
− N̂ (nom)

tl
)

N̂
(nom)
tk

N̂
(nom)
tl

(7.46)

where (nom) labels the nominal MC which is the central value of the throw distribution, si
labels the i-th throw or reweight MC for a definite systematic source s = b, d, x, and M = 200
and represent the number of reweighted MCs.

In the case of the spectral function (SF) and 1π-Eν shape (1πS) parameter the covariance matrix
is given by,

V
(s)
kl =

(N̂
(X,ON)
tk

− N̂ (nom)
tk

)(N̂
(X,ON)
tl

− N̂ (nom)
tl

)

N̂
(nom)
tk

N̂
(nom)
tl

(7.47)

where X = SF, 1πS.
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The total covariance matrix due to the uncertainty on the cross section modeling is then given
by adding in quadrature these two additional contributions to the rest of the cross section
covariance matrix,

V
(x−s)
kl = V

(x)
kl + V

(SF )
kl + V

(1πS)
kl . (7.48)

As the sources of systematic errors are independent between each group, the total covariance
matrix associated to the systematic error of the experiment is the sum of each covariance matrix,

V syst
kl = V

(d)
kl + V

(FSI)
kl + V

(x−s)
kl + V

(b)
kl . (7.49)

7.5 The number of iterations

For an unlimited MC and data statistics, the number of iterations suggested by the literature is
small and around 3 [183]. This is explained by the fact that in the limit of m going to infinity,
the unfolding matrix tends to the inverse of the folding matrix, which is known to have big
fluctuations. Therefore a small number of iterations should be chosen. If the initial MC used
to unfold the data, does not describe precisely the reality, doing more than one iteration should
decrease the bias due to the method. On the contrary, if bins have low statistics, the statistical
error is propagated and can be amplified during the iteration process.

In this section, we then try to understand what we should expect when unfolding our data
samples for different iteration number. From these studies, the number of iterations is chosen.
To this end, different data size MC samples are created and compared. In the following studies,
the unfolding is always done using the NEUT generator. The number of iterations will be chosen,
by looking at the deviation between the inferred value obtained via the unfolding method and
the truth of the fake data set.

The various types of the fake data sets are defined as the following:

1. The fake data is the complete NEUT MC scaled to the data statistics

• The nominal MC is reweighted 1000 times following the systematic uncertainties
following Eq. 7.25, 7.26 and 7.27.

• The nominal MC is scaled to the number of POT of the data.

• The content of each scaled and reweighted bin is then fluctuated following the Poisson
statistics.

• The nominal NEUT MC is used for the unfolding.

2. The fake data is a sub-sample of the NEUT MC about the same size of the
data statistics and scaled to the data statistics

• The nominal NEUT MC is separated into two samples, one small sample similar to
the size of the data sample and the rest.

• The small sample is scaled to match exactly the number of POT of the data.

• The small sample is fluctuated 1000 times following Poisson statistics.
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• The big sample is used for the unfolding.

3. The fake data is the complete GENIE MC scaled to the data statistics

• The complete GENIE MC is scaled to the number of POT of the data.

• The content of each scaled bin is then fluctuated 1000 times following the Poisson
statistics.

• The nominal NEUT MC is used for the unfolding.

Table 7.1 gives the number of interactions expected in each true bin for the number of POT of
run I and run II. It shows in particular that many bins have less than 100 events.

Table 7.1: Number of charged current interactions in each reconstructed bin, for each category (first 3
columns). In this case, the bins [−1, 0] and [0., 0.84] are merged together. The other columns show the
number of simulated events in each true bins, normalized to the data POT for each fake data category
(truth information).

Pµ (GeV/c) cos θµ Nneut
rj Nneut−part

rj Ngenie
rj Nneut

tk
Nneut−part
tk

Ngenie
tk

[0.0, 0.4] [−1, 0]
555.3 545.0 551.4

1149.0 1136.3 1000.8
[0, 0.84] 1529.5 1566.5 1439.1

[0.84, 0.90] 78.1 71.5 83.6 88.5 78.0 95.1
[0.90, 0.94] 54.0 51.0 55.3 56.6 48.7 57.6

[0.94, 1] 63.6 70.7 82.2 61.4 52.4 75.2

[0.4, 0.5] [−1, 0]
377.9 380.1 341.2

70.7 71.1 60.6
[0, 0.84] 768.3 780.3 700.9

[0.84, 0.90] 62.3 64.7 66.7 71.9 75.1 72.2
[0.90, 0.94] 43.8 46.9 38.9 44.2 42.6 41.3

[0.94, 1] 53.9 55.0 54.1 50.1 47.5 45.7

[0.5, 0.7] [−1, 0]
497.8 502.4 460.4

12.3 7.9 9.6
[0, 0.84] 865.0 884.4 775.4

[0.84, 0.90] 138.1 135.2 133.0 175.3 165.2 167.5
[0.90, 0.94] 98.3 89.5 92.6 112.9 110.3 105.1

[0.94, 1] 130.8 140.5 127.4 126.0 128.6 118.1

[0.7, 0.9] [−1, 0]
211.4 226.5 190.0

0.6 0.9 0.1
[0, 0.84] 287.1 258.1 256.2

[0.84, 0.90] 94.5 83.0 88.6 110.3 109.8 103.5
[0.90, 0.94] 73.5 70.5 68.9 80.3 75.5 76.9

[0.94, 1] 111.5 120.8 108.1 106.0 107.0 100.2

[0.9, 30.0] [−1, 0]
301.6 301.8 256.6

- - -
[0, 0.84] 335.0 333.9 258.1

[0.84, 0.90] 242.6 235.1 218.6 287.8 282.9 250.3
[0.90, 0.94] 294.0 294.3 280.4 350.6 339.5 323.3

[0.94, 1] 1240.7 1223.5 1238.1 1536.6 1541.8 1481.2

total 4723.5 4708.0 4536.1 8276.2 8244.4 7614.2

Fig. 7.7 shows the statistical error calculated on the inferred number of events for the first
category. The statistical error is obtained using the method described in Sec. 7.4.1. As the
data has relatively low statistics in some bins, the statistical error increase at each step of the
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iterative procedure and tends to quite high values. In addition, the chosen (pµ, cos θµ) binning
varies a lot from one bin to another. The statistical error in one bin can be of the same order
as the content of neighboring bins. It is, therefore, expected that the bins with lower statistics
are unstable with an increase of the iteration number.

The first bin in momentum and angle, in Fig. 7.7, has a bigger statistical error than the last
bin in momentum and angle. This is explained by the fact that the first bin has a very low
efficiency, the statistical error on the number of measured events is much bigger than the last
bin, which has a quite good efficiency.
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Figure 7.7: Statistical error for the 1st category of the fake data sets (complete NEUT MC).

From the results shown in Fig. 7.7, we understand that if the deviation to the truth increases
at the same time as the statistical error in the bin, a pull estimator would not represent, what
is really happening in the bin. Therefore, we decided to use the mean deviation to the truth as
the estimator of the right number of iterations to be chosen in our case. The deviation to the
truth value represents the bias of the method and is given by,

〈N̂ s
tk
〉 −N truth

tk

N truth
tk

(7.50)

where s represents a fluctuated or reweighted sample. The mean of the fluctuated N̂ s
tk

is given
by,

〈N̂ s
tk
〉 =

1

1000

1000∑

s=0

N̂ s
tk

(7.51)

In Fig. 7.8, 7.9, 7.10, the mean deviation is represented as a function of the iteration number
and bin number for the three fake data set categories. For each category, we observe that
the deviation with respect to the truth for all bins, increases with the number of iterations.
Especially low statistic bins have a bigger deviation than the others. In addition, we observe
that the second fake data set is less stable than the other two fake data sets. This is explained
by the fact that this set contains more variation between its bins. The fluctuation is then due
to the bin-to-bin variation. As the same behavior is obtained with the three fake data sets, we
expect the same behavior with data. Therefore the first iteration is chosen for the rest of the
analysis, as it gives the closest result to the reality.
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Figure 7.8: Mean deviation to the truth for the 1st category of fake data sets (complete NEUT MC).
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Figure 7.9: Mean deviation to the truth for the 2nd category of fake data sets (sub-sample of the NEUT
MC).
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Figure 7.10: Mean deviation to the truth for the 3rd category of fake data sets (complete GENIE MC).
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7.6 Summary

In this chapter, the method chosen to compute the final cross section result is explained. The
final cross section result will be a flux averaged double differential cross section in the muon
kinematics variables. The method is a model independent method based on the Bayes’ theorem.
Although this method is an iterative method, only one iteration is used as the statistics of the
data is too low in certain bins in comparison to others. This bin-to-bin fluctuation makes the
method unstable for higher iteration number. For future analyses, it is then greatly suggested to
have a binning chosen so that the bin content of all bins are of the same order of magnitude. In
addition to that, the propagation of the systematic errors has been explained. The propagation
uses a technique that takes into account the various correlations for all source of uncertainties.
The Cholesky decomposition of the covariances is used to compute the weights that are then
used to reweight the MC. The final covariance matrix for each source of uncertainty is then
given as the RMS between the nominal and the reweighted MC. The reweighting procedure uses
a response function technique instead of a complete reweighting of the MC for each parameter
variation to save time and CPU. In the next chapter, the final cross section results based on this
method will be given.
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Chapter 8

Cross section measurements

In this chapter, the final cross section results are shown for Run I and II together, using the
unfolding method described in the previous chapter. The MC used to unfold the data has been
normalized to the respective number of POT of each run.

In Eq. 7.7, we have defined the differential cross section in terms of the final state variables
b1,k and b2,l. In our case the final state variables are the muon momentum, b1 ≡ pµ, and angle,
b2 ≡ cos θµ. The flux averaged differential cross section of inclusive charged current is then given
by,

〈 ∂2σ

∂pµ∂ cos θµ
〉kl =

N̂kl

Tφ∆pµ,k∆ cos θµ,l
(8.1)

where

• φ is the integrated flux at the near detector

• T the number of target nucleons

• N̂kl is the unfolded number of events in the true pµ bin k and true cos θµ bin l.

In the following, a discussion on the integrated flux and its uncertainty propagated to the final
result is done in Sec. 8.1.1. The additional systematic errors due to the uncertainty on the num-
ber of target nucleons and on the algorithm is presented in Secs. 8.1.2 and 8.1.3. The resulting
systematic and statistical error on the cross section measurement is discussed in Sec. 8.1.4. The
flux averaged differential cross section and the flux averaged total cross section for the T2K
neutrino beam is presented at the end of the chapter.

8.1 Additional systematic error on the cross section measure-
ment

8.1.1 Integrated Flux

The flux used for this analysis is the tuned 11b-v3.1 version provided by the beam group of the
T2K collaboration [136]. For each run, a different flux is computed. It corresponds to the flux
of neutrino at the near detector site, in the basket region (inside the magnet)
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It is evaluated on the flux prediction integrated over a 150× 150 cm2 centered around 0 on the
x and y basket plane. In theory, we should use the flux integrated in the FGD fiducial volume,
however as this area overlaps almost exactly with the FGD fiducial volume, the effect is very
small. The integrated flux number is obtained by adding the bin contents of the muon neutrino
flux shown in Fig. 8.1 taking into account the overflow. Normalizing to the data POT,

φrun1+run2 = 0.573 · 1012 + 1.52 · 1012 = 2.09 · 1012cm−2 (8.2)
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Figure 8.1: Fine binned νµ flux at the near detector for run I (left) and run II (right) [136].

The systematic error due to the beam flux is calculated on the cross section measurement and is
not given by Eq. 7.47, as the flux normalization should be taken into account. In consequence,
the fractional covariance matrix is given by,

V
(b)
kl =

1

M

M∑

i=1

(
N̂

(si)
tk

φ(si)
− N̂

(nom)
tk

φ(nom) )(
N̂

(si)
tl

φ(si)
− N̂

(nom)
tl

φ(nom) )

N̂
(nom)
tl

φ(nom) ·
N̂

(nom)
tk

φ(nom)

=
1

M

M∑

i=1

(N̂
(si)
tk

φ(nom)

φ(si)
− N̂ (nom)

tk
)(N̂

(si)
tl

φ(nom)

φ(si)
− N̂ (nom)

tl
)

N̂
(nom)
tk

N̂
(nom)
tl

(8.3)

where (nom) labels the nominal MC, si labels the i-th throw or reweighted MC for the beam
systematic source (b), and M = 200 and represents the number of reweighted MCs used. The
fractional covariance matrix is shown in Fig. 8.2.

To understand why the covariance matrix in Fig. 8.2 varies very slightly from bin to bin, we can
try to calculate what is the total error on the integrated flux. To that end, the flux is re-binned
following Table 6.3, to be able to use the fractional covariance matrix given by the beam group.

The absolute systematic uncertainty is given by,

δφsyst =

√∑

i

∑

j

V b
ijφiφj (8.4)

This error represents the total error on the integrated flux, as the statistical error in this case is
negligible. The total flux and error for both runs together showing explicitly the normalization
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Figure 8.2: Total flux fractional covariance matrix.

factors sI
POT and sII

POT for run I and run II respectively is then,

φ = sI
POTφ

I + sII
POTφ

II (8.5)

δφ
φ =

sIPOT δφ
I+sIIPOT δφ

II

sIPOTφ
I+sIIPOTφ

II = 10.9%, (8.6)

This error represents mainly the normalization part of the flux systematic error. It also explains
why the flux systematic error is more or less constant in all the bins. If we now consider the
case where our measurement would not have background. Then this error would have been the
normalization part of the flux systematic error, while Eq. 7.47 would have given only the shape
part of the systematic error. As the unfolding matrix is built by a multiplication of probabilities
(Bayes’ theorem), it has only a shape dependence on the flux. Without background, we would
have then add in quadrature 10.9 % error to the shape error. Since our selection contains a
13% of background (Table 5.8), the flux normalization dependence in the background has to
be taken into account. Therefore, the method depicted by Eq. 8.3 is used. Note that we only
use the uncertainty on the muon neutrino flux. The background does not only contain muon
neutrino interactions but also electron neutrino and anti-neutrino interactions. The amount of
those backgrounds compared to the amount of muon neutrino is considered negligible, therefore
we do not distinguish them by applying different uncertainties.

8.1.2 Number of Target Nucleons

The fiducial volume for this analysis is chosen so that the first XY layer is not taken into
account, and set at the beginning of the second XY module. In the X and Y dimension, a
distance equivalent to five bars on each side is removed (red line in Fig. 5.4). The fiducial
volume is then given by: VND = 174.90 × 174.90 × 31.00 = 9.49 · 105cm3. Table 8.1 shows the
composition of the first FGD, with its calculated density.

Note, that in this table, the total density has been calculated without the wavelength-shifting
fibers contained in each bars, as they have not been simulated in the 4C MC production. Since
the density is comparable to the density of the XY module, neglecting the fibers has no conse-
quences in the final result. The calculation of the final density, given in Table 8.1, should be
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Table 8.1: XY module composition from [186]. The first column gives the areal density, a = ρ∆z,
where ∆z is the thickness of each piece and ρ, the density of each material. The total density value of
the scintillator is here given for our fiducial volume.

Pieces Areal density (g/cm2) ∆z mm ρ (g/cm3)

G10 (2×) 0.0789 0.232 ×2 1.700
glue layer 1 (2×) 0.0346 0.188 ×2 0.920

glue layer 2 0.0175 0.19 0.920
XY Module 2.00071 9.61 ×2 1.041

air 0.00026 2.0 0.00129
fibers 0.0002 0.0019 1.050

total 2.132 22.25 0.963

computed so that the first air gap is not taken into account. As there are 14 XY sheets included
in the fiducial volume, the density is given by,

ρscint,FV =

14×
Ncomp.∑

i

ρi∆zi − ρair∆zair

∆zscint,FV
= 0.963 g/cm3 (8.7)

where Ncomp. is the number of components in the scintillator and ∆zscint,FV = 31 cm is the
width of the FGD1 FV volume.

Component C O H Ti Si N Total

Scintillator bars 1.7651 ± 0.0067 0.0248 ± 0.0039 0.1468 ± 0.0006 0.0355 ± 0.0059 0 0.0010 ± 0.00004 1.973 ± 0.0104
G10 0.0196 ± 0.0015 0.0331 ± 0.0001 0.0034 ± 0.0018 0 0.0218 ± 0.0043 0.0013 ± 0.0013 0.079
Plexus MA590 0.0484 ± 0.0060 0.0215 ± 0.0027 0.0065 ± 0.0008 0 0 0.0009 ± 0.0001 0.0774 ± 0.0096
fiber 0.0155 0.00002 0.0013 0 0 0.00002 0.0169

XY module 1.849 ± 0.0092 0.0794 ± 0.0048 0.1579 ± 0.0021 0.0355 ± 0.0059 0.0218 ± 0.0043 0.0031 ± 0.0012 2.147 ± 0.0144

Table 1: Elemental composition of the components of a typical XY layer, in g/cm2 of each element.

∼ 4% of the total module mass. Therefore the extra mass of G10 in the spacers can be neglected when calculating
the average areal density of an XY module.

5 Plexus MA590 adhesive

The XY modules are assembled using an adhesive called Plexus MA590. This is a two-component methacrylate-based
adhesive. The mass of adhesive used in each module was measured, and the average mass per module was 2.8 kg,
with an RMS spread between modules of 0.33 kg.

There are three layers of glue in each module. Two layers attach the scintillator bars to the G10 skins. For each
of these layers the glue was spread over a total area of 191.6 cm × 190.9 cm. The third layer goes between the two
layers, and covers a square area of (196 × 0.961 cm)2.

Plexus MA590 is a complicated mixture of various chemicals. The MSDS sheet for the two components of this
adhesive does not list the exact chemical composition, but instead lists ranges for each compound [4]. For example,
the adhesive itself is listed as containing “< 5% maleic acid” and “30-60% methyl methacrylate monomer”. Taking
the central value of each range (and treating upper limits as being equivalent to a range from zero up to the limit),
and summing these central values, I find that just 89% of the total is accounted for. There are two possibilities for
the remaining 11%. One is that it consists of non-hazardous compounds that don’t need to be listed on the MSDS.
The other is that since the amount of each component is listed as a range, for particular combinations it is possible
to get percentages that do add up to 100%.

Fortunately most of the components of MA590 are various methacrylate polymers with very similar elemental
compositions, so it turns out that the exact percentages don’t matter a lot. To study this I ran a toy Monte Carlo
in which I randomly picked a fraction for each compound uniformly from the listed range, and then calculated the
fractional elemental abundances for the entire mix, including both the adhesive and its curing agent. I tried two
different variations, one in which I didn’t require the fractions to sum to 100%, and another in which I only kept
combinations that totalled 99-101%. In either case the elemental abundances were virtually identical and had just
∼ 1% dispersion. I conclude that under the assumption that Plexus MA590 contains only compounds listed on the
MSDS, or under the assumption that any omitted compounds have similar chemical composition to those that were
omitted, that Plexus MA590 by weight consists of 27.8% C, 62.5% O, 8.4% H, and 1.2% N, with a density around
0.92 g/cm3.

It is of course possible that roughly 10% of the mass of the mixture consists of non-hazardous compounds not
listed on the MSDS. If these had very different elemental compositions from the compounds that are listed, this could
skew the percentages—for example, in principle about 10% of the MA590 could be pure carbon, or even iron. This
seems unlikely on chemical grounds, but in any case to get a perspective on this issue consider that the total weight
of glue is about 3.5% of the weight of an XY module, so at most the elemental abundance of any one element could
be off by 3.5% × 10%, which is just 0.35%. Under the very reasonable assumption that any omitted compounds, if
there are any, are other hydrocarbons, the actual uncertainty in the composition of Plexus MA590 is negligble for
our purposes.

6 Total composition of an XY module

Table 1 shows the elemental composition, with uncertainties, in g/cm2 for each component of an XY module, as well
as the sum for a typical XY module. The uncertainty in the scintillator bars is dominated by uncertainties in the
hole size and radius of curvature of the coating near the corners. The G10 uncertainty is due entirely to the uncertain

4

Table 8.2: Elemental composition of the components of a typical XY layer, in g/cm2 of each element
[152]

From Table 8.2, we can deduce the fraction of each atom in the FGD, allowing us the calculation
of the molar mass:

Mscint =
∑

a=C,O,H,T i,Si,N

fa ×Ma = 12.108 g/mol, (8.8)

where Ma is the atomic mass and fa = aa
ascint

the fraction of each element given in Table 8.3 and
obtained from the areal density of each atom, aa of Table 8.2.

The averaged number of nuclei is given by,

TN =
ρscint · VND
Mscint

NA = 4.5 · 1028 (8.9)

where NA = 6.022 · 1023 mol−1 is the Avogadro number. Expressing T as depending on the
areal density of the scintillator ascint and areal density of each atom aa, we have,

TN =
NAVND

∆z

(
∑

a aa)
2

∑

a

aaMa

(8.10)
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The error on the total number of averaged nuclei is calculated taking all the correlations between
the different nuclei. We obtain,

δTN
TN

= 0.85% (8.11)

To get the averaged number of nucleons inside the scintillator, the natural abundance of each
isotope of each atom in the scintillator is needed. Table 8.3 summarizes this information. As we
are looking at CC-inclusive neutrino interactions, we do not differentiate between neutrons and
protons, and take both into account as total number of nucleons. If we had looked only to quasi-
elastic interactions, we would have taken only the fraction of neutrons inside the scintillator as
number of target nucleons.

Table 8.3: Abundance of the different isotope of the different nuclei. The fraction of each atom inside
the scintillator is obtained from Table 8.2.

Atoms A Natural Averaged Fraction in
abundance (%) A scintillator (%)

C 12 98.9
12.011 86.13

C 13 1.1

O 16 99.762
16.0044 3.70O 17 0.038

O 18 0.2

H 1 99.985
1.00015 7.36

H 2 0.015

Ti 46 8.

48.024 1.65
Ti 47 7.5
Ti 48 73.8
Ti 49 5.5
Ti 50 5.4

Si 28 92.22
28.1058 1.01Si 29 4.68

Si 30 3.09

N 14 99.634
14.00366 0.14

N 15 0.366

The number of nucleons is given by,

T = NAVND · ρscint ·
∑

a

fa
Aa
Ma

= 5.50 · 1029, (8.12)

where Aa are the averaged number of nucleons per nuclei given in Table 8.3 and Ma the atomic
mass. From this number, we see that the assumption of a molar mass of the nucleon of 1 g/mol
would have been enough, for the calculation of the total number of target nucleons. Eq. 8.12
can be expressed in terms of the variables ascint and aa,

T =
NAVND

∆z
· ρscint

∑

a

fa
Aa
Ma

(8.13)

T =
NAVND

∆z
·
∑

a

aa
Aa
Ma

(8.14)

171



The error on the total number of target nucleon is obtained by taking the full correlations
between the nuclei,

δT 2 =
∑

a,b

(
∂T

∂aa

)
covab

(
∂T

∂ab

)
(8.15)

= T 2

∑

a,b

AaAb
MaMb

covab

(∑

a

aa
Aa
Ma

)2 (8.16)

where the covariance coefficient are taken from [152]. We find,

δT

T
= 0.67% (8.17)

In the rest of the analysis, we will use both definitions for the total number of target nucleons.
While giving the result for a total number of nuclei, allows us to keep the whole information
of the scintillator composition, giving the result for a total number of nucleons allows us to
compare with other experiments.

For completeness, we can calculate the fraction of protons, and neutrons in our scintillator,

fn =

∑
a ra(Aa − Za)∑

a raAa
= 53.6% (8.18)

fp =

∑
a raZa∑
a raAa

= 46.4% (8.19)

where ra is the fraction of nuclei defined as: ra = aa/Aa∑
a aa/Aa

.

8.1.3 Systematic uncertainty due to the algorithm

Two biases can be taken into account as systematic uncertainty of the algorithm. The first bias
comes from the ability of the algorithm to return its true value, when giving it the same MC as
fake data. The result for the first bias, is obtained by unfolding the NEUT MC with itself and
is shown in Fig.8.3. We see that the difference is of the order of 10−6.

The second bias is a little bit subtler. In Sec. 7.4.1, we have calculated the error due to the
statistics of the MC and the data. There is, however, an additional error, that is the bias due
to the statistics. We have seen, that the statistical error can be approximately represented by
the RMS of a sample varied statistically and compared with the inferred value of the nominal
MC. The statistical error does not take into account the bias that we can have because of the
statistics used. We follow, here the same method as in Sec. 7.4.1 to compute the bias due to
the statistics of the MC and the data. The bias is represented by the mean of the deviation of
the fluctuated sample to the inferred value of the nominal MC. The result of the second bias is
taken as the systematic error and the fractional covariance matrix is defined as,

V algo
kl =

(〈N̂ s
tk
〉 − N̂nom

tk
)(〈N̂ s

tl
〉 − N̂nom

tl
)

N̂nom
tk

N̂nom
tl

(8.20)
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Figure 8.3: Difference between the inferred number of events and its true value.
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Figure 8.4: Covariance matrix for the goodness of the algorithm. The unfolding has been done with the
nominal NEUT MC fluctuated following the MC statistics, while the fake data is the nominal NEUT
MC fluctuated following the Data statistics.

where 〈N̂ s
tk
〉 = 1

M

∑
s N̂

s
tk

is the mean of the fluctuated samples, labelled by s. Fig. 8.4 shows
the fractional covariance matrix, obtained by scaling down the NEUT MC to the data POT and
fluctuating it 1000 times, following Poisson statistics.

The biggest systematic error is obtained for the bins where there is a very small statistics (e.g
backward going angle for momentum higher than 400 MeV, see Fig. 8.4). In the next section,
we will see that the systematic error for the other bins is almost negligible in comparison with
the other sources of systematic error.
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8.1.4 Total systematic and statistical error

In this section, we show the relative systematic error for each (Pµ, cos θµ) bin following the
procedure explained in Secs. 7.4.2, 8.1.1, 8.1.2 and 8.1.3. The complete list of systematic errors
considered for the double differential cross section measurement is:

1. Uncertainty on the inferred number of events (N̂tk , see Sec. 7.4.2)

• cross section modeling

• Final State Interaction (FSI)

• Detector response

2. Beam flux error (see Sec. 8.1.1)

3. Mass uncertainty (see Sec. 8.1.2)

4. Systematic uncertainty due to the algorithm (see Sec. 8.1.3)

The fractional covariance matrices for the cross section modeling, detector and FSI is shown in
Fig. 8.5 and the diagonal elements are listed in Table 8.4.
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Figure 8.5: Cross section modeling, detector and FSI fractional covariance matrices.
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Table 8.4: Summary of the systematic errors. The error on the number of target nucleons ( 0.67 %) is
added in quadrature to the total systematic error. φ, det., FSI label the systematic uncertainty of the
beam flux, detector response and FSI changed systematically following the covariance matrix showed
in Fig. 6.6,6.4,6.3,6.2, x-s design the influence of the change of all the cross section modeling parameter
and channel rate.

Pµ (GeV/c) cos θµ algo. φ x-s det. FSI syst stat tot
(%) (%) (%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 0.54 11.40 17.99 2.13 0.46 21.43 2.04 21.53
[0, 0.84] 0.47 12.79 5.52 3.65 1.21 14.48 4.95 15.30

[0.84, 0.90] 0.11 13.13 10.76 2.73 1.41 17.27 9.52 19.72
[0.90, 0.94] 0.85 14.05 10.73 5.02 3.55 18.76 12.26 22.41

[0.94, 1] 0.24 14.03 12.94 4.94 2.97 19.96 14.72 24.80

[0.4, 0.5] [−1, 0] 1.44 11.98 39.47 2.72 0.87 41.38 3.19 41.50
[0, 0.84] 0.15 11.39 5.69 1.30 0.34 12.83 4.20 13.50

[0.84, 0.90] 0.26 11.36 4.99 1.01 0.42 12.49 8.61 15.17
[0.90, 0.94] 0.62 11.66 5.38 1.28 0.51 12.96 10.08 16.42

[0.94, 1] 0.80 13.11 7.19 2.27 0.92 15.20 11.74 19.20

[0.5, 0.7] [−1, 0] 0.98 12.60 46.13 1.86 0.42 47.88 8.70 48.66
[0, 0.84] 0.36 11.13 3.79 1.09 0.37 11.85 3.78 12.44

[0.84, 0.90] 0.61 10.85 3.44 0.82 0.30 11.46 6.18 13.02
[0.90, 0.94] 0.15 11.01 5.73 0.81 0.35 12.47 7.28 14.44

[0.94, 1] 0.23 11.64 11.45 1.09 0.28 16.39 7.91 18.19

[0.7, 0.9] [−1, 0] 3.58 13.53 148.34 1.97 0.57 149.02 33.45 152.73
[0, 0.84] 0.32 11.38 3.17 1.10 0.41 11.90 5.07 12.94

[0.84, 0.90] 0.36 10.92 5.88 0.83 0.20 12.46 6.84 14.22
[0.90, 0.94] 0.15 10.72 11.13 1.05 0.46 15.52 7.68 17.31

[0.94, 1] 0.00 11.00 17.59 0.93 0.39 20.79 6.97 21.93

[0.9, 30.0] [−1, 0] - - - - - - - -
[0, 0.84] 0.43 11.88 5.61 1.37 0.63 13.26 5.44 14.33

[0.84, 0.90] 0.08 11.34 2.49 0.87 0.25 11.68 5.85 13.06
[0.90, 0.94] 0.18 11.13 2.27 0.71 0.36 11.42 5.18 12.54

[0.94, 1] 0.27 10.93 2.31 0.75 0.26 11.24 2.93 11.61

The systematic errors are dominated by the flux and the cross section errors in some bins. The
flux uncertainty is constant over the bins because of the normalization error on the flux that
is about 10.9 % (see Sec. 8.1.1). The breakdown of the flux systematic sources is shown in
Table 8.14. In this Table, we mostly see the contribution to the normalization error of each
sources where the biggest uncertainty is for the secondary nuclear interactions.

From the cross section point of view, the backward angles have very big errors because of the
little statistics in these bins. In this region, a change of the cross section parameter has a
drastic influence that is not observed for the other systematic sources. This is simply due to the
reweighting process. The reweighting of the detector response is only done on the reconstructed
bin, that is, here not spitted. For the flux, the reweighting is done on the true neutrino energy
variable and neither on the muon momentum nor angle. Therefore, the cross section systematic
source is the only place, where the reweighting process takes into account the other binning that
we have in true angle.
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To understand better the systematic errors due to the cross section modeling in the MC, a table
for each parameter (of Tables 6.11 and 6.13) is done. Tables 8.9 and 8.10 show the related
systematic error due to a change of the parameters in Tables 6.11 and 6.13.

The MQE
A , SF and the 1πshp parameter are the main components of the uncertainty at low

momentum as they constitute the main parameters of the interactions at low Q2. In the other
bins below 900 MeV, the uncertainty on SF is the main uncertainty and affects generally the
very low angles. The NC uncertainty components come from the background subtraction, while
the CC uncertainty components enter in the unfolding matrix as well as in the background,
since the outside fiducial volume background can contain CC interactions. These interactions
can happen on iron or aluminum frames around the detectors as well as inside other detectors.

Note that this separation of each parameter is only done to understand their influence. Since
we have correlations between some parameters, the total cross section uncertainty is not exactly
equal to the quadratic sum of Tables 8.9 and 8.10. The numbers pointed there, are only put
as cross-check to verify that it gives approximately the result of Table 8.4. Tables 8.11 and
8.12 show the influence of background only systematic variation. In this case the covariance
matrix is computed by changing only the background, while the unsmearing matrix as well
as the efficiency are kept the same as using the nominal MC. Most of the uncertainty on one
pion production comes from the background subtraction. On the contrary the uncertainty on
the CCQE channel and the spectral function comes mainly from the propagation through the
unfolding matrix.

In general, the biggest impact of the detector systematic as well as the FSI is at the lowest muon
momentum bin. This can be explained by many reasons. Firstly the external background for
this range of momentum is very big. For high angle, very few muons cross the TPC making
difficult the selection. This is shown more precisely in Table 8.13 where the main contributions to
the detector systematic uncertainty are given in detail. The rest of the systematic uncertainties
have a contribution below < 0.02 %.

Low momentum, also means, at the level of the cross section modeling, interactions with bounded
nucleons and not almost free nucleons as they appear for high Q2 where an impulse approxi-
mation can be used. In this case, very few is known about neutrino interaction cross section.
Therefore the systematic uncertainty on the final state interaction is bigger for this range of
momentum.

In comparison to the other uncertainties, the error on the algorithm is almost negligible.

8.2 Differential cross section results

In this section, we discuss the final cross section result with the statistical and systematic
errors. In Tables 8.5 and 8.7, we show the number of reconstructed events in each bin as well
as the number of neutrino interactions simulated with NEUT and GENIE. In this Table, the
background and the inferred number of events obtained unfolding the data with NEUT is also
shown. We observe good agreement between data and MC.
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Table 8.6, Figs. 8.6 and 8.7 give the double differential cross section results with its error bars.
The values are obtained taking the number of inferred events in Table 8.5 dividing by the
total integrated flux, the total number of target nucleons, given in Eq. 8.2 and 8.9, and the
width of each momentum and angle bin. The result for backward-going muon is shown here
for completeness. We, however, do not claim it as a measurement since it constitutes mainly a
model dependent extrapolation of the data.

As a cross-check, we also unfold the data with GENIE. We find that there is less than 4 %
difference between the two results, which is well below the total error on the measurement.

Fig. 8.8 shows the cross section result obtained with the NEUT MC together with the data
unfolded with the GENIE MC. The error bars for the result obtained with the GENIE MC
only corresponds to the statistical error, while the systematic error is included in the result
obtained when unfolding with the NEUT MC. We see that all GENIE points are inside the

Table 8.5: The first block gives the information on the reconstructed variables, while the second block
on the true variable. For the reconstructed block, we show the number of selected events with NEUT,
DATA, the number of background events and the reconstructed pull (= obs−mc√

obs
) respectively. For the

reconstructed bins the bins [−1, 0] and [0., 0.84] are merged together. In the second block, we show the
number of simulated events of the NEUT MC, the number of inferred events for our data using the
NEUT MC and the efficiency respectively.

Pµ (GeV/c) cos θµ Nneut
rj Ndata

rj Bneut
rj pullrec Nneut

tk
N̂1st,data−neut
tk

ε (%)

[0.0, 0.4] [−1, 0]
555.3 556.0 142.8 0.0

1149.0 1083.8 1.2
[0, 0.84] 1529.6 1521.3 26.0

[0.84, 0.90] 78.1 75.0 21.0 -0.4 88.5 85.0 62.1
[0.90, 0.94] 54.0 46.0 19.0 -1.2 56.6 50.5 60.3

[0.94, 1] 63.6 78.0 25.8 1.6 61.4 73.2 56.0

[0.4, 0.5] [−1, 0]
377.9 364.0 41.0 -0.7

70.7 69.1 3.0
[0, 0.84] 768.3 738.9 45.6

[0.84, 0.90] 62.3 64.0 7.4 0.2 71.9 71.7 78.1
[0.90, 0.94] 43.8 45.0 6.2 0.2 44.2 42.3 83.1

[0.94, 1] 53.9 38.0 12.8 -2.6 50.1 38.7 84.2

[0.5, 0.7] [−1, 0]
497.8 475.0 48.9 -1.0

12.3 11.1 7.2
[0, 0.84] 865.0 820.2 55.1

[0.84, 0.90] 138.1 133.0 11.2 -0.4 175.3 163.4 78.4
[0.90, 0.94] 98.3 81.0 9.9 -1.9 112.9 95.0 82.4

[0.94, 1] 130.8 122.0 26.3 -0.8 126.0 113.1 85.5

[0.7, 0.9] [−1, 0]
211.4 198.0 23.7 -1.0

0.6 0.6 28.3
[0, 0.84] 287.1 267.1 61.7

[0.84, 0.90] 94.5 74.0 8.5 -2.4 110.3 91.4 74.2
[0.90, 0.94] 73.5 57.0 5.1 -2.2 80.3 64.0 79.3

[0.94, 1] 111.5 105.0 13.9 -0.6 106.0 98.2 87.5

[0.9, 30.0] [−1, 0]
301.6 282.0 37.8 -1.2

- - -
[0, 0.84] 335.0 310.7 63.9

[0.84, 0.90] 242.6 219.0 24.6 -1.6 287.8 256.8 73.4
[0.90, 0.94] 294.0 262.0 24.2 -2.0 350.6 309.7 76.6

[0.94, 1] 1240.7 1211.0 113.9 -0.9 1536.6 1488.6 75.0

total 4723.5 4485.0 624.0 -0.7 8276.2 7864.5 49.5
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Table 8.6: Double differential cross section result, with its statistical and systematic error. The
systematic error on the number of target nucleons is taken into account inside the total systematic
error listed here.

Pµ cos θµ 〈 ∂2σ
∂pµ∂ cos θµ

〉 〈 ∂2σ
∂pµ∂ cos θµ

〉 stat. error syst. error

GeV/c cm2/nuclei/MeV cm2/nucleon/MeV % %

[0.0, 0.4] [−1, 0] 2.880 × 10−41 2.380 × 10−42 2.04 21.43
[0, 0.84] 4.812 × 10−41 3.978 × 10−42 4.95 14.48

[0.84, 0.90] 3.766 × 10−41 3.113 × 10−42 9.52 17.27
[0.90, 0.94] 3.355 × 10−41 2.774 × 10−42 12.26 18.76

[0.94, 1] 3.243 × 10−41 2.681 × 10−42 14.72 19.96

[0.4, 0.5] [−1, 0] 0.734 × 10−41 0.607 × 10−42 3.19 41.38
[0, 0.84] 9.349 × 10−41 7.728 × 10−42 4.20 12.83

[0.84, 0.90] 12.708 × 10−41 10.505 × 10−42 8.61 12.49
[0.90, 0.94] 11.237 × 10−41 9.289 × 10−42 10.08 12.96

[0.94, 1] 6.863 × 10−41 5.673 × 10−42 11.74 15.20

[0.5, 0.7] [−1, 0] 0.059 × 10−41 0.049 × 10−42 8.70 47.88
[0, 0.84] 5.189 × 10−41 4.289 × 10−42 3.78 11.85

[0.84, 0.90] 14.470 × 10−41 11.961 × 10−42 6.18 11.46
[0.90, 0.94] 12.622 × 10−41 10.433 × 10−42 7.28 12.47

[0.94, 1] 10.021 × 10−41 8.283 × 10−42 7.91 16.39

[0.7, 0.9] [−1, 0] 0.003 × 10−41 0.003 × 10−42 33.45 149.02
[0, 0.84] 1.690 × 10−41 1.397 × 10−42 5.07 11.90

[0.84, 0.90] 8.093 × 10−41 6.690 × 10−42 6.84 12.46
[0.90, 0.94] 8.502 × 10−41 7.028 × 10−42 7.68 15.52

[0.94, 1] 8.699 × 10−41 7.190 × 10−42 6.97 20.79

[0.9, 30.0] [−1, 0] - - - -
[0, 0.84] 0.014 × 10−41 0.011 × 10−42 5.44 13.26

[0.84, 0.90] 0.156 × 10−41 0.129 × 10−42 5.85 11.68
[0.90, 0.94] 0.283 × 10−41 0.234 × 10−42 5.18 11.42

[0.94, 1] 0.906 × 10−41 0.749 × 10−42 2.93 11.24

NEUT systematic error bars.

The double differential cross section for data unfolded with GENIE is given in Table 8.8. The
systematic is, in this case, not included since there is no advanced study on cross section sys-
tematic error for the GENIE MC at the moment.
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Figure 8.6: Double differential cross section results with systematic and statistical error bars together.
The differential cross section is given in cm2/nucleon/MeV. Each graph corresponds to a bin angle.
Each color represents a systematic error source, T: number of Target uncertainty, FSI: Final State
Interaction uncertainty, det.: detector response uncertainty, x-s: cross section modeling uncertainty, φ:
flux uncertainty, algo: algorithm uncertainty, stat: statistical error.
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Figure 8.7: Differential cross section for the backward-going muon extrapolation with systematic and
statistical error bars together. The differential cross section is given in cm2/nucleon/MeV. The label
definition for each color are the same than Fig. 8.6. Left: The NEUT MC is used to unfold the data
and is compared to the truth of GENIE and MC. Right: The data is unfolded with NEUT and GENIE.
The errors bar for GENIE only includes statistical errors while the systematic errors are included in
the result when unfolding with NEUT.
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Figure 8.8: Differential cross section results with systematic and statistical error bars together for the
NEUT MC. The error bars for the data unfolded with GENIE only represents the statistical error.
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Table 8.7: The first block gives the information on the reconstructed variables, while the second block
on the true variable. For the reconstructed block, we show the number of selected events with GENIE,
DATA, the number of background events and the reconstructed pull (= obs−mc√

obs
) respectively. For the

reconstructed bins the bins [−1, 0] and [0., 0.84] are merged together. In the second block, we show the
number of simulated events of the GENIE MC, the number of inferred events for our data using the
GENIE MC and the efficiency respectively.

Pµ (GeV/c) cos θµ Ngenie
rj Ndata

rj Bgenie
rj pullrec Ngenie

tk
N̂1st,data−genie
tk

ε (%)

[0.0, 0.4] [−1, 0]
551.4 556.0 156.1 0.2

1000.8 972.4 1.1
[0, 0.84] 1439.1 1456.0 26.6

[0.84, 0.90] 83.6 75.0 23.1 -1.0 95.1 85.8 62.1
[0.90, 0.94] 55.3 46.0 19.6 -1.4 57.6 47.2 61.9

[0.94, 1] 82.2 78.0 31.5 -0.5 75.2 66.8 63.7

[0.4, 0.5] [−1, 0]
341.2 364.0 39.9 1.2

60.6 58.0 1.2
[0, 0.84] 700.9 742.1 46.2

[0.84, 0.90] 66.7 64.0 8.6 -0.3 72.2 70.1 79.8
[0.90, 0.94] 38.9 45.0 5.2 0.9 41.3 42.8 84.2

[0.94, 1] 54.1 38.0 12.3 -2.6 45.7 33.4 86.7

[0.5, 0.7] [−1, 0]
460.4 475.0 42.9 0.7

9.6 10.1 4.5
[0, 0.84] 775.4 806.2 56.3

[0.84, 0.90] 133.0 133.0 11.2 -0.0 167.5 163.3 81.1
[0.90, 0.94] 92.6 81.0 9.7 -1.3 105.1 94.5 84.5

[0.94, 1] 127.4 122.0 24.1 -0.5 118.1 109.4 87.4

[0.7, 0.9] [−1, 0]
190.0 198.0 23.3 0.6

0.1 0.1 0.0
[0, 0.84] 256.2 269.3 62.4

[0.84, 0.90] 88.6 74.0 6.6 -1.7 103.5 93.0 76.7
[0.90, 0.94] 68.9 57.0 7.5 -1.6 76.9 65.8 81.8

[0.94, 1] 108.1 105.0 14.9 -0.3 100.2 96.0 88.3

[0.9, 30.0] [−1, 0]
256.6 282.0 34.7 1.5

- - -
[0, 0.84] 258.1 282.3 66.3

[0.84, 0.90] 218.6 219.0 22.0 0.0 250.3 248.9 74.3
[0.90, 0.94] 280.4 262.0 27.6 -1.1 323.3 302.0 78.3

[0.94, 1] 1238.1 1211.0 119.1 -0.8 1481.2 1444.1 76.8

total 4536.1 4485.0 639.7 -0.3 7614.2 7559.6 51.2
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Table 8.8: Differential cross section result, with the statistical error only for GENIE MC.

Pµ (GeV/c) cos θµ 〈 ∂2σ
∂pµ∂ cos θµ

〉 cm2

nuclei MeV 〈 ∂2σ
∂pµ∂ cos θµ

〉 cm2

nucleon MeV stat. error (%)

[0.0, 0.4] [−1, 0] 2.584 × 10−41 2.136 × 10−42 3.64
[0, 0.84] 4.606 × 10−41 3.807 × 10−42 6.31

[0.84, 0.90] 3.800 × 10−41 3.141 × 10−42 12.12
[0.90, 0.94] 3.134 × 10−41 2.590 × 10−42 16.83

[0.94, 1] 2.959 × 10−41 2.446 × 10−42 17.60

[0.4, 0.5] [−1, 0] 0.616 × 10−41 0.509 × 10−42 7.12
[0, 0.84] 9.390 × 10−41 7.762 × 10−42 5.39

[0.84, 0.90] 12.414 × 10−41 10.261 × 10−42 10.95
[0.90, 0.94] 11.379 × 10−41 9.405 × 10−42 13.41

[0.94, 1] 5.910 × 10−41 4.885 × 10−42 16.73

[0.5, 0.7] [−1, 0] 0.054 × 10−41 0.045 × 10−42 17.57
[0, 0.84] 5.100 × 10−41 4.216 × 10−42 4.78

[0.84, 0.90] 14.466 × 10−41 11.958 × 10−42 7.58
[0.90, 0.94] 12.555 × 10−41 10.378 × 10−42 9.17

[0.94, 1] 9.687 × 10−41 8.007 × 10−42 9.87

[0.7, 0.9] [−1, 0] 0.001 × 10−41 0.000 × 10−42 83.82
[0, 0.84] 1.704 × 10−41 1.408 × 10−42 6.54

[0.84, 0.90] 8.236 × 10−41 6.807 × 10−42 8.86
[0.90, 0.94] 8.738 × 10−41 7.223 × 10−42 9.90

[0.94, 1] 8.501 × 10−41 7.027 × 10−42 9.39

[0.9, 30.0] [−1, 0] - - -
[0, 0.84] 0.012 × 10−41 0.010 × 10−42 7.01

[0.84, 0.90] 0.151 × 10−41 0.125 × 10−42 7.21
[0.90, 0.94] 0.276 × 10−41 0.228 × 10−42 6.55

[0.94, 1] 0.879 × 10−41 0.727 × 10−42 3.36
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Table 8.9: Summary of the contribution of cross section modeling parameters listed in Table 6.11,
where pdd means pion ∆ decay.

Pµ (GeV/c) cos θµ MQE
A MRES

A nπshp SF Pf ∆W pdd 1πshp total
(%) (%) (%) (%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 13.44 1.04 3.22 8.68 2.99 3.03 0.29 3.92 17.35
[0, 0.84] 1.53 0.77 2.06 0.63 0.71 0.85 0.62 2.38 3.85

[0.84, 0.90] 6.69 1.10 0.93 2.43 0.34 0.97 3.44 4.51 9.27
[0.90, 0.94] 5.00 1.35 2.83 1.03 1.48 0.63 0.88 4.04 7.45

[0.94, 1] 2.56 1.20 2.41 3.70 2.14 0.29 1.42 4.56 7.41

[0.4, 0.5] [−1, 0] 33.69 0.60 4.06 18.75 6.17 0.52 0.68 1.37 39.30
[0, 0.84] 3.33 0.47 1.57 3.29 0.84 0.13 0.60 0.37 5.09

[0.84, 0.90] 3.48 0.63 0.65 0.81 0.57 0.61 0.45 0.75 3.88
[0.90, 0.94] 1.78 0.45 2.51 2.38 3.94 0.96 0.83 0.24 5.70

[0.94, 1] 1.91 1.16 3.80 1.55 1.83 0.51 0.27 0.28 5.06

[0.5, 0.7] [−1, 0] 38.70 2.18 2.48 10.33 5.91 0.84 1.84 0.88 40.69
[0, 0.84] 2.74 0.39 0.97 1.59 0.56 0.77 0.09 0.04 3.47

[0.84, 0.90] 1.18 0.54 1.33 0.49 0.23 0.64 0.19 0.47 2.10
[0.90, 0.94] 1.07 0.53 1.00 5.71 0.19 0.16 0.12 0.41 5.94

[0.94, 1] 1.27 0.62 2.84 9.20 1.68 0.79 0.97 0.53 9.97

[0.7, 0.9] [−1, 0] 159.27 2.04 0.19 15.91 4.68 3.42 3.99 0.70 160.23
[0, 0.84] 1.69 0.06 0.15 0.35 0.37 0.68 0.58 0.47 2.04

[0.84, 0.90] 1.34 0.90 1.12 4.28 0.77 0.81 0.30 0.26 4.86
[0.90, 0.94] 1.59 0.81 0.97 10.44 0.63 1.36 0.08 0.41 10.74

[0.94, 1] 1.40 0.90 2.06 16.61 1.86 1.10 0.32 0.84 16.99

[0.9, 30.0] [−1, 0] - - - - - - - - -
[0, 0.84] 2.58 0.91 0.68 1.56 0.09 0.31 0.28 0.35 3.27

[0.84, 0.90] 1.45 0.27 0.17 0.82 0.24 0.08 0.06 0.45 1.77
[0.90, 0.94] 0.91 0.05 0.20 0.60 0.39 0.36 0.11 0.02 1.24

[0.94, 1] 1.13 0.13 0.34 1.36 0.33 0.12 0.11 0.33 1.88
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Table 8.10: Summary of the contribution of cross section normalization error of Table 6.13.

Pµ (GeV/c) cos θµ CCQE CC1π CCCOH NC-BG NC1π0 total
(%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 3.62 4.26 2.94 1.80 0.14 6.57
[0, 0.84] 1.06 1.87 1.17 1.95 0.36 3.15

[0.84, 0.90] 2.74 5.99 1.74 2.91 0.28 7.41
[0.90, 0.94] 2.53 5.23 1.78 3.52 0.26 7.02

[0.94, 1] 1.66 5.67 3.44 4.18 0.13 8.01

[0.4, 0.5] [−1, 0] 3.58 6.66 2.27 1.99 0.12 8.14
[0, 0.84] 0.35 2.07 0.85 1.23 0.13 2.59

[0.84, 0.90] 0.65 1.02 1.78 1.23 0.09 2.48
[0.90, 0.94] 0.18 0.55 0.94 2.23 0.08 2.49

[0.94, 1] 0.46 1.89 3.23 6.06 0.40 7.14

[0.5, 0.7] [−1, 0] 4.48 3.19 4.58 1.73 0.08 7.36
[0, 0.84] 0.33 1.09 0.62 1.13 0.10 1.72

[0.84, 0.90] 0.58 0.79 0.69 1.25 0.04 1.73
[0.90, 0.94] 0.46 0.81 0.26 1.95 0.15 2.18

[0.94, 1] 0.66 0.88 1.78 3.04 0.18 3.69

[0.7, 0.9] [−1, 0] 14.16 5.81 5.70 1.50 0.03 16.41
[0, 0.84] 0.60 0.79 0.48 1.37 0.16 1.76

[0.84, 0.90] 1.27 1.26 0.01 1.40 0.12 2.28
[0.90, 0.94] 1.75 1.39 0.98 1.37 0.09 2.80

[0.94, 1] 2.03 2.89 1.23 1.92 0.07 4.21

[0.9, 30.0] [−1, 0] - - - - - -
[0, 0.84] 2.26 1.54 0.64 1.63 0.25 3.26

[0.84, 0.90] 0.97 0.56 0.56 1.08 0.05 1.65
[0.90, 0.94] 0.59 0.38 0.49 1.34 0.03 1.59

[0.94, 1] 0.62 0.76 0.26 1.02 0.01 1.44
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Table 8.11: Summary of the contribution of cross section modeling parameters listed in Table 6.11, for
the background only contribution

Pµ (GeV/c) cos θµ MQE
A MRES

A nπshp SF Pf ∆W pdd 1πshp total
(%) (%) (%) (%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 0.83 0.50 1.32 0.09 0.02 0.56 0.40 0.27 1.80
[0, 0.84] 1.88 1.05 2.67 0.14 0.01 0.80 0.76 0.44 3.63

[0.84, 0.90] 1.20 1.01 3.36 0.08 0.02 0.78 0.93 0.41 3.92
[0.90, 0.94] 1.22 1.22 3.84 0.12 0.05 0.65 1.93 0.13 4.68

[0.94, 1] 0.78 0.82 3.65 0.17 0.05 0.47 1.48 0.20 4.14

[0.4, 0.5] [−1, 0] 0.75 0.49 1.54 0.08 0.04 0.44 0.53 0.22 1.93
[0, 0.84] 1.49 0.49 1.25 0.10 0.02 0.56 0.53 0.22 2.16

[0.84, 0.90] 0.69 0.47 0.90 0.16 0.03 0.21 0.38 0.24 1.33
[0.90, 0.94] 0.56 0.36 1.26 0.08 0.09 0.45 0.81 0.11 1.70

[0.94, 1] 0.66 0.87 2.62 1.82 0.32 1.09 0.71 0.58 3.67

[0.5, 0.7] [−1, 0] 0.53 0.30 0.72 0.33 0.07 0.55 0.23 0.22 1.18
[0, 0.84] 0.88 0.45 0.87 0.06 0.02 0.76 0.41 0.25 1.59

[0.84, 0.90] 0.52 0.25 0.58 0.04 0.00 0.34 0.10 0.15 0.90
[0.90, 0.94] 0.45 0.25 0.68 0.03 0.05 0.41 0.16 0.26 1.00

[0.94, 1] 0.55 0.39 1.06 0.91 0.20 0.69 0.22 0.31 1.75

[0.7, 0.9] [−1, 0] 0.36 0.18 0.56 0.18 0.05 0.32 0.16 0.17 0.82
[0, 0.84] 0.88 0.53 1.01 0.01 0.01 0.85 0.30 0.34 1.74

[0.84, 0.90] 0.57 0.41 0.83 0.03 0.01 0.76 0.23 0.27 1.37
[0.90, 0.94] 0.58 0.23 0.59 0.13 0.00 0.73 0.32 0.21 1.20

[0.94, 1] 0.42 0.24 0.70 0.34 0.08 0.42 0.19 0.20 1.05

[0.9, 30.0] [−1, 0] - - - - - - - - -
[0, 0.84] 1.15 0.71 1.18 0.03 0.01 1.05 0.31 0.42 2.14

[0.84, 0.90] 0.66 0.45 1.05 0.02 0.01 0.37 0.08 0.26 1.40
[0.90, 0.94] 0.49 0.30 0.74 0.02 0.01 0.39 0.15 0.16 1.04

[0.94, 1] 0.36 0.16 0.45 0.03 0.01 0.30 0.15 0.17 0.71
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Table 8.12: Summary of the contribution of cross section normalization error of Table 6.13, for the
background only contribution

Pµ (GeV/c) cos θµ CCQE CC1π CCCOH NC-BG NC1π0 total
(%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 0.27 0.88 0.24 1.80 0.14 2.04
[0, 0.84] 0.58 2.02 0.28 1.95 0.36 2.90

[0.84, 0.90] 0.49 2.44 0.35 2.91 0.28 3.85
[0.90, 0.94] 0.51 2.93 0.87 3.52 0.26 4.70

[0.94, 1] 0.32 2.10 0.60 4.18 0.13 4.73

[0.4, 0.5] [−1, 0] 0.28 1.06 0.30 1.99 0.12 2.29
[0, 0.84] 0.37 0.86 0.14 1.23 0.13 1.56

[0.84, 0.90] 0.28 0.81 0.06 1.23 0.09 1.50
[0.90, 0.94] 0.29 0.84 0.19 2.23 0.08 2.40

[0.94, 1] 0.44 1.52 1.41 6.06 0.40 6.43

[0.5, 0.7] [−1, 0] 0.21 0.51 0.23 1.73 0.08 1.83
[0, 0.84] 0.26 0.65 0.17 1.13 0.10 1.34

[0.84, 0.90] 0.21 0.44 0.14 1.25 0.04 1.35
[0.90, 0.94] 0.22 0.48 0.22 1.95 0.15 2.03

[0.94, 1] 0.26 0.67 0.34 3.04 0.18 3.14

[0.7, 0.9] [−1, 0] 0.18 0.40 0.29 1.50 0.03 1.59
[0, 0.84] 0.23 0.64 0.11 1.37 0.16 1.54

[0.84, 0.90] 0.19 0.51 0.06 1.40 0.12 1.51
[0.90, 0.94] 0.23 0.35 0.15 1.37 0.09 1.44

[0.94, 1] 0.19 0.44 0.35 1.92 0.07 2.02

[0.9, 30.0] [−1, 0] - - - - - -
[0, 0.84] 0.31 0.84 0.07 1.63 0.25 1.87

[0.84, 0.90] 0.25 0.56 0.10 1.08 0.05 1.24
[0.90, 0.94] 0.21 0.38 0.06 1.34 0.03 1.41

[0.94, 1] 0.22 0.44 0.14 1.02 0.01 1.14
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Table 8.13: Summary of the contribution of the main source of systematic uncertainties due to the
detector response for the detector systematic listed in Table 6.8. We define: Mom: momentum scale,
Qc: Charge confusion, s-mu: sand muons, dist.: momentum distortion, OOFV: outside of fiducial
volume, PiAbs: pion absorption, match.: FGD-TPC track matching efficiency, M: FGD mass

Pµ (GeV/c) cos θµ Mom. Qc s-mu dist. OOFV match. M total
(%) (%) (%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 0.31 0.59 0.27 0.37 1.88 0.63 0.81 2.29
[0, 0.84] 1.56 0.31 0.12 0.90 3.39 0.57 0.64 3.95

[0.84, 0.90] 1.17 0.23 0.12 0.75 2.30 0.38 0.45 2.76
[0.90, 0.94] 1.33 0.29 0.68 0.87 4.29 0.46 0.54 4.68

[0.94, 1] 1.42 0.32 0.42 0.97 4.14 0.43 0.49 4.56

[0.4, 0.5] [−1, 0] 0.70 0.57 0.35 0.59 2.27 0.63 0.80 2.74
[0, 0.84] 0.18 0.22 0.03 0.67 1.04 0.39 0.48 1.41

[0.84, 0.90] 0.45 0.12 0.04 0.46 0.56 0.20 0.23 0.91
[0.90, 0.94] 0.56 0.11 0.14 0.61 0.90 0.21 0.24 1.28

[0.94, 1] 0.89 0.22 0.13 0.94 1.99 0.37 0.42 2.45

[0.5, 0.7] [−1, 0] 0.11 0.56 0.43 0.59 1.28 0.57 0.77 1.85
[0, 0.84] 0.33 0.19 0.03 0.49 0.67 0.33 0.40 1.05

[0.84, 0.90] 0.06 0.10 0.03 0.28 0.55 0.20 0.22 0.70
[0.90, 0.94] 0.08 0.10 0.15 0.40 0.53 0.19 0.23 0.76

[0.94, 1] 0.22 0.12 0.19 0.43 0.71 0.23 0.27 0.96

[0.7, 0.9] [−1, 0] 0.28 0.53 0.20 1.02 0.91 0.34 0.56 1.64
[0, 0.84] 0.55 0.18 0.08 0.63 0.65 0.28 0.37 1.18

[0.84, 0.90] 0.17 0.12 0.02 0.71 0.36 0.24 0.26 0.89
[0.90, 0.94] 0.09 0.12 0.05 0.77 0.30 0.22 0.22 0.90

[0.94, 1] 0.10 0.10 0.03 0.51 0.36 0.18 0.19 0.70

[0.9, 30.0] [−1, 0] - - - - - - - -
[0, 0.84] 0.58 0.26 0.07 0.58 0.82 0.24 0.37 1.27

[0.84, 0.90] 0.30 0.19 0.10 0.43 0.41 0.19 0.28 0.78
[0.90, 0.94] 0.16 0.22 0.05 0.41 0.31 0.17 0.24 0.66

[0.94, 1] 0.07 0.39 0.12 0.25 0.27 0.19 0.26 0.64
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Table 8.14: Summary of the contribution of the main source of systematic uncertainties due to the flux
uncertainties. We denote by K and π the kaons and pions production multiplicity uncertainties; beam
and OA the proton beam and off-axis uncertainties; Horn the magnetic field uncertainty of the horn;
pr. x-s and Sec. nucl. the production cross section and secondary nucleon cross section uncertainty.

Pµ (GeV/c) cos θµ K π beam OA Horn pr. x-s Sec. nucl. total
(%) (%) (%) (%) (%) (%) (%) (%)

[0.0, 0.4] [−1, 0] 4.19 3.62 1.86 0.63 1.52 6.04 6.15 10.54
[0, 0.84] 2.47 5.26 1.44 0.56 0.87 7.11 7.88 12.22

[0.84, 0.90] 2.87 5.40 1.24 0.55 1.04 7.38 8.25 12.77
[0.90, 0.94] 3.39 5.51 1.41 0.60 1.23 7.70 8.56 13.35

[0.94, 1] 2.90 5.40 1.45 0.58 1.03 7.50 8.31 12.90

[0.4, 0.5] [−1, 0] 3.76 4.31 0.22 0.29 0.91 6.80 7.11 11.42
[0, 0.84] 1.57 4.95 1.21 0.47 0.56 6.46 7.32 11.15

[0.84, 0.90] 1.59 4.77 1.45 0.49 0.59 6.18 7.12 10.81
[0.90, 0.94] 1.98 4.78 1.75 0.56 0.72 6.36 7.26 11.13

[0.94, 1] 3.79 5.01 1.86 0.66 1.34 7.43 8.18 12.94

[0.5, 0.7] [−1, 0] 0.97 5.81 0.96 0.44 0.25 6.99 7.54 11.89
[0, 0.84] 1.42 4.89 0.72 0.40 0.45 6.28 7.23 10.88

[0.84, 0.90] 1.54 4.65 1.13 0.45 0.62 6.07 6.93 10.53
[0.90, 0.94] 1.58 4.77 1.18 0.47 0.61 6.24 7.07 10.78

[0.94, 1] 2.36 4.68 1.30 0.51 0.86 6.49 7.22 11.16

[0.7, 0.9] [−1, 0] 3.68 7.21 2.67 0.78 0.06 6.68 8.60 13.85
[0, 0.84] 1.45 5.06 0.81 0.41 0.23 6.51 7.23 11.10

[0.84, 0.90] 1.95 4.53 0.50 0.37 0.57 6.13 7.04 10.60
[0.90, 0.94] 2.09 4.33 0.43 0.35 0.71 5.98 6.91 10.37

[0.94, 1] 2.93 4.11 0.30 0.35 0.89 6.12 6.86 10.54

[0.9, 30.0] [−1, 0] - - - - - - - -
[0, 0.84] 0.81 5.56 1.58 0.52 0.24 6.68 7.64 11.72

[0.84, 0.90] 1.02 5.18 1.34 0.48 0.31 6.38 7.27 11.11
[0.90, 0.94] 1.15 5.01 1.22 0.46 0.38 6.23 7.11 10.85

[0.94, 1] 0.77 4.99 1.23 0.46 0.21 6.11 7.12 10.73
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8.3 Total cross section results

Taking the total number of inferred events, given in Table 8.5, we can calculate the integrated
flux averaged total cross section dividing this number by the integrated flux and the number
of target nucleons with the caveat that we trust our model to simulate correctly the backward
region. As the systematic error calculations, have been done by comparing other experiments
that have the full phase space, we are confident that the systematic error on these bins are
correct.

We obtain,

〈σCC〉φ = (8.36± 0.16(stat)± 1.02(syst))× 10−38 cm2

av. nuclei
(8.21)

〈σCC〉φ = (6.91± 0.13(stat)± 0.84(syst))× 10−39 cm2

nucleon
(8.22)

where the data agrees well with the MC predicted values that are,

〈σNEUT
CC 〉φ = 8.79× 10−38 cm2

av. nuclei
〈σNEUT

CC 〉φ = 7.27× 10−39 cm2

nucleon
(8.23)

〈σGENIE
CC 〉φ = 8.09× 10−38 cm2

av. nuclei
〈σGENIE

CC 〉φ = 6.69× 10−39 cm2

nucleon
(8.24)

From this result, we observe that data agrees slightly better with GENIE than with NEUT. This
might suggest that predictions with MA ∼ 1 are more accurate than predictions for MA > 1. It
can be shown that for previous flux version, the agreement with NEUT was better than with
GENIE. The application of the tuned flux 11bv3.1, increases the flux in general along the phase
space making the NEUT prediction in general bigger than the data and the GENIE prediction
closer to the data. Because of the big flux uncertainty, a better agreement with one of the MC
cannot give any conclusion in the intrinsic modeling of the generator.

The result in Eq. 8.22 is bigger than the one in Eq. 8.24, because the backward going region has
been extrapolated using the NEUT MC. If on the contrary the extrapolation is done with the
GENIE MC, we would have get, 6.68× 10−39 cm2

nucleon which has about 3% of difference with the
prediction obtained with the NEUT MC. This value is however well below the systematic error,
which is about 12% of the result.

To compare with other experiments, it can be useful to calculate the mean energy of our flux
that is 0.85 GeV. Fig. 8.9 shows the T2K total cross section result together with the other
experiments. We see that the NEUT prediction, in green, for the T2K experiment corresponds
to the NEUT prediction for the SciBooNE experiment. The good agreement between the two
predictions gives us confidence that no major mistake has been made computing the result.

The T2K point has been placed, at the mean position of the T2K flux, which does not correspond
to its peak because of the high energy tail. The result obtained here is in a relatively good
agreement with the other experiments, although SciBooNE seems to be always higher than the
MC predictions.

There are many methods to calculate errors of a non-Gaussian distribution. One of them
consists in first finding Emin and Emax corresponding to 68 % of the total flux with an energy
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Figure 8.9: T2K total cross section result together with the NEUT and GENIE prediction for T2K and
SciBooNE

larger/smaller than the mean energy,

∫ Emax
0.85

∂φ(E)
∂E dE

∫∞
0.85

∂φ(E)
∂E dE

= 68%⇒ Emax = 1.85 GeV (8.25)

∫ 0.85
Emin

∂φ(E)
∂E dE

∫ 0.85
0

∂φ(E)
∂E dE

= 68%⇒ Emin = 0.45 GeV (8.26)

where the 68 % has been chosen by analogy to the gaussian distribution, where one sigma error
corresponds to 68% of the area. We then calculate the variance in this interval to obtain the
error,

σ2
+ =

∫ Emax
0.85 (E − 0.85)2 ∂φ(E)

∂E dE
∫ Emax

0.85
∂φ(E)
∂E dE

⇒ σ+ = 0.39 GeV (8.27)

σ2
− =

∫ 0.85
Emin

(E − 0.85)2 ∂φ(E)
∂E dE

∫ 0.85
Emin

∂φ(E)
∂E dE

⇒ σ− = 0.27 GeV (8.28)

The error obtained here is meant to give an idea of the dispersion inside the range defined by
Emin and Emax. In the literature, there are other ways to calculate errors for non-gaussian
distributions, but none has been found optimal for this case. The result depending on the
method can change largely as some try to not account for the tails when others do. Another
method, for example, consists in finding Emin and Emax for which φ(Emin) = φ(Emax) and

∫ Emax
Emin

∂φ(E)
∂E dE

∫∞
0

∂φ(E)
∂E dE

= 68% (8.29)

In this case, we find that Emax = 0.8 GeV < 〈E〉 and Emin = 0.3, which shows the non-gaussian
behavior of our flux distribution and how methods can defer. The assignment of the horizontal
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error bar is therefore quiet subjective. My personal opinion is that the first method takes too
much into account the high energy tail, while the second method does maybe not enough. For
the final result presented here, I decided to use the second method for calculating the error bars
but instead of taking the Emin and Emax corresponding to the 68 % of the area, I chose them so
that the area covered is a 90 %. This last value is chosen arbitrarily by myself, and arguments
can be chosen against. Doing so, we obtain Emin = 0.05 GeV and Emax = 1.35 GeV. The error
is then defined as in Eqs. 8.27 and 8.28, and we obtain: σ− = 0.37 GeV and σ+ = 0.20 GeV.
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Chapter 9

Conclusion

T2K has proved to be a very good experiment able to cover different physics topics. Using the
data collected up to now, T2K has been able to measure the value of θ13 and firmly establish
the νµ → νe appearance at 3σ precision. These latest results have been obtained by the use of
the near detector data, where the near detector rate measurement has been used to constrain
neutrino flux and cross section at the far detector. The data and the selection are the same as
the one presented in this thesis.

First results on the muon neutrino disappearance study have been published in March 2012 and
updated results on θ23 and ∆m2

32 should come soon.

More precise measurements of θ13 as well as θ23 and ∆m2
32 are essential for the future in order

to understand whether θ23 is maximal or not. This is an important input for the mass hierarchy
determination and studies of CP violation in the lepton sector. By the combination with other
experiments such as NOvA [187], and the reactor experiments Daya-Bay, RENO and Double-
Chooz, T2K can achieve some sensitivity on δCP .

While an upgrade of different existing experiments can already give good sensitivity to the mass
hierarchy [188], it is now clear within the physics community that a new generation of oscillation
experiments is needed to have a much better sensitivity on δCP .

In Europe, an expression of interest has already been submitted for the LAGUNA/LBNO project
[189]. In this experiment, a 400 GeV proton beam is fast extracted from the CERN SPS ac-
celerator and the neutrino beam resulting from the interaction of the protons with a carbon
target is sent to Pyhäsalmi in Finland. The far detector would be placed in the Pyhäsalmi Mine
where there are very good infrastructural opportunities to deliver detector components. This
experiment will use a liquid argon and magnetized iron detector as far detector. Although the
liquide argon TPC still needs R&D and validation to be able to run with large drift distances,
it allows a very good reconstruction of the events in a medium that is relatively cheap. The
expected exposure for one year of running is assumed conservatively two times better than the
average number of POT per year sent to the CNGS target since 2006 that is 4.5×1019 POT.
For only ∼ 2.25 × 1020 POT with a 50% sharing time for neutrino and anti-neutrino beams,
a 5σ discovery on the mass hierarchy is expected for any value of δCP . For ∼ 1021 POT, the
existence of CP-violation can be demonstrated at the 90% C.L. (less than 2σ C.L.) for ∼ 60%
of the δCP parameter space (see Fig. 9.1). The same fraction of the δCP parameter space can
be achieved with a 3σ C.L with an exposure of only 5 × 1020 POT increasing the far detector
mass from 20 kton to 70 kton.
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FIG. 75: ∆χ2 of the CPV discriminant as a function of true δCP for an integrated intensity of 1.5 × 1021 p.o.t.
The blue curve corresponds to the case with all systematic errors included. The dashed brown curve is the case
where all energy correlated errors are set to zero and the average Earth density error is reduced to 1%.
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FIG. 76: CPV coverage as a function of the integrated exposure.Figure 9.1: CPV coverage as a function of the integrated exposure [189]. The blue (red) line shows the
coverage of δCP at a 90 % C.L. (3σ C.L.) for a target mass of 20 kton (70 kton) respectively.
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As a continuation of the T2K experiment, a T2HK project is proposed: the construction of the
1 Mton water Cherenkov detector, Hyper Kamiokande, can also give complementary results on
CP violation and mass hierarchy. A 3σ C.L. (4σ C.L.) sensitivity is expected on mass hierarchy
by 2028 (2033 respectively). A 70% of the possible δCP values should be covered with a precision
better than 3σ after 5 years of running with the designed T2K beam power (750 kW), if the
mass hierarchy is known (see Fig. 9.2) [190].

Good neutrino flux and cross section knowledge is essential for future oscillation experiments
which are required to be more precise. Cross sections are also very interesting in themselves.
As presented in the second chapter, there are very few measurements of neutrino interactions
at low energies and most of the assumptions are generally coming from electron scattering data
sets. Low energy measurements will allow us to understand better nuclear effects, for example.

The analysis presented in this thesis is a starting point for future analyses at the near detector
of the T2K experiment beside the oscillation analyses. The cross section measurements of the
different channels using different methods will be a valuable information for improving models
and decreasing systematic uncertainties in other measurements. Behavior of the cross section as
a function of the energy or Q2 will also give complementary results with better statistics. The
use of the additional 2012 data in the near detector, will allow the study of other channels and
topologies. For example, measurements of specific final states as two track samples with one
muon and one proton can provide additional information to the charged current cross sections
constraining better some model parameters, like MA.

For such measurements, improvement of the reconstruction and calibration is needed. In partic-
ular, the discrimination of the events can be improved by a better timing between the different
detectors or vertexing. The timing information is, for example, essential to increase our phase
space and reduce, together with a better vertexing, our external background. The newer version
of the software shows already significant improvement concerning the out of fiducial volume
background which is one of the main detector-related uncertainty.

In the last chapter, the first cross section measurements of the T2K collaboration, in the near
detector, have been presented. Although systematic errors on the flux have been decreased
for this analysis, it still represents our major uncertainty. This is also the case in the other
experiments. To understand precisely cross sections, the systematic errors on the flux should
be decreased furthermore. If most of the systematic error sources are negligible except for the
modeling of the cross section, then we will have the possibility to differentiate between the
various cross section models. This will allow us to decrease the systematic uncertainties on
them.

For example, we observed in the final results a disagreement of 3 % for GENIE and 5 % for
NEUT with the data. This does not tell that the models used by GENIE is better than the ones
used by NEUT as the flux can be off by 11 %.

In the near future, this analysis might be able to decrease significantly its systematic error by
the use of the 2009 data set of the NA61 experiment. T2K will be then the first experiment to
have relatively small errors on the neutrino flux. It will therefore contribute greatly by its cross
section measurements to the particle physics community. Exciting time is therefore expected on
cross sections in the next few years!

195



196



Appendix A

Calculation of the matter potential

Explicit calculation of VCC [191, 60]

The flavour conversion in an inhomogeneous matter potential occurring by an adiabatic tran-
sition is called MSW (Mikheyev-Smirnow-Wolfenstein) effect [33, 34]. The effective low-energy
Hamiltonian describing the relevant neutrino interactions in matter is given by:

Hint =
GF√

2


J+,µ

e (x)J−e,µ(x) +
1

4

∑

l=e,µ,τ

JN,µl (x)JNl,µ(x)


 (A.1)

where J
+/−
e,µ and JNe,µ are respectively the charged currents and the neutral current described in

Eqs 2.4 and 2.3.

Since the part of the Hamiltonian concerning the neutral current is identical for all flavours, we
can simplify by studying only the charged current part. Writing s and pe as the spin and the
momentum of the electron, we have:

〈e(s, pe)|HCC |e(s, pe)〉 = GF√
2
〈e(s, pe)|ē(x)γµ(1− γ5)νe(x)ν̄e(x)γµ(1− γ5)e(x)|e(s, pe)〉

= GF√
2
ν̄e(x)γµ(1− γ5)νe(x)〈e(s, pe)|ē(x)γµ(1− γ5)e(x)|e(s, pe)〉

where the Fierz identity has been used to separate the neutrino’s and electron’s spinnor. Ex-
panding the electron fields e(x) in plane waves we find:

〈e(s, pe)|ē(x)γµ(1− γ5)e(x)|e(s, pe)〉
= 1

V 〈e(s, pe)|ūs(pe)a
†
s(pe)γ

µ(1− γ5)as(pe)us(pe)|e(s, pe)〉

where a†s and as are the creation and destruction operator for the electron, us(pe) and ūs(pe)
their wave function, and finally V a normalisation factor. The trajectory of the neutrino is
determined by the electrons present in the matter. To obtain the effective Hamiltonian due to

the electrons in the medium, H
(e)
CC , we have to average over all the momentum and spin of the

electrons, and sum over each electron in the medium. We assume the energy distribution of
the electrons in the matter, fe(Ee), homogeneous and normalized to 1

(∫
d3pef(Ee) = 1

)
. We

obtain:

H
(e)
CC = GF√

2
ν̄e(x)γµ(1− γ5)νe(x)

×
∫
d3pef(Ee)

1
2

∑
s

∑ne
j=1

[
1
V 〈e(s, pe)|ūs(pe)a

†
s(pe)γ

µ(1− γ5)as(pe)us(pe)|e(s, pe)〉
]
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where we assume that the medium has the same number of electrons with spin 1/2 and -1/2. In
addition we have:

1

V

ne∑

j=1

〈e(s, pe)|a†s(pe)as(pe)|e(s, pe)〉 = ne(pe)

We have also:

1

2

∑

s

〈e(s, pe)|ūs(pe)γµ(1− γ5)us(pe)|e(s, pe)〉 = 1
2Tr

[
me+ 6pe

2Ee
γµ(1− γ5)

]
= pµe

Ee

Thus:

H
(e)
CC = GF√

2
ν̄e(x)γµ(1− γ5)νe(x)

∫
d3pef(Ee)ne(pe)

pµe
Ee

We assume also that the distribution of energy in the medium is isotropic. That implies:

∫
d3pef(Ee)p

j
e = 0 with j = 1, 2, 3.

In consequence, the only term contributing after the integration over d3pe is p0
e ≡ Ee. The

integration gives then:

H
(e)
CC = GFne√

2
ν̄e(x)γ0(1− γ5)νe(x)

where
∫
d3pef(Ee)ne(pe) = ne. The effective potential for νe induced by its charged current

interactions with the electron present in the matter is then given by:

VCC = 〈νe|
∫
d3xH

(e)
CC |νe〉 = GFne√

2
〈νe|

∫
d3x ν̄e(x)γ0(1− γ5)νe(x)|νe〉

Neglecting the neutrino masses, we have (1−γ5)νe(x) = 2νe(x), and since 〈νe|a†u†(x)Cu(x)|νe〉 =
u†(x)u(x) when expanding the neutrino field as a plane-wave, we obtain:

VCC = GFne
√

2
V

∫
d3x u†(x)u(x) = GFne

√
2

In the case of the anti-neutrino, by taking the normal ordering which allows the anti-commutation
between b and b† (i.e bb† = −b†b), we find:

〈ν̄e|bv†(x)b†v(x)|ν̄e〉 = −v†(x)v(x)

where b and b† are the destruction and creation operator of an antiparticle which is here the
anti-neutrino.

VCC = GF ine√
2
〈ν̄e|

∫
d3x ν̄e(x)γ0(1− γ5)νe(x)|ν̄e〉 = GFne

√
2

V 〈ν̄e|
∫
d3x bv†(x)b†v(x)|ν̄e〉

= −GFne
√

2

The explicit development is made in [191].
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