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Abstract

The simulation of the passage of particles through the detectors of the Large Hadron Collider (LHC) is a core component of any physics analysis. However, a detailed and accurate simulation of the detector response using the Geant4 toolkit is a time and CPU consuming process. This is especially intensified with the large number of simulated events, typical physics analysis need.

This thesis documents Machine Learning (ML) based alternatives for a faster simulation of the showering of particles in the ATLAS calorimeter. An ML approach that extends current parametrized simulation is also proposed. The work presented in this thesis follows three main stages: data preprocessing, ML model design, validation and integration into the ATLAS simulation framework. For data preprocessing, the calorimeter cell information is used to derive a suitable data structure. A finer granularity of voxels is then used to better capture the structure of the shower and extend the range of energy and the calorimeter regions. In the preprocessing stage, an innovative ML technique is introduced to automatically learn the optimal structure of the data. The resulting structure is general enough to be compatible with any particle energy and detector region.

Once the data is preprocessed and an adapted structure is defined, a Variational AutoEncoder (VAE) termed FastCaloVSim learns to reproduce the showering of particles in the ATLAS calorimeter. A new, physics inspired, loss function is proposed to accurately map the shower energy, the total energy deposited per calorimeter layer and the total energy deposited in all the layers. Furthermore, the VAE is designed as a conditional model, i.e. the learning is conditioned on the pseudorapidity region of the calorimeter as well as the energy of the particle. The model performance is evaluated both as a standalone algorithm and as part of the ATLAS simulation framework. The last stage of this work describes the integration of FastCaloVSim into Athena, the ATLAS simulation framework, allowing further validation of the overall simulation pipeline.
Résumé

La simulation du passage des particules dans les détecteurs du Grand collisionneur de hadrons (LHC) est un élément crucial de toute analyse dans la physique des hautes énergies. Cependant, une simulation détaillée et précise de la réponse du détecteur à l'aide de l'outil Geant4 est un processus lent et consommant de mémoire (CPU).

Cette thèse documente des alternatives basées sur l'apprentissage automatique (Machine Learning : ML) pour une simulation plus rapide des gerbes créés par des particules primaires dans le calorimètre de l'expérience ATLAS. Une extension de la simulation paramétrée, actuellement utilisée dans ATLAS, basée sur le ML et est également proposée. Le travail présenté dans cette thèse suit trois étapes principales : le prétraitement des données, la conception et la validation du modèle ML et l'intégration dans l'outil de simulation de l'expérience ATLAS. Pour le prétraitement des données, les informations des cellules du calorimètre sont utilisées pour définir une représentation des gerbes. Une granularité plus fine est alors utilisée pour mieux capturer la structure des gerbes ainsi que pour étendre le spectre d'énergie et de direction des particules primaires. À cette étape de prétraitement, une technique ML innovante est introduite pour apprendre automatiquement la structure optimale de ces données. Cette structure est suffisamment générale pour être compatible avec toute énergie ou direction de la particule primaire.

Une fois les données traitées et une structure adaptée est définie, un modèle appelé FastCaloVSim (basé sur le Variational AutoEncoder) est défini pour apprendre à reproduire les gerbes de particules dans le calorimètre d'ATLAS. Une nouvelle fonction d'apprentissage inspirée de la physique est proposée pour un apprentissage plus précis. De plus, ce modèle est conçu sur un principe conditionnel, c'est-à-dire que l'apprentissage est conditionné sur l'énergie ainsi que la direction de la particule primaire. Les performances du modèle sont évaluées sur deux étapes : la première est basée sur la comparaison des données d'apprentissage aux données générées par le modèle, tandis que la seconde utilise cette comparaison en intégrant le modèle dans l'outil de simulation d'ATLAS.
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Introduction

In Large Hadron Collider experiments, such as ATLAS, the calorimeter is a key detector technology to measure the energy of particles, leading to their identification. The particles emerging during collisions interact electromagnetically and hadronically with the material of the calorimeter, creating cascades of secondary particles or showers. Describing the showering process relies on simulation methods that precisely describe all the particle interactions with matter. Constrained by the need for precision, the full particle simulation is inherently slow and constitutes a bottleneck for analysis. Furthermore, the High Luminosity upgrade of the LHC in 2025 will result in more complex events that heavily rely on the simulation.

Simulation techniques combine randomness with computational algorithms in order to approximate a function as complex as the one describing the showering of a particle. Specifically, Monte Carlo (MC) methods are a collection of computational algorithms used to estimate probability distributions of an uncertain event. These methods were firstly used in the late 1940s when scientists were facing intractable problems such as models of neutron diffusion where analytical solutions were not available.

MC methods are applied to a large range of problems in different domains. In mathematics, for example, they are used to evaluate multidimensional definite integrals. In business, they are largely used in the calculation of risks. In physics, and more precisely in experimental particle physics, MC methods are used for designing detectors, simulating their response to particle interactions and comparing experimental data to theory.

The main focus in this thesis is the design of a fast simulation model based on Machine Learning (ML) techniques that can learn to generate showers in the ATLAS calorimeter. This model is termed FastCaloVSim and is completely independent of existing physics based simulation techniques. State-of-the-art fast simulation techniques in the ATLAS experiment (referred to as FastCaloSim or FCS) rely on parameter estimation that does not necessarily model all subsequent calorimeter interactions. These interactions are however crucial in the faithful reconstruction of physics objects. Because of the nature of deep neural networks, correlations between objects (such as correlation between pixels) can be well modeled and fully incorporated in the generation process. In this thesis, the correlation modeling capacity of generative models is combined with FCS techniques, resulting in a novel model termed CoVAE.

A graphical summary is presented in Figure 1 with the two major components of the thesis. Different data representations are studied and implemented in the thesis, with cells and voxels derived using a physics based approach and the centroids are derived using an ML based approach.

![Figure 1: Overview of the two major components of the thesis: FastCaloVSim and CoVAE.](image-url)

Chapter 1 introduces the Standard Model of particle physics. The ATLAS detector layout is described in Chapter 2 and Chapters 3 and 4 are dedicated to the calorimeter part and physics objects. The ATLAS detector simulation in Chapter 5 introduces the detailed simulation and the fast approach FCS. Chapter 6 gives an overview of ML models and concepts cited in this thesis. All the details of implementations, strategies, tests, discussions, and comparisons are detailed in Chapters 7, 8, 9, 10, and 11. Chapter 12 shows how an ML model can be applied on top of the classical parametrization to learn the correlated fluctuations.
1 The Standard Model of Particle Physics and Beyond

According to Aristotle, the quest for the understanding of the universe and its fundamental components is driven by curiosity; “human beings, by nature, desire to know”. The central question in particle physics “what is matter?” is perhaps the oldest and still ongoing research journey. The concept of fundamental particles started about 2,000 years ago with first speculations of Greek philosophers that particles are hard and indivisible. Recent decades have led to significant progress in the understanding of these fundamental structures and culminated with the formulation of the Standard Model (SM) of particle physics. The SM is a theory based on mathematical descriptions of matter components and the interactions governing them at the smallest scales. It unifies and explains elementary particles and their interactions.

1.1 The Standard Model of Particle Physics

The SM was initially formulated in the 1970s to combine knowledge about particles and forces, resulting in a quantum theory of matter [1]. The discovery of the Higgs boson in 2012 added the missing piece in the SM theory. As a result, the SM is considered as the most complete description of elementary particles and their interactions down to the $10^{-16}$ cm scale [2].

Figure 2: Schematic representation of the particle content of the Standard Model and the interactions among them. Values of charge, mass, color charge and spin of the different particles are reported in this representation [5].

1.2 Elementary and Composite Particles

Elementary particles, or fundamental particles, constitute the set of subatomic particles with no substructure [4]. The classification of elementary particles is shown in Figure 2. The first level classification divides them into fermions and bosons. Fermions, the building blocks of matter, are particles with half-integer spin: a quantum quantity to parameterize a particle’s intrinsic angular momentum. Fermions are divided into two families: leptons and quarks. Leptons are particles that can exist independently. They have electroweak charge, i.e., +1 or -1 but no color charge. The term color is a quantum property which describes the relative charges of particles...
as red, green and blue and anti-particles are given the quantum property of the anti-color. This property allows us to define a unique color and unique quantum state when particles are combined together. In the lepton family there are unit electric charge particles such as electrons $e$, muons $\mu$ and taus $\tau$ and zero charge particles representing the corresponding neutrinos; electron neutrino $\nu_e$, muon neutrino $\nu_\mu$ and tau neutrino $\nu_\tau$. **Quarks** are particles that cannot exist freely due to the fact that the energy required to free one quark is large enough to create new particles and therefore will cause the quark to be re-confined into a colorless state. The idea of confinement states that the force and energy to free a quark increases exponentially with the distance to other quarks. Therefore, separating quarks would require infinite energy. For this reason, quarks can not be separated, and they bind together into doublets and triplets. The SM defines six types of quarks up $u$, charm $c$, top $t$ down $d$, strange $s$ and bottom $b$. Quarks doublets are called mesons and triplets are called baryons. Protons, $p$, are baryons composed of two up quarks and one down quark. Hadrons is the name given to refer to bound quark states. Fermions are arranged into three generations of increasing mass and from ordinary to exotic, as shown in Figure 2. Each of the generations consists of two leptons and two quarks. Antiparticles with identical properties and opposite charges exist for each particle in each generation. **Bosons** are particles with integer spin. Gluons $g$, photons $\gamma$, $W$ and $Z$ and Higgs $H$ are all bosons which mediate interactions between elementary particles. Gluons are particles that carry the strong nuclear force, $\gamma$ carries the electromagnetic force, $W$ and $Z$ are the carrier of the weak nuclear force. The spin-0 Higgs boson in the SM carries mass to elementary particles via the Higgs mechanism. The last component shown in Figure 2 is the graviton, which is not part of the SM. It is the proposed name for the mediator of the gravitational force if a quantum description of gravity is known and thus a force carrying particle is included.

### 1.3 Forces and Interactions

The SM defines not only elementary particles but also their interactions. All physical phenomena can be described in terms of the three fundamental interactions [3]. The strong interaction provides the binding force between particles. The electromagnetic interaction, interrelated with electric and magnetic fields, determines atomic structures, chemical reactions and all electromagnetic phenomena. The weak interaction on the other hand, is the mechanism responsible for radioactive decays. Each interaction is defined by its strength or coupling constant, and its specific conservation laws. The coupling constant is part of the matrix element for the physics process, where its square defines the decay probability or cross section. In the electromagnetic interaction for example, the coupling constant is $\frac{e^2}{\hbar c} \approx \frac{1}{137}$, where $e$ is the elementary charge, $c$ the speed of light, $\hbar$ represents the quantum of angular momentum known as the reduced Planck constant which is defined as $\frac{\hbar}{2\pi}$ with $\hbar$ being the Planck constant. The cross section for Compton scattering of a photon by an electron, as an example is then of order of $(\hbar/mc)^2(e^2/hc)^2$, where the $\hbar/mc$ represents the wavelength of the electromagnetic wave when the energy of the photon is equivalent to the rest energy of the electron. This quantum mechanical property is the Compton wavelength. Based on observations of cross sections, the strong coupling is larger that the electromagnetic one. If, for example, the incident energy equals 1 GeV, the pion-nucleon cross section in total is about $10^{-26}$ cm$^2$ larger than $10^{-25}$ cm$^2$ for the electromagnetic production of pion-photon.

All matter particles take part in the weak interaction. Unlike the strong interaction, which only applies to quarks. Quarks and charged leptons on the other hand interact electromagnetically. Each force is moderated by force-carrying particle exchange. The weak force, for example, is carried by $W^\pm$ and $Z$ bosons. Electromagnetic and strong forces are carried by photons and gluons respectively.

In the language of group theory, the SM is a composition of quantum chromodynamics (QCD) theory and the electroweak (EW) theory. The SM obeys a symmetry as defined in Equation (1) with the strong $SU(3)$ interaction arising from the QCD theory and $SU(2)$ and $U(1)$ electroweak interactions arising from the EW theory.

$$G_{SM} = SU(3) \times SU(2) \times U(1)$$  (1)

QCD [9] describes the interaction among the quark fields and interposed by gluons in addition to the dynamics of the gluon fields. Quarks are 1/2 spin particles as reported in Figure 2 and they obey Fermi-Dirac statistics. To meet the anti-symmetric property of the total wave function, a new quantum number has to be introduced. It manifested as the color in the $SU(3)$ symmetry. $SU(3)$ is described by the triplet red, blue, and green color-charge states and quarks can figure in one of the three states.

Quantum electrodynamics (QED) is the theory of mutually interacting electrically charged particles and the quantized electromagnetic field and their interaction with an external electromagnetic field and external currents [6]. The EW theory combines the QED theory and the weak theory. It is based on $SU(2) \times U(1)$ gauge symmetry. The $SU(2)$ symmetry describes the weak interactions and it is known as weak isospin. On the other hand, the $U(1)$ symmetry is related to the weak hypercharge associated itself to the electric charge $Q$ and the weak isospin. The purpose of the EW theory is to describe a unified fundamental force. A relatively old assumption
concerns the conservation of parity in all interactions, which means that an interaction can be replaced with its mirror image. This parity was experimentally contradicted for weak interactions. The latter interactions started with the discovery of radioactivity. β decays of nuclei is known to be caused by the weak interaction. Fermi’s theory makes it possible to accurately describe β decay. Similarly to the electromagnetic interaction, Fermi schematically represented the weak interaction of the β decay of the neutron. Figure 3 illustrates Fermi’s analogy to an electromagnetic interaction. The decay’s product is an electron, anti-neutrino (e, ν) pair. In this decay, the neutron converts itself into a proton p as well.

### The Higgs Mechanism

Experimental results have shown an attributed mass to all particles, excluding photons and gluons. Adding a mass term into the Lagrangian formulation of the SM would lead to a loss of the invariance of the theory. Therefore, this was overcome with the EW symmetry breaking mechanism, referred to as Higgs mechanism [7]. The idea behind it stands on defining a Higgs field which quarks, leptons W and Z bosons interact with and as a result acquire mass. Photons and gluons do not interact with the Higgs field and therefore are massless particles. This symmetry breaking requires adding an isospin doublet of complex scalar fields Φ in order to preserve the symmetry of SU(2) × U(1). Φ a 2D representation, is defined as

$$\Phi = (\Phi^+ \Phi^0) = \frac{1}{\sqrt{2}} (\Phi^+ \Phi^0),$$

where Φ are scalar real fields.

Studying and searching at the scale of EW symmetry breaking is one of the core goals of experimental physics. ATLAS and CMS collaborations of the LHC announced in 2012 [14, 15] the discovery of a new boson with properties agreeing with the H boson predicted by the SM. Figure 4 shows, for both experiments, the distribution of the four-lepton invariant mass \(m_4l\) for the selected candidates compared to the background expectation. The range of mass is between 80 and 250 GeV. Data is combined from a total center-of-mass energy of the colliding particle \(\sqrt{s} = 7\) TeV and \(\sqrt{s} = 8\) TeV data. The expected signal for an SM Higgs with \(H = 125\) GeV is also shown.

### 1.4 Limitation of the Standard Model and Beyond

The SM is one of the most powerful and successful scientific theories. It accurately modeled our understanding of particles and their interactions. Figure 5 shows the SM production cross-section over a wide range of experimental measurements probing all three of the fundamental forces applicable to particles at current energy scales. Despite the success of the SM over the years, certain phenomena cannot be interpreted within the current theoretical formulation. One of these phenomena is the asymmetry of matter and antimatter. At the Big Bang, equal quantities of matter and antimatter were produced. However, now there is an imbalance in the universe. The SM does not explain this observed asymmetry. The combination of charge conjugation symmetry and parity symmetry is known as the CP-symmetry. The C-symmetry states that the physics laws should remain the same if a particle is interchanged with its antiparticle. On the other hand, the P-symmetry is the reflection effect through the origin of the space coordinates where spatial coordinates of the antiparticle are inverted. Decays of neutral kaons, for example, violate this CP-symmetry. Introducing the CP violation in the SM was an attempt to explain the asymmetry of matter and antimatter phenomena, but experimental measurements confirm that it is too small to be the only reason for this asymmetry. Another phenomena not explained by the SM is dark matter and dark energy. In fact, 95% of the entire mass-energy content of the observable universe is dark matter and dark energy. These two components are not part of the SM. The studies show about 1% of dark matter is caused by neutrinos [26].
Figure 4: Distributions of the invariant mass of selected events with two pairs of electrons or muons measured by the ATLAS [14] (a) and CMS [15] (b) experiments at the LHC. The inset plot shows the result of applying a tight selection on a kinematic discriminant constructed to separate signal and background.

Figure 5: Summary of SM production cross-section measurements at $\sqrt{s} = 7, 8, 13$ TeV, corrected for leptonic branching fractions, compared to the corresponding theoretical expectations. The luminosity used for each measurement is indicated close to the data point in the legend [16].
The SM is formulated as product of $SU(3) \times SU(2) \times U(1)$ with different gauge couplings. A particle’s chirality is determined if either it is transformed into a right or left-handed representation of the Poincaré group. The SM does not explain why only $U(1)$ is parity and chiral violating. In addition, the SM has no explanation for charge quantization. Furthermore, in the SM formulation, only three out of four interactions are described. Currently, no theory including the gravity as a component has evidence to support it. SM with general relativity describes accurately natural processes. However, there are events where gravity impacts are non-negligible. At the particle level, the SM does not explain certain phenomena, such as the existence of three fermion generations and the spread of their masses over orders of magnitude. For the Higgs boson, the size of the mass is at the core of theoretical and experimental studies and searches. In the SM, none of the symmetry principles is dedicated to preventing quantum corrections for the Higgs boson mass. These corrections lead to sensitivity of the mass to particles and forces at high energies, therefore creating an unnatural hierarchy. This hierarchy indicating the difference of the SM in both electroweak and Plank scales with $O(10^2)$ GeV and $10^{19}$ GeV respectively.

Beyond the Standard Model (BSM) groups theories and models that have been studied and developed to address the limitations of the SM. BSM theories include extensions of the SM such as the Minimal Supersymmetric Standard Model (MSSM) and new theories such as string theory. Supersymmetry (SUSY) extends the SM by predicting that each fermion or boson in the SM has a superpartner with a different spin of half a unit. For example, a superpartner of an electron is called a selectron and Higgsino for the Higgs boson.

The gauge problem, considered as a limitation for the SM, suggests a grand theory in which the SM gauge group $SU(3) \times SU(1) \times U(1)$ is incorporated in a simple group $G$ with leptons and quarks combined in the same multiplets. If the unification of these three interactions is possible, it would refer to a grand unification epoch in the early moments of the universe in which they were not distinct. Experimentally, at high energies, the weak and the electromagnetic interactions were unified under the EW interaction. The prediction of Grand Unified Theories (GUTs) models states that the electroweak and the strong interactions will unify into an electronuclear interaction. Unification of electronuclear interaction and gravity would result in more comprehensive theory of everything (with a high energy out of reach of the LHC) rather a GUT.
2 The ATLAS Experiment at the Large Hadron Collider

A scientific approach starts with theoretical hypotheses detailed in rigorous formulas that produce predictions. These predictions are then compared with experimental results. The previous chapter explored theory (and predictions) in particle physics. In this chapter, these theories are validated against experimental data to compare the degree of agreement. These experiments are conducted using a particle accelerator: A machine that uses electromagnetic fields to accelerate hadrons to very high energies, focusing them in narrow paths to form beams. Circular colliders accelerate opposite direction beams in a circular way before colliding them at specific locations along the ring. Characteristics of the beams, such as number of protons, collision energy and width of the beam, considerably impact the nature of the collisions. The number of relevant interactions, referred to as number of events, is an important feature in a collision. This is more apparent when rare events with small production cross section, \( \sigma_p \), are investigated. The luminosity quantifies a particle accelerator’s ability to produce the needed number of interactions. The relation between the luminosity \( L \), the cross section \( \sigma_p \) and the number of events per second \( dR/dt \) is given by \( dR = L \sigma_p \). For a given physics process, increasing the luminosity leads to increasing the number of events. Another important feature of a collision is known as the center of mass energy, \( E_{CM} \). It represents the available energy for that collision. The kinematics of a particle can be defined with its energy \( E \) and momentum \( \vec{p} \) forming \( p = (E, \vec{p}) \) with \( p^2 = E^2 - \vec{p}^2 = m^2 \), where \( m \) is the rest mass of the particle. Therefore, for two colliding particles, the total center of mass energy is defined as \( E_{CM} = \sqrt{s} = \sqrt{(p_1 + p_2)^2} \).

The Large Hadron Collider (LHC) is a particle accelerator which has been designed to produce the experimental data needed to advance our understanding of the universe. The LHC collides high energy proton beams, that is \( pp \) collisions at nearly the speed of light. This allows us to reproduce the conditions nano seconds after the Big Bang, where all particles and forces emerged. LHC collisions are captured by massive devices called “detectors”. Depending on the design and material of the detectors, different functionalities and physics targets are defined. Each detector serves a specific physics experiment run by a scientific collaboration. ATLAS, one of the two major LHC experiments, is a general purpose detector that investigates a wide range of physics.

This chapter describes the LHC, the architecture and various functions of the ATLAS detector and the Worldwide LHC Computing Grid (WLCG).

2.1 The Large Hadron Collider

The LHC is the most powerful particle accelerator ever built. It is located in the European particle physics laboratory, CERN, beneath the Swiss-French boarder near Geneva. It is a 27 km circular ring of superconducting magnets, 100 meters underground, with a total weight of 38,000 tonnes. It accelerates hadrons, such as protons or heavy ions, from two opposite direction beams and brings them to collide at four points along the ring as illustrated in Figure 6. The circular ring of the LHC uses accelerating components to increase the energy of particles. The process of acceleration occurs via Radio Frequency (RF) cavities with a field gradient of 16 MV/m. There are eight cavities, each supplying 2 MV. With this technique, a beam cannot be continuous, but is rather grouped into bunches of protons. The number of bunches in the LHC ring is 2808 with each bunch containing 1.15 \times 10^{11} particles. The bunches frequency is 40 MHz which translates to a collision every 25 ns. About two thousand superconducting dipole magnets provide an 8.4 T magnetic field to steer and focus the beams. These magnets are cooled with superfluid helium to a temperature of 1.9 K in order to maintain their state of super conduction. In order to measure interesting physics events, the LHC needs to operate at very high luminosity. As mentioned above, the luminosity describes the number of interactions per unit area and time. It can also be formulated as

\[
\mathcal{L} = \int \frac{N_e n_1 n_2}{A},
\]

where \( N_e \) is the number of bunches per beam, \( n_1 \) and \( n_2 \) represent the number of particles per bunch, \( A \) is the overlapping area of the colliding bunches and \( f \) is the resolution frequency. The integrated luminosity, \( L = \int \mathcal{L} dt = \frac{N}{\sigma_p} \), relates \( N \), the expected number of collisions for a physics process to the cross section \( \sigma_p \).

In the life cycle of an LHC collision, electrons are first stripped off Hydrogen atoms and the remaining protons (or ions) are gradually accelerated until reaching the LHC ring. Protons are first accelerated by a linear accelerator, which increases their energy to 50 MeV. They are then circulated in the Proton Synchrotron (PS), a 25 m circular accelerator, until their energy reaches 25 GeV. In the third stage, the protons are accelerated in the Super Proton Synchrotron (SPS) with a radius 7 km to an energy of 450 GeV. Protons are then injected into the LHC are accelerated to reach 13 TeV during the LHC Run2. The beams of protons travel at a speed of
Figure 6: The LHC accelerator complex at CERN, including the various pre-accelerators. Shown are the linear accelerator (LINAC 2), the Proton Synchrotron Booster, the Proton Synchrotron (PS), Super Proton Synchrotron (SPS), and the Large Hadron Collider (LHC). The four main experiments on the LHC ring are also shown, although their relative positions on the ring are not to scale [32].

0.999999991 times the speed of light. The protons are brought to collision in four different locations, shown in yellow markers in Figure 6. These points represent the four main LHC experiments. ATLAS (A Toroidal LHC ApparatuS) [102] and CMS (the Compact Muon Solenoid) [34] are general-purpose detectors that investigate a wide range of physics. LHCb (Large Hadron Collider beauty) [35] is dedicated to study CP violation and rare decays of $b$-hadrons. ALICE (A Large Ion Collider Experiment) [36] is dedicated to study quark-gluon plasma created in heavy ion collisions. The LHC has also three smaller experiments: TOTEM [37], LHCf [38] and MoEDAL [39]. TOTEM and LHCf search for forward particles, and they are close to ATLAS and CMS. MoEDAL, installed near LHCb, searches for magnetic monopoles and related exotic particles.

When the two bunches collide, the number of proton collisions that happen simultaneously is called in-time pile-up. These collisions produce hundreds of particles dispersing away from the interaction point.

The first LHC collisions started in 2009 with $\sqrt{s} = 900$ GeV. This was increased to 7 TeV in the following two years. In 2012, the energy was ramped up to $\sqrt{s} = 8$ TeV. This phase is identified as Run1. The second run of the LHC (Run2), ran from 2015 until 2018 with $\sqrt{s} = 13$ TeV and protons colliding with a bunch spacing of 25 ns (in Run1 it was 50 ns). Figure 7 shows the cumulative luminosity versus time delivered to ATLAS during stable beams for high-energy $pp$ processes, shown for the various years through Run1 and Run2 data-taking. Larger luminosity is provided with a larger number of bunches using different strategies of bunch schemes. Figure 8 on the other hand, summarizes the schedule for LHC operations from 2019 to 2036 where there is a cycle of periods of data taking and long shutdowns which allow maintenance and upgrade operations.

2.2 The ATLAS Detector

When the proton beams collide, ATLAS records the collision result in a range of $4\pi$ steradians as the interaction happens in the various detector components. Figure 9 shows a cut-away view of the ATLAS detector. Its cylindrical and symmetric shape around the beam line has a length of 44 m and a diameter of 25 m. Its total weight is 7000 tonnes. The collision point is located in the center of the detector. Therefore, the result of
Figure 7: Cumulative luminosity versus day delivered to ATLAS during stable beams and for high energy $pp$ collisions [43].

Figure 8: Schedule for LHC operations from 2019 to 2036.
the collision will travel from the inside to the outside of the detector. This passage involves an interaction with the different sub-detectors, each with a particular measurement task. The innermost sub-detector is used to reconstruct trajectories of charged particles produced in collisions (Section 2.3). Particles then enter the calorimeter, where their energies are measured (detailed in Chapter 3). The muon spectrometer (Section 2.4) was designed to improve the identification of muon particles and precisely estimate their momentum.

As shown in Figure 9, the inner detector consists of the Pixel detector, the SCT tracker and the TRT tracker. A
The solenoid magnet generates an almost uniform magnetic field with a strength of 2 T throughout all inner detector components. The calorimeter system consists of the liquid argon (LAr) and the scintillator-tile calorimeter systems. The muon system, together with the superconducting toroid magnets, forms the outermost part of the ATLAS detector. Figure 9 also shows the magnet system of the ATLAS detector. This system provides an almost orthogonal field to a particle's trajectory. It consists of four large superconducting magnets, one central solenoid and three air-filled toroids. This hybridization allows an extension of the pseudo-rapidity coverage ($|\eta| < 3$). The toroidal part creates a magnetic field to bend muon particles in the muon spectrometer. It is composed of a central toroid and two end-cap toroids. Each toroid is an eight rectangular coils oriented in a radial direction from the beam axis.

Figure 9(b) illustrates the global coordinate system used in the ATLAS experiment. The interaction point, at the center of the detector, constitutes the origin of the ATLAS coordinate system. For the right-handed Cartesian coordinate system ($x, y, z$), positive $x$-axis, $y$-axis and $z$-axis point to the LHC ring center, the surface and the LHC beam direction respectively. Alternatively, cylindrical coordinates ($r, \phi, z$) can also be used. The azimuthal angle $\phi \in [-\pi, \pi]$ describes particle trajectories from the interaction point in the $x$-$y$ plane. $r$ and $\phi$ are defined as

$$r = \sqrt{x^2 + y^2}; \quad \phi = \frac{1}{\tan \theta}.$$  

Energy and transverse momentum properties allows us to characterize the rapidity of a particle. Generally, experiments can only measure the angle of the detected particle with respect to the beam axis. Thus, the pseudorapidity $\eta$ of a particle can be defined as the rapidity of an equivalent, but massless particle. $\eta$ is defined in Equation 2 as a function of the polar coordinate $\theta \in [0, \pi]$, which is measured in the $r$-$z$-plane, representing the angle between the particle momentum and the beam axis.

$$\eta = -\ln \left[\tan \left(\frac{\theta}{2}\right)\right].$$  

The momentum for colliding particles is unknown along the $z$-axis and therefore the momentum and energy are defined as the boost-invariant transverse component. Equation 3 describes them as a projection on the $x$-$y$ plane.

$$p_T = \sqrt{p_x^2 + p_y^2}; \quad E_T = E \sin \theta.$$  

Angular distances in $\eta$ – $\phi$ space are generally measured in units of $\Delta R$, where

$$\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}.$$  

### 2.3 The Inner Detector

Particles generated from the LHC collisions start their detection journey in the Inner Detector (ID). The ID is the innermost component of ATLAS, and therefore the closet to the collision point. The ID measures hits (charge deposition in a silicon sensor) where a particle passes. These hits serve to reconstruct the particles tracks, their momentum as well as the primary and secondary vertices corresponding to the interaction vertex and decay vertex respectively. The tracking reconstruction of charged particles takes place within the pseudorapidity range $|\eta| < 2.5$. The ID is embedded in a superconducting solenoidal magnet, creating a magnetic field of 2 T. This magnetic field bends the trajectory of charged particles in order to compute their momentum. The ID is composed of three sub-detectors each with a different material technology as shown in Figure 10: the Silicon Pixel Detector, the Semi Conductor Tracker and the Transistion Radiation Tracker.

#### The Silicon Pixel Detector

The Silicon Pixel Detector is the innermost cylinder of four layers around the beam axis. It provides precise measurements of the hits left by charged particles. The pixel detector is made of silicon sensors that provide a high granularity and a good position resolution. Each layer of the pixel sub-detector is composed of 250 $\mu$m thick silicon modules. In each module, pixels provide information about the position and value of the free charge induced by particles traversing them. Figure 10(b) shows the Insertable B-Layer (IBL) that was introduced during the Long Shutdown 1 to increase the precision of measurements of the tracker and to cope with the increased luminosity. The beam pipe was replaced with a smaller radius pipe to allow the insertion of the IBL layer.

#### The Semiconductor Tracker (SCT)

The Semiconductor Tracker (SCT) differs from the pixel detector in having binary readouts and strips of sensitive silicon material. In total, there are four SCT layers. Each layer has two silicon strip layers in which
readout signals are created from the passage of a charged particle. This provides an accurate measurement of track position of the particle at the crossing point of the two strips. The SCT contributes to the momentum, the resolution of the impact parameter and to the vertex position. Both the SCT and the pixel detectors are impacted by the high radiation due to their closeness to the beam axis, leading to performance degradation.

The Transition Radiation Tracker (TRT) contains about 351,000 straw drift tubes of 4 mm diameter filled with a gas mixture and an anode wire along the center. Particles traversing the TRT ionize the gas and the free charge drifts to the anode wire, allowing measurement of the signal and derivation of the passage radius of the particle. These measurements also contribute to computing particle momenta and in reconstructing the tracks at this detector. In the TRT, the number of activated sensors is larger than the pixel and SCT detectors, due to the fact that the TRT straws are larger.

2.4 The Muon Spectrometer

Muons are particles that lose only a small fraction of their energy when traversing the calorimeter. Their properties are therefore measured in the Muon Spectrometer (MS). The MS contains eight superconducting coils generating a toroid-shaped magnetic field to measure the charge over momentum ratio of a particle. The MS is a precise particle tracking system which combines this measurement with the one reconstructed in the ID. It also performs track reconstruction as a stand-alone detector, a key feature for event triggering. Figure 11 shows the ATLAS MS with its four subsystems.

Monitored Drift Tubes (MDT) of 29.97 mm diameter and a length between 1 and 6 m are filled with gas. MDT measure muons tracking information in the region $|\eta| < 2$ of the MS. MDT covers the largest area of the spectrometer.

Cathode Strip Chambers (CSC) are radially oriented multi-wire detectors allowing tracking measurements in the MS region $2 < |\eta| < 2.7$. Resistive Plate Chambers (RPC) covering the $|\eta| < 1.05$ region of the MS, provide a fast output signal when a particle is traversing the MS. RPC are composed of two parallel plates with a 2 mm gap filled with gas mixture. The plates readouts use metallic strip technology. For reconstructing particles tracks, RPC measure orthogonal properties to the MDT. Note that, RPC are part of the trigger system.

Thin Gap Chambers (TGC) are also part of the trigger system. TGC cover 1.05 < $|\eta| < 2.7$ of the MS. They provide measurements to reconstruct the trajectory of muon particles with good time resolution and high rate capability.

2.5 The Trigger System

Every 25 ns one LHC $pp$ collision happens inside the ATLAS detector, resulting in approximately 40 million $pp$ events produced per second. Each event is a few megabytes in size and therefore the total amount of generated data exceeds the storage capacity. The Trigger and Data Acquisition (TDAQ) system allows us to select, in real time, the relevant events from the collisions. The relevance refers to having interesting physics objects for analysis investigation, such as high missing transverse energy in the calorimeter system. The ATLAS trigger system contains two different levels to reduce the event rate from 40 MHz to 1 kHz during LHC Run2. The Level-1 trigger (L1) is a hardware component. A subset of detector information used for L1 comes from the calorimeters (coarse granularity) and the MS. This information is used to accept or reject the event within
a latency of 2.5 µs. If the L1 accepts an event, the corresponding information from the detectors is stored in buffers. Information from the ID is not used due to the long readout time caused by the large number of channels. **High Level Trigger (HLT)** is the software component in which regions of interest are investigated and events are generally fully reconstructed using offline algorithms. The average processing time per event in the HLT is 0.2 s.

2.6 Towards High Luminosity LHC Upgrade

After the Higgs Boson discovery in 2012, the LHC research program focuses on widening our knowledge of particle physics with a list of upgrades such as moving from 8 to 13 TeV center of mass energy and an increase from 1380 to 2808 in the number of bunches per beam. Simultaneously, experiments like ATLAS also upgraded specific detector components, such as the ID in which the IBL layer was inserted. The High-Luminosity Large Hadron Collider (HL-LHC) upgrade aims to boost the LHC’s discoveries potential starting from 2027. This upgrade concerns an increase in the luminosity by a factor of 10 beyond the designed LHC value. The HL-LHC will allow experiments to collect more data to study known physics processes in more detail, and also to observe rare events and new physics. Figure 12 shows the LHC upgrade program from 2011 to 2037 with the increase of the centre-of-mass energy and integrated luminosity. Currently, the ATLAS detector is undergoing the phase I experimental upgrade.

**ATLAS Phase-I Upgrade** targeted the trigger system in the MS and calorimeters. The New Small Wheels are one of the most vital components currently being installed in the ATLAS detector for more selective cuts of muon particles. They provide the required technology to cope with the HL-LHC in terms of high pile-up and high background rates.

**ATLAS Phase II upgrade**, constitutes the final addition towards the HL-LHC, during which tracking and trigger systems will undergo important modifications. The readout electronics will be replaced with a new Level0-Level1 (L0-L1) trigger with 200 kHz acceptance rate for L0 and an improved accuracy for L1. The tracker will also be replaced with a full silicon based architecture of pixel layers. The bandwidth of the tracker will be increased to provide timing information to the L1 trigger.

2.7 The Worldwide LHC Computing Grid

Measuring particles and interaction properties from known and new processes is based on physics analysis. Experiments run their analyses workflows on a computing infrastructure located around the world. This infrastructure is known as the Worldwide LHC Computing Grid (WLCG). It provides computing resources for storage, simulation, and analysis of data generated by the LHC. WLCG is built in a hierarchical structure of three levels. The levels vary according to the type of tasks to perform. **Tier-0** represents the core of the WLCG. A collision event in an LHC experiment Data Acquisition System will be sent to Tier 0. At this stage, a first
processing of the raw data is applied using experiment specific reconstruction algorithms. The reconstructed data is then distributed to the next level in the hierarchy. The CERN computing center is a Tier-0 site which stores over 200 petabytes of data on tape where on average 1 petabyte is processed every day [50]. **Tier-1** sites are generally large national computer centers. They perform tasks of reprocessing and centralized analysis. They represent the main provider of datasets from reconstructed detector data to simulation. The output of derivation tasks from these sites is copied over to the next level computing centers. **Tier-2** sites are dedicated to simulation jobs and physics analyses. Various Tier-2 facilities are hosted by institutes collaborating in different LHC experiments. These facilities are used by the institutes locally for data processing and storage operations.
3 ATLAS Calorimetry

Calorimetry, in nuclear and particle physics, is a detection method that measures properties of charged and neutral particles. The measurement takes place via energy absorption by the material of the detector. As a result, the accurate modeling of the interaction between a particle and the detector material is a fundamental part of a simulation tool. This chapter details the calorimetry principles and the structure of the ATLAS calorimeter detector.

3.1 Calorimetry Principles

A calorimeter is a key component in experimental physics detectors to provide energy measurements and identification of photons, electrons, jets and inference of missing transverse energy ($E_{\text{miss}}^{T}$). These measurements are possible due to a showering processes as illustrated in Figure 13: when an incoming particle $p(t, e)$ of type ($t$) and energy ($e$) hits the calorimeter surface, it creates a cascade of secondary particles called a shower. Particles produced in this shower deposit energy and produce further particles until the energy is completely absorbed in the calorimeter.

In the absorption process, the energy is transferred as a mixture of heat, ionization, excitation of atoms, Čerenkov light and nuclear interactions. As a result, the choice of the material composing the calorimeter depends on the targeted effect. Two types of calorimeters exist: homogeneous and sampling. The material of a homogeneous calorimeter is at the same time the absorbing material and the detector. On the other hand, a sampling calorimeter is composed of alternating layers of a passive absorber of dense material used to reduce the energy of the incoming particle, and active detectors for signal generation. The choice of the absorber and detector material can vary according to the application.

The energy resolution of a calorimeter is defined as the ratio between the Gaussian width of the energy response and the value of the input energy. Maximizing the energy resolution and minimizing the particle shower leakage (particles escaping the calorimeter), are the main figures of merit to assess the quality of a designed calorimeter.

The energy resolution is parametrized by the energy detector response ($E$), the noise ($N$) resulting from pile-up, readout electronics and the event-by-event fluctuations in the shower development ($S$). It is defined as,

$$\frac{\sigma(E)}{E} = \frac{\sigma(S)}{\sqrt{E}} \oplus \frac{N}{E} \oplus C,$$

Figure 13: Example of a particle shower in a detector volume: an incoming particle of type $t$, energy $e$ and a perpendicular direction to the calorimeter surface, creates a cascade of secondary particles in the detector volume.

In the absorption process, the energy is transferred as a mixture of heat, ionization, excitation of atoms, Čerenkov light and nuclear interactions. As a result, the choice of the material composing the calorimeter depends on the targeted effect. Two types of calorimeters exist: homogeneous and sampling. The material of a homogeneous calorimeter is at the same time the absorbing material and the detector. On the other hand, a sampling calorimeter is composed of alternating layers of a passive absorber of dense material used to reduce the energy of the incoming particle, and active detectors for signal generation. The choice of the absorber and detector material can vary according to the application.

The energy resolution of a calorimeter is defined as the ratio between the Gaussian width of the energy response and the value of the input energy. Maximizing the energy resolution and minimizing the particle shower leakage (particles escaping the calorimeter), are the main figures of merit to assess the quality of a designed calorimeter. The energy resolution is parametrized by the energy detector response ($E$), the noise ($N$) resulting from pile-up, readout electronics and the event-by-event fluctuations in the shower development ($S$). It is defined as,

$$\frac{\sigma(E)}{E} = \frac{\sigma(S)}{\sqrt{E}} \oplus \frac{N}{E} \oplus C,$$

The origin of the term calorimetry comes from thermodynamics and calore in Italian means heat: referring to the energy converted into heat during the absorption process.

\[\text{\footnotesize{1}}\]
where, $\Theta$ is a quadratic sum and $C$ is a constant term to represent the systematic effects from inactive material and mis-calibration of the detector.

Given a statistical process, a particle shower would generate on average $M$ secondary particles, where $M$ is proportional to the energy of the incoming particle. Therefore, the energy resolution is dominated by statistical fluctuations of $M$. On the other hand, the shape of a shower and its composition depend only on the type and the energy of the particle. In the case of a photon, an electron or a positron, the resulting shower is "electromagnetic". However, a hadron (pion or proton) being subject to strong nuclear interactions create a "hadronic" shower.

**Electromagnetic Showers**

Electromagnetic calorimeters (ECALs) measure the energy deposited by electromagnetic showers developed from light electroweak particles such as photons, electrons, and positrons. An example is illustrated in Figure 14 where an incoming electron or positron emits a photon through Bremsstrahlung, which in turn produces electron and positron pairs. The material components of ECALs allows us to derive the radiation length $X_0$, which represents the average distance travelled by an electron before its energy $E$ is reduced by a factor of $1/e$.

Frequently, at lower energies, material ionization or atomic/molecular excitations may happen, resulting in a scintillation signal upon de-excitation. The average energy loss per unit distance $\langle dE/dx \rangle$, known as ionization density, is well modeled by the Bethe formula \[52\]. Minimum ionizing particles (MIPs), are defined as unit charge particles with an energy equal to the position of the minimum in the $\langle dE/dx \rangle$ curve. Low energy photons dissipate energy through the photoelectric effect and Compton scattering. Coulomb and Rayleigh scattering also contribute to changing the trajectory of incoming particles. For particles traveling faster than the local speed of light, Čerenkov light is also emitted. The radiative process is the major cause of energy loss for high energy electrons and positrons with mass $m_e$. These interactions produce an exponentially developing shower of secondary particles with respect to the direction of the initial particle, with low energies. On the other hand, highly energetic particles, via a multiplication mechanism based on pair production and the Bremsstrahlung effect, produce more secondary particles and on average penetrate deeper in the calorimeter. Thus, as a function of the calorimeter depth, the initial energy deposited per unit length $\langle dE/dx \rangle$ increases with the multiplication process to reach the maximum $\langle dE/dx \rangle$ of the shower. At that point, most shower particles will have low “sufficient” energy and the loss of the energy would be related to non multiplying processes.

**Hadronic Showers**

Hadronic calorimeters (HCALs) are usually sampling calorimeters that measure the energy of charged and neutral hadrons, such as pions and protons. The shower development is similar to ECALs. The difference lies in the strong hadronic interactions that lead to more complex showers, i.e., a variety of development processes. Hadronic showers are expected to reach larger longitudinal and lateral displacements than electromagnetic ones. Figure 15 illustrates the different hadronic interactions. In the first cascade (intra-nuclear), the components of the nucleus get sufficient energy to interact with each other and produce hadrons (such as pions). The second cascade (inter-nuclear) shows the particles escaping the nucleus and hitting another nucleus. Due to ionization, the shower particles lose their energy and the end of a shower is reached when the energy is insufficient for interactions with the nuclei.

Similarly to electromagnetic showers, hadronic showers start with a multiplicative process leading to an increase in the number of secondary particles up to a maximum limit, upon which an absorption process starts. A number of particles within a hadronic shower are likely to decay electromagnetically. As an example, a high
energy hadron, such as a neutral meson, decays into photons and therefore initiates an electromagnetic shower within the hadronic shower. This process is shown in Figure 16. The electromagnetic fraction includes $\pi^0$, representing approximately a third of the particles produced during the first interaction in the cascade of Figure 16.

### 3.2 The ATLAS Calorimeter

The ATLAS calorimeter is composed of electromagnetic and hadronic calorimeters, with full $\phi$ symmetry and coverage around the beam axis up to $|\eta| < 5$ [63]. Figure 17 shows a representation of the ATLAS calorimeter where three main parts are identified: barrel, end-cap and forward. The barrel part forms the cylindrical shape of the detector: LAr electromagnetic barrel and Tile hadronic barrel. The electromagnetic end-cap calorimeter (EMEC) and the hadronic end-cap calorimeter (HEC) define the base of the cylinder. The forward region (FCAL) surrounds the closest region to the beam pipe.

The ATLAS calorimeter was designed to provide at least 25 electromagnetic radiation lengths up to $|\eta| < 3.2$ and
Figure 18: Cumulative amount of material in units of hadronic interaction length $\lambda$ vs the pseudorapidity $|\eta|$, in front of the ATLAS ECAL (first region preceding the EM calo), in the ECALs, HCALs and the total amount at the end of the active calorimeter. The total amount of material in front of the first active layer of the muon spectrometer (up to $|\eta| < 3.0$) is also shown in cyan [53].

Figure 19: Comparison of the relative energy resolutions: electromagnetic calorimeters (left) and hadronic calorimeters (right) at the LHC experiments [60].

at least 10 hadronic interaction lengths up to $|\eta| < 4.9$. Figure 18 illustrates the profile of the absorption length as function of the pseudorapidity for electromagnetic and hadronic calorimeters. Furthermore, the ATLAS calorimeter was designed to achieve an energy resolution (Equation 4) of 10% and 50% for $S$, 0.1% and 1% for $N$ using $C$ values of 0.7% and 3% for the electromagnetic and hadronic calorimeters respectively [58, 59]. The resolution curves of the ATLAS electromagnetic and hadronic calorimeter compared to other LHC experiments are reported in Figure 19.

3.2.1 The ATLAS Electromagnetic Calorimeter

The ATLAS ECAL [53] is segmented longitudinally, with a sampling structure of alternating active liquid argon (LAr) and passive material of steel and lead. It is divided into a barrel (LAr electromagnetic barrel EMB) and an endcap (LAr electromagnetic end-cap EMEC) regions. The former covers a range in pseudorapidity of $|\eta| < 1.475$, while for the later covers the range of 1.375 $< |\eta| < 3.2$. The ATLAS ECAL has an accordion geometry shape in the $\phi$ direction as shown in Figure 20. The design of the accordion shape provides a more precise electromagnetic measurement by optimizing the cable length and the dead region compared to the standard parallel-plate geometry [64] in addition to optimizing the time of signal readout and transfer.

The EMB region in the ATLAS ECAL is composed of two identical half-barrels with a gap of few millimeters [53] and an accordion shape in which the width of each accordion increases with the depth to maintain a constant angular distance $\Delta\phi$. Each half-barrel is equipped with readout boards containing cells pointing in the $\eta$ and $\phi$ directions.

In the ATLAS ECAL design, the first layer is referred to as a presampler layer. It is used to correct for the energy lost in front of the calorimeter. This loss is due to the material of the detector with the distribution of
Figure 20: Schematic representation of a cut-away view of the ATLAS electromagnetic barrel calorimeter at $\eta = 0$. The trigger towers, analog signal sums of super-cell cluster (grouping of detector cells) are shown, and three layers are represented with their cells granularities in $\Delta \eta \times \Delta \phi$. 
dead material, such as the solenoid magnet in the front of the ECAL. The barrel presampler and the endcap presampler have, respectively, 1 cm and 5 mm of liquid argon active layer with electrodes perpendicular and parallel to the beam axis. A critical region for the presampler remains the transition between the EMB and the EMEC. A scintillator layer is mainly used for jet energy measurement correction. Beyond $\eta > 1.8$, the amount of dead material is limited and the presampler layer is no longer necessary. The next three consecutive electromagnetic layers EMB1, EMB2, EMB3 for barrel region and EME1, EME2 and EME3 in the endcaps are aligned along the longitudinal direction. Each layer is designed with a different granularity in the $\eta$ and $\phi$ directions. The sampling layer 1 is finely granular, segmented into 4 mm wide strips to provide fine resolution in $\eta$. This fine resolution allows a sensitive shower shape measurement and is used, for example, for photon and electron ECAL shower identification. Moreover, it allows for $\pi^0$ rejection for $E_T \geq 50$ GeV. Sampling layer 2, is segmented into cells of square shape of 0.025 in $\Delta \eta \times \phi$ for $|\eta| < 2.5$ and 0.1×0.1 beyond $\eta$ of 2.5. The third layer is the last layer in the ECAL [53]. The different granularities of the ECAL layers are summarized in Table I.

The depth of the different ECAL layers was optimized based on the $\pi^0$ rejection criterion. The sampling layer 1 is 6 $X_0$ deep. The second layer has a depth of is 24 $X_0$ and the last layer depth varies between 2 and 12 $X_0$. Additionally, for $\eta < 0.6$, the depth of the second sampling layer is 22 $X_0$ and therefore 2 $X_0$ would be the depth of the next layer. Designing the calorimeter was based on a detailed simulation of its response, mainly using high energetic particles to define total radiation thickness up to the end of the calorimeter. For the barrel region, this value must be at least 24 $X_0$ and 26 $X_0$ in the end-caps [53].

### 3.2.2 The ATLAS Hadronic Calorimeter

The ATLAS HCAL [55][67] represents the outermost part of the ATLAS calorimeter. It is a sampling calorimeter with alternating design of active (plastic scintillating tiles) and passive (steel) materials. The former material allows the conversion of the ionization signal into photons, and the latter for enhancing the showering process. The thickness of the HCAL layers is a function of the nuclear interaction length $\lambda = 20.7$ cm. The HCAL is segmented into a tile (TileCAL), an endcap (HEC) and a forward (FCAL) regions. The TileCAL, the central segment of the ATLAS HCAL, is designed with three consecutive parts along the beam line: a tile/central barrel region (with $|\eta| < 1$ coverage) between two extended barrel regions ($0.8 < |\eta| < 1.7$). The TileCal represents a key component in the jet and missing-energy measurements, jet sub-structure, electron isolation, and triggering [62]. The tile barrel region is segmented into three layers, as shown in Figure 21. $A$, $BC$ and $D$ represent the cells in the layers. The granularity of the cells in $\Delta \eta \times \Delta \phi$ in the tile calorimeter is 0.1×0.1 for the two first layers of both regions (TileBar0, TileBar1, TileEx0, TileEx1 containing the cells A, BC) and 0.2×0.1 for the last layer (TileBar2, TileEx2 containing the D cells).

The HEC (1.5 < $|\eta|$ < 3.2) is composed of two independent wheels. The first wheel has two longitudinal segments of 8 and 16 layers in depth, while the second has one segment of 16 layers in depth. The granularity remains the same for both wheels, with 0.1×0.1 for a pseudorapidity up to $|\eta| = 2.5$ and 0.2×0.2 when the pseudorapidity is up to $|\eta| = 3.1$. Figure 22 shows the HEC calorimeter using projective lines of $\eta$ for illustration purposes.

The FCAL (3.1 < $|\eta|$ < 4.9), is a LAr calorimeter, relatively fine segmented with cooper as an absorber material in the first layer and tungsten for the two next layers. The FCAL, located at approximately 4.7 m from the interaction point, is designed to cover the very forward region of the ATLAS detector. This design is adapted to manage dense conditions such as radiation damage or high level noise coming from high rate of pile-up events. The FCAL contains an electromagnetic module (FCAL1) and two hadronic modules (FCAL2 and FCCAL3). The corresponding granularities in $\Delta x \times \Delta y$ in centimeters are summarized in Table 2.

Table 3 summarizes all the region of the ATLAS calorimeter with their $\eta$ coverage, the layer ID and the sampling module names.

| Coverage | 0 < $|\eta|$ < 1.4 | 1.4 < $|\eta|$ < 1.8 | 1.8 < $|\eta|$ < 2 | 2 < $|\eta|$ < 2.5 | 2.5 < $|\eta|$ < 3.2 |
|----------|------------------|------------------|-----------------|-----------------|-----------------|
| Presampler | 0.025×0.1 | 0.025×0.1 | 0.003×0.1 | 0.004×0.1 | 0.006×0.1 | 0.1×0.1 |
| Layer1 | 0.025×0.025 | 0.025×0.025 | 0.025×0.025 | 0.025×0.025 | 0.1×0.1 |
| Layer2 | 0.050×0.025 | 0.050×0.025 | 0.050×0.025 | 0.050×0.025 | 0.1×0.1 |

Table 1: Granularity in $\Delta \eta \times \Delta \phi$ of the ATLAS EMCal sampling layers [53].
Figure 21: Tile cells in depth and $\eta$ of the tile calorimeter in the central region (left) and extended region (right), showing tower structure. (E1, E2) represent the “gap” and (E3, E4) the “crack” scintillators [62].

Figure 22: Schematic representation of the ATLAS hadronic end-cap calorimeter: R-$\phi$ view (left) and R-z view (right) with dimensions in mm. The dashed lines indicate the semi-pointing layout of the readout electrodes [53].

<table>
<thead>
<tr>
<th>FCAL layer</th>
<th>Coverage</th>
<th>Granularity (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCAL1</td>
<td>3.15 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>3.1 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td>FCAL2</td>
<td>3.24 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>3.2 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td>FCAL3</td>
<td>3.52 &lt; $</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td>3.29 &lt; $</td>
<td>\eta</td>
</tr>
</tbody>
</table>

Table 2: Granularity in $\Delta x \times \Delta y$ of the ATLAS FCAL sampling layers [53].
<table>
<thead>
<tr>
<th>Region</th>
<th>$\eta$-coverage</th>
<th>Layer ID</th>
<th>Sampling module</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAr barrel</td>
<td>$0 &lt;</td>
<td>\eta</td>
<td>&lt; 1.5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>EMB1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>EMB2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>EMB3</td>
</tr>
<tr>
<td>LAr EM endcap</td>
<td>$1.5 &lt;</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>EME1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>EME2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>EME3</td>
</tr>
<tr>
<td>Hadronic endcap</td>
<td>$1.5 &lt;</td>
<td>\eta</td>
<td>&lt; 3.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>HEC1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>HEC2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>HEC3</td>
</tr>
<tr>
<td>Tile barrel</td>
<td>$0 &lt;</td>
<td>\eta</td>
<td>&lt; 1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>TileBar1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>TileBar2</td>
</tr>
<tr>
<td>Tile gap</td>
<td>$1 &lt;</td>
<td>\eta</td>
<td>&lt; 1.6$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>TileGap2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17</td>
<td>TileGap3</td>
</tr>
<tr>
<td>Tile extended barrel</td>
<td>$0.8 &lt;</td>
<td>\eta</td>
<td>&lt; 1.7$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>TileExt1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>TileExt2</td>
</tr>
<tr>
<td>Forward endcap</td>
<td>$3.1 &lt;</td>
<td>\eta</td>
<td>&lt; 4.9$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>FCal1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>FCal2</td>
</tr>
</tbody>
</table>

Table 3: ATLAS calorimeter regions, layers, $\eta$ coverage and sampling module names.
4 Physics Objects

One of the key tasks of a detector is to identify the type of the physics objects created during a collision event. Some of these objects leave distinct and unique traces in the detector. These traces are then used in object identification algorithms.

This chapter summarizes the main physics objects found in the ATLAS detector.

4.1 Hits to Object Reconstruction

The nature of the physics processes is determined by the type and energy of a particle interacting with the detector volume. In order to characterize this process, ATLAS uses reconstruction and identification techniques on the recorded events from collisions. The reconstruction allows us to process the recorded signals by converting the readouts into physics objects to extract their corresponding features. This reconstruction is usually a multi-level application: signals are converted into raw detector hits, which are then converted into intermediate objects and then into features. Identifying particles is a classification process that uses these reconstructed features.

To assess the performance of both reconstruction and identification ATLAS uses, amongst others, the energy resolution, the selection efficiency and its false positive rate as figures of merit.

Reconstruction techniques are applied in the different ATLAS detector layers. At first, in the tracking step, the reconstruction targets charged particle tracks that are built from the hit positions in the ATLAS inner detector volume. Then, the reconstruction of vertices is performed using previously obtained tracking information. At the calorimeter level, the reconstruction uses the deposited energy. The ATLAS calorimeter segmentation into cells is used for energy deposition measurement, where the measured signal is converted into energy using a known calibration (from a test beam for example). Neighboring cells with the same incoming particle trace (or signature) are clustered together using a “sliding-window” clustering algorithm based on a fixed-size rectangles in the grouping process. Another clustering method, known as the “topological” algorithm, groups neighboring cells where the signal is significant compared to noise. The algorithm consists of grouping spatially close energies with a high probability of belonging to the same shower. These calorimeter cells with a close-by topology are grouped into clusters referred to as topo-clusters. Technically, the cell signal significance variable \( \xi_{\text{cell}}^{EM} \) is computed in the cluster formation process. \( \xi_{\text{cell}}^{EM} \) is defined as \( \frac{E_{\text{cell}}^{EM}}{\sigma_{\text{noise,cell}}} \), where the nominator is the cell signal and the denominator is the expected average noise in this cell. Both quantities are measured in the EM energy scale, which correctly reconstructs the deposited energy from photons and electrons. The grouped clusters may expand across the calorimeter layers, if the neighboring cells are defined as cells with at least partial overlap in \( \eta \times \phi \). In the clusters, we might find negative energies in the cells, coming principally from noise and residual radiation fluctuations. The complexity of hadronic showers may lead to having sub-showers far from the primary particle where most of the energy is deposited, therefore the shower spreads over multiple topo-clusters.

4.2 Physics objects

The interaction of the different particles with the detector creates traces or signatures that are used in object identification algorithms. Figure illustrates a cross-section view of the ATLAS detector with signatures of different particles traversing the detector.

Photon objects are neutral particles identified by their electromagnetic shower energy deposition signature in the calorimeter. This signature is mainly derived using the information of their shower shape properties. Depending on the \( \eta \) region, 20 to 50% of the photons become an electron-positron pair in the inner detector. This results in a vertex with at least one track in the direction of the calorimeter cluster. The rest of the photons are only reconstructed from the energy of the clusters within the ECAL. The particle candidates form clusters with vertices and tracks pointing to the calorimeter. Photon identification is based on rectangular cuts and tuned on Monte Carlo identification techniques using shower shape variables describing the electromagnetic showers as listed in Table. These variables describe lateral and longitudinal shower development in the electromagnetic region and the leakage fraction in the hadronic part. Photons produced promptly in a collision are likely to have narrow energy deposition in the ECAL and smaller leakage to the HCAL compared to photons from jets (background candidates). Two types of selection cuts, “loose” and “tight”, are defined for the identification process in the Run2 data (2015 and 2016). The loose selection relies on the shower shapes in EMB2 and the energy deposition in the HCAL. The tight selection additionally improves sensitive shower shape measurements due to the fine segmentation in \( \eta \) in the strip layer.
Figure 23: A diagram representing the ATLAS detector with particle signatures [70].
<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>Description</th>
<th>Loose</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance</td>
<td>$</td>
<td>\eta</td>
<td>&lt;2.37$, with $1.37&lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>ECAL middle layer</td>
<td>$R_\eta$</td>
<td>Ratio of the energy in $3\times7$ $\eta \times \phi$ cells over the energy in $7\times7$ cells centered around the photon cluster position</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$w_{q2}$</td>
<td>Lateral shower width: $\sqrt{((\sum E_i\eta_i^2)/(\sum E_i)) - ((\sum E_i\eta_i)/((\sum E_i)))^2}$, where $E_i$ is the energy of the cell $i$, the sum is calculated within a window of $3\times5$ cells</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$R_\phi$</td>
<td>Ratio of the energy in $3\times3$ $\eta \times \phi$ cells over the energy in $3\times7$ cells centered around the photon cluster position</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$w_{s3}$</td>
<td>Lateral shower width: $\sqrt{((\sum E_i(i - i_{max})^2)/(\sum E_i))}$, $i$ runs over all strips in a window of $3\times2$ $\eta \times \phi$. $i_{max}$ is the index of the highest-energy strip calculated from three strips around the strip with maximum energy deposit</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$w_{tot}$</td>
<td>Total lateral shower width: $\sqrt{((\sum E_i(i - i_{max})^2)/(\sum E_i))}$, $i$ runs over all strips in a window of $20\times2$ $\eta \times \phi$. $i_{max}$ is the index of the highest-energy strip measured in the strip layer</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$f_{side}$</td>
<td>Energy outside the core of the three central strips but within seven strips divided by energy within the three central strips</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>ECAL strip layer</td>
<td>$\Delta E_s$</td>
<td>Difference between the energy associated with the second maximum in the strip layer and the energy reconstructed in the strip with the minimum value found between the first and second maxima</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$E_{ratio}$</td>
<td>Ratio of the energy difference between the maximum energy deposit and the energy deposit in the secondary maximum in the cluster to the sum of these energies</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>$f_1$</td>
<td>Ratio of the energy in the first layer to the total energy of the EM cluster</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Hadronic leakage</td>
<td>$R_{hadf}$</td>
<td>Ratio of $E_T$ in the first sampling layer of the hadronic calorimeter to $E_T$ of the EM cluster (used over the range $</td>
<td>\eta</td>
<td>&lt;0.8$ or $</td>
</tr>
<tr>
<td></td>
<td>$R_{had}$</td>
<td>Ratio of $E_T$ in the hadronic calorimeter to $E_T$ of the EM cluster (used over the range $0.8&lt;</td>
<td>\eta</td>
<td>&lt;1.37$)</td>
</tr>
</tbody>
</table>

Table 4: Discriminating variables used for loose and tight photon identification [73].
Electrons

Two properties are available for the detection of an electron signature: the charged track and the electromagnetic shower. Track reconstruction is crucial to obtain the resolution of track parameters. These parameters are used to match the corresponding tracks to the ECAL clusters through an extrapolation to the central layer of the ECAL. Additionally, electron-like signatures can also be identified in the HCAL when measuring the tails of the shower distribution. The shower shape variables such as the lateral width of the shower or the energy fraction per layer are discriminating features for electron identification. ATLAS electron identification in Run1 and Run2 relied on an online cut based selection technique and an offline likelihood identification [75].

Jets

Gluons and quarks, referred to as “partons”, are not directly observed as individual particles in the detector. Under the strong interaction, partons are subject to fragmentation and hadronisation resulting in additional radiated partons and final state hadrons. The set of charged and neutral hadrons form a spray of particles called a “jet”. The partons interact mostly via parton scattering, creating a cascade of showers of particles. The algorithm of energy measurement from hadrons and their decays defines the nature of the jet. Jets represent a key element in the data analysis of the LHC experiments to improve our understanding of hard-scattering processes and to determine the properties of the originating quarks and gluons.

The “particle level” jets, also called “stable” particles in Figure 24, can be observed in a HEP detector as: photons, electrons, protons, neutrons, pions, muons or other particles with a longer lifetime. Therefore, the properties of a jet depend on these particles. A jet algorithm is used to derive track measurements at the inner detector level or energy cluster measurements at the calorimeter level [76]. The “particle flow” approach, for example, combines both measurements for particle identification by matching tracks with calorimeter clusters. Jet reconstruction is then applied to an ensemble of particle flow objects consisting of the calorimeter energy and tracks which are matched to jets [59].

A charged hadron can ionize the calorimeter material and under the strong interaction with an atomic nucleus (as shown previously in Figure 15) is likely to produce additional hadrons propagating in the calorimeter, interacting and producing several hadrons until their energy is too small for new strong interactions. Many of these hadrons are likely to be pions. In the ECAL and HCAL, jets are reconstructed from a connected cell topology of energy depositions. The ratio between EM energy deposits through π⁰ and hadronic energy deposits is a major contributor to the jet energy resolution.

Muons

Muons are key components in the electro-weak processes. They deposit very little energy in the calorimeter and if their energy is sufficient they are detected in the muon spectrometer. Reconstruction and identification of muon candidates is based on combined information from the inner detector and the muon spectrometer. Due to the spectrometer gap around |η| = 0, measurements from the calorimeter are here used instead.
Building software that predicts the physics processes happening at the detector level is known as “simulation”. Detector simulation allows us to improve the quality of physics measurements and detector design. It enables the study of physics models by matching theoretical predictions to experimental measurements. Figure 25 shows the agreement between simulation and real data for a recent and first observation of two $W$ bosons produced from the scattering of two photons \[78\].

At the ATLAS experiment, the simulations of particle showers produced in the calorimeters (detailed in Chapter 3) are performed with an advanced software framework known as Athena. Athena uses the Geant4 software that is based on Monte Carlo (MC) methods to accurately simulate the physics processes as they occur in the detector. This modeling process is commonly referred to as “full simulation” or “particle tracking simulation”. Since the full simulation models every aspect of the interaction, it is inherently slow and a faster version of it has been developed under the name “Fast Simulation”. In the calorimeter subdetector, for example, the current Fast Simulation relies on parametrization in both longitudinal and lateral directions of energy depositions to model the outcome of the detailed particle interaction.

### 5.1 Geant4 and Athena

In order to understand and label physics processes such as those shown in Figure 25, it is necessary to accurately simulate the detector response. This response is simulated iteratively, i.e., the physics at a small scale helps understand the physics at a larger scale. Each one of these physics scale iteration processes is stochastic and intractable. Monte Carlo (MC) methods are powerful tools to model an intractable probability distribution...
Figure 26: The ATLAS simulation data flow. The blue boxes represent the different algorithms. The simulation is a set of three algorithms: generate primary particles from LHC-like collisions, simulate the detector response when these particles interact with the detector, and finally compute the detector response as digits. The reconstruction transforms the detector response into physics objects. The derivation consists of filtering relevant data from the reconstruction output. This filtering creates outputs for physics analysis.

Based on random sampling. As a consequence, these techniques are relied on in many frameworks to simulate physics processes.

Geant4 is a simulation toolkit [83, 84] written in C++. It simulates particle interaction with matter using MC techniques. It is used by large scale experiments and projects such as nuclear medicine, astrophysics, and high energy physics. NASA, for example, uses Geant4 for radiation dose estimation for astronauts and electronic components. In high energy physics, it provides a toolkit to model HEP experiment detectors. Geant4 was designed and implemented by an international collaboration of experts in MC simulation of physics detectors and processes. Geant4 components include, among others, geometry and tracking descriptions, detector response modeling, event management and a user interface. The geometry feature covers all the physics aspects of an experiment, including the detector material. The tracking component allows the modelling of the particle trajectory through matter, its potential interactions and decays.

5.2 ATLAS Simulation Chain

Figure 26 summarizes the ATLAS simulation-reconstruction chain, a collection of interdependent components to produce relevant data for physics analysis [82]. The simulation steps consist of: event generation, detector simulation and digitization.

Event generation allows us to define the primary particle content of a collision according to the Standard Model. The output is a very large number of quasi-stable particles such as muons, pions, electrons and photons and an even larger amount of unstable particles such as mesons.

Pythia [93] and Sherpa [94] are the most used event generators in ATLAS [86]. PythiaB [99] refers to the ATLAS version of Pythia for B-physics event generation to produce $b\bar{b}$ pairs. The Pythia implementation is based on hard and soft scattering processes in a single event. We can find two models of QCD radiation in Pythia: showering and hadronization models. The first model is implemented to match the QCD shower description from a theoretical point of view. The second model, allows us to combine quarks and gluons into hadrons at the end of the showering model. Figure 27 represents a hadron-collider generated event. The final state is produced and develops by including QCD Bremsstrahlung effects in both initial and final state, hadronization and unstable hadrons decays into stable ones.

Event recording is an intermediate step that allows us to store the full event produced by the generator. It builds a connected tree of the event history of the decay chain and retains information about interacting partons and the secondaries from the interactions in the detector. The next step is the simulation, which models the response of the detector. It is detailed in Section 5.3.

At the end of the simulation workflow, digitization allows us to convert the simulated hits into digits that represent the detector response. These digits translate the voltage on a readout channel within the predefined conditions of threshold cuts and timing. Moreover, specific digitization algorithms can model the properties of each subdetector such as electronic noise, cross-talk between neighboring cells and dead cells.

Simulating a realistic detector response includes all the $pp$ interactions from a bunch crossing, the inelastic interactions from hard scattering, beam gas effects and the response to long-lived particles.
Figure 27: Representation of a $t\bar{t}h$ event produced by an event generator. The large red sphere represents a hard interaction, and the smaller ones represent the decay of top quarks and the Higgs boson. Additional produced hard QCD radiation are shown in red and a secondary interaction in purple happens before the final-state partons hadronize in light and dark green for hadrons decay. The yellow segments illustrate the photon radiation happening at multiple stages [100].
5.3 Full and Fast Detector Simulation

The full simulation based on the Geant4 toolkit is the most detailed description of the detector response. However, it is heavily resource consuming. Fast techniques are being developed by the ATLAS collaboration, such as Fast ATLAS Tracking Simulation (FATRAS) to simulate the inner tracker and the muon spectrometer response and the Fast Calorimeter Simulation (FastCaloSim or FCS) to emulate the calorimeter response. Combinations of both full and fast simulations have been the motivation for developing the ATLAS Integrated Simulation Framework (ISF). They are known as ATLFASTII or AF2 which combines Geant4 and FastCaloSim and ATLFASTIIF which combines FATRAS and FastCaloSim.

5.3.1 Full Simulation

The first stage of the full simulation pipeline consists of constructing a detector geometry to define the detector volume. This construction describes every detector component and its composing material. The ATLAS detector description consists over five million volumes. Moreover, about 400 different materials are used such as argon, aerogel and Kapton cable. These descriptions are technical translations of how all the ATLAS components are set up together. The full detector simulation then models the passage of particles while interacting with every detector component. For each of the particles, this simulation includes the physics models to describe processes such as ionization, decays and nuclear interactions. In practice, simulating all these processes at the highest fidelity is not feasible due to the tremendous amount of time required. Instead, any effects that have a small impact on the physics and the detector are turned off. In addition, specific Geant4 parameters are set, such as the parameters to control the creation of secondary photons or electrons during ionization and Bremsstrahlung processes. This detector response modeling includes as well a detailed map of the magnetic field used to bend charged particles and effects of detector misalignment.

Photons and pions are key physics objects that require an accurate simulation of their secondaries. The full simulation of energy deposition of electromagnetic and hadronic showers in the calorimeter is the slowest part in the simulation because it requires the modeling of interactions of all the secondary particles with matter at the microscopic level.

Although processes can be fully simulated, only the relevant ones are stored for further analysis. During the simulation, a large number of secondary tracks is produced and the definition of relevance, in this case, relies on a strategy at the level of the inner tracker and the calorimeter detectors. For example, the strategy at the inner detector level concerns the storage of ionization vertices if the primary particle has an energy above 500 MeV and the energy of the generated electron is above 100 MeV. At the calorimeter level, muon bremsstrahlung vertices are stored if they have energies above 1 GeV and 500 MeV for the primary muon and the generated photon, respectively. The parts of the detector that are of relevance are known as sensitive detectors in which the simulation creates a snapshot of the physical interactions known as hits. These hits are uniquely labeled with an ID. In the tracker, a hit for every single step of every single track is stored. It contains information on the position, time, deposited energy and the corresponding track identifier. At the calorimeter level, a hit is created for every cell. The calorimeter hit contains the cell ID and its accumulated energy deposition. Geant4 stores also the truth information which describes what actually happened in the simulation.

As a consequence, the detailed and step-by-step modeling at distance scales as small as $10^{-20}$ m using the Geant4 toolkit is CPU and memory intensive. Moreover, the full simulation depends entirely on the detector design, which means if parts of the detector are upgraded, the simulation has to adapt. Many directions are explored in order to reduce the CPU time and disk space of the full simulation. One of the optimization targets is the physics list by reducing or removing the number of generated neutrons in a hard scattering event after the primary interaction. Another optimization is the Dynamic linking of large address spaces libraries instead of using static Geant4 to speed up the simulation process \[87\].

5.3.2 Fast Simulation

The FastCaloSim or FCS (and also referred to as FCS V2) simulation is designed to provide fast simulation of the ATLAS calorimeter based on two parametrizations of the longitudinal and lateral energy profile of electromagnetic and hadronic showers. The longitudinal component models the energy propagation from the interaction point through each layer of the calorimeter. The lateral component parametrizes the shower shape within each layer. These parametrizations replace the slowest part of the full simulation of a shower development in the calorimeter. Figure 28 details the different components of the fast simulation as well as their interactions.

The FCS parametrizations are derived using the Geant4 simulations of photons, electrons and charged pions. As described in Chapter 3, the ATLAS calorimeter has a complex structure which changes along $\eta$. To simplify the modeling of this structure, FCS uses a detector segmentation of the full $\eta$ range, forming 100 equidistant bins of size 0.05. Thus, this segmentation provides a uniform structure. The energies of the particles considered
Figure 28: FCS baseline to derive the longitudinal and lateral parametrizations using PCA decomposition. Two PCA steps are applied. All the inputs for each component and the set of operations are shown in blue. The Simulation step using FCS is also illustrated.

range from 1 GeV to 4 TeV \[104\]. Incident particles, known as truth particles, are simulated starting from the calorimeter surface only (ignoring prior interactions)\[104\]. Around 10k events are generated for each sample without the beam spread in the interaction region.

The FCS approach uses the reconstructed geometry of the calorimeter, segmented into cuboids in $\eta, \phi$ in the barrel and $x, y, z$ in the forward region \[103\]. This geometry is referred to as the “simplified ATLAS geometry”. Geant4 version 10.1.3 with MC16 Run2 simplified ATLAS geometry is used to simulate the detector response of the truth particles \[104\]. The electronic noise, cross talk between neighboring cells and dead cells are turned off in the digitization step. FCS parametrizes only the “relevant layers” of a calorimeter shower. A layer is “relevant” when the average energy fraction with respect to the total energy is above 0.1 % per shower in this layer.

### Longitudinal parametrization

The longitudinal energy paramaterization describes the deposited energy in each layer of the calorimeter. These energies across layers are strongly correlated, making the process of energy response modeling difficult. FCS uses a chain of principal component analyses (PCA) \[106\] to decorrelate these energies. The PCA allows a conversion of these correlations into a set of linearly uncorrelated energies using an orthogonal transformation of the coordinate system. The input parameters to the PCA are the total energy of the event over all layers and the fractions of energy deposition per layer. The first step in the PCA chain transforms the energy inputs into Gaussian distributions using the inverse error function and the cumulative distributions. These Gaussian distributions allow us to build the PCA matrix by projecting them onto the eigenvectors of the corresponding covariance matrix. The result of the PCA matrix represents the decorrelated features. The new coordinate system is defined by the normalized eigenvectors to unity. The first vector is defined in a way that the data shows the largest variance if mapped to the new axis. The second vector is orthogonal to the first one, with the second-largest variance in the data. The next vector $v$ is orthogonal to the $v - 1$ axes. This first transformation step is referred to as “first PCA”. Figure [29] shows the correlation after Gaussian transformation. The correlation factors are calculated from the 2D histograms where 0 means no correlation, 1 for maximal correlation and -1 for maximal anti-correlation. In this figure, we can observe important correlations.

A PCA rotation is applied to get the leading principal component (PC) containing the largest variance in the input data. The showers are divided into quantiles referred to as “PCA bins” where each bin carries an equal distribution of events. Figure [30] shows that correlation factors are almost zero between the output components.
Figure 29: Correlations between the transformed energies (before PCA rotation) of 65 GeV energy photons in $0.2 < |\eta| < 0.25$. (a) pre-sampler barrel vs. EM barrel 1, (b) pre-sampler vs. EM barrel 2 and (c) EM barrel 1 vs. EM barrel 2. The energies were transformed into Gaussian distributions and the correlation factors from these 2D histograms are displayed 0.809, -0.834 and -0.978 from left to right [104].
Figure 30: Correlations between the components after PCA rotation. The plots show that individual components are approximately Gaussian distributed. After PCA transformation, the correlation factors are almost 0 \[104\].

To refine the energy decorrelation, the second step in the PCA chain consists of applying a PCA on each bin called “second PCA”. At the end of the process, the parametrization file will contain the cumulative energy distributions, the PCA matrices from the second PCA transformation, the mean, and RMS of the Gaussian distributions after the PCA rotation \[104\].

Figure 31 presents the longitudinal energy parametrization for pions of 1 TeV energy in \(0.2 < |\eta| < 0.25\) for an energy in the electromagnetic region and hadronic region along with the total energy.

**Lateral parametrization**

A basic parametrization of lateral energy distribution is a symmetric radial function around the impact point of a particle in one layer of the calorimeter. Therefore, the shower development is parametrized in polar coordinates \((r, \alpha)\). In FCS, the lateral shower parametrization is defined per relevant layer for each PCA bin from the longitudinal parametrization. The shower develops in millimeter (mm) units, lateral shower coordinates calculated with respect to the extrapolated position of the particle are also transformed to mm units as

\[
\Delta\eta = \eta^{hit} - \eta^{extr}, \\
\Delta\phi = \phi^{hit} - \phi^{extr}, \\
\Delta\eta_{mm} = \Delta\eta \times \eta_{Jacobi,hit} \times \sqrt{r_{cell}^2 + z_{cell}^2}, \\
\Delta\phi_{mm} = \Delta\eta \times r_{cell},
\]

\[33\]
Figure 31: Longitudinal energy parametrization using a toy simulation for 1 TeV pions in $0.2 < |\eta| < 0.25$ for EMB2 (a), TileBar0 (b) and the total energy (c) [104].
Figure 32: The lateral shower development of (a) photons and (b) pions of energy 265 GeV in $0.55 < |\eta| < 0.60$ parametrized in the second layer of EM barrel and Tile barrel respectively [104].

Figure 33: Shower shapes in FCS. The number of hits per layer is drawn using a Poisson distribution where its parameter $\sigma_E^2$ represents the sampling uncertainty per layer. For EMB2 for example, is approximately equals to $\frac{10\%}{\sqrt{E}}$.

where $\eta_{Jacobi, hit} = \frac{2 \times exp(-\eta_{cell})}{1 + exp(-2 \times \eta_{cell})}$, hit represents the energy distribution of a calorimeter cell. The showers are symmetric around the center in binning of $(r, \alpha)$ with

```
r_{mm} = \sqrt{(\Delta\eta_{mm})^2 + (\Delta\phi_{mm})^2},
\alpha = \arctan(2(\Delta\phi_{mm}, \Delta\eta_{mm})).
```

The parametrized shower development in $(r, \alpha)$ is stored in a 2D histogram. Figure 32 shows the $(r, \alpha)$ representation of a photon and a pion parametrized showers in EMB2 and TileBar2 respectively. Since the showers are symmetric in $\phi$, this helps reduce the memory storage of these 2D histograms by only saving the $\phi$ coordinates for $0 \leq \alpha \leq \pi$.

To simulate a particle’s shower, the coordinates of the hits are randomly sampled from the 2D histograms, as shown in Figure 33. These hits are then assigned to cells of the simplified cuboid geometry. This geometry can lead to an incorrect cell energy deposition due to the accordion structure of the ECAL. A correction for the accordion geometry function is implemented to displace the wrong hit to cell assignment, known as the wiggle correction.

**Fast simulation implementation and validation**

The input to the calorimeter simulation is a particle $(t, e, \eta)$ from the inner detector, where $t$, $e$ and $\eta$
Figure 34: The total energy response for (a) electrons, (b) photons and (c) pions for truth energies from 1 GeV to 4 TeV for $0.2 < |\eta| < 0.25$. The response is defined as the ratio of measured energy to truth energy. The points represent the mean and the error bars the RMS comparing the total energy distributions for FCS V2 and Geant4 [104].

represent respectively the particle type, energy and pseudorapidity. To generate a shower, the parametrization file corresponding to a specific $(t, e, \eta)$ triplet is selected.

To evaluate the simulation performance of FCS, figures of merit comparing FCS output to the Geant4 full simulation are based on the goodness of the agreement in reproducing the shower shape variables including fluctuations and correlations and key features of reconstructed object properties [103]. Figure 34 shows the good agreement of the total energy response as function of the truth energy for electrons, photons, and pions for the different energy points. Some energy response disagreements are caused by the detector geometry transitions in $\eta$ bins, the cell granularity and the detector material difference. The performance is also evaluated on cluster variables. An example is shown in Figure 35. Figure 35 shows the CPU time for FCS, Geant4 and AF2 of single photons in the $0.2 < |\eta| < 0.25$ with 8 GeV, 65 GeV or 256 GeV energies generated on the calorimeter surface. FCS and AF2 are equivalent while showing important speed-up compared to Geant4.

5.4 Summary and Discussion

The ATLAS physics program relies on high precision MC simulation to test hypotheses about the underlying distribution of real data. This simulation process is CPU and time consuming and thus presents a bottleneck in the overall simulation pipeline. To alleviate the resource problem, fast simulations techniques have been studied and developed. In Run3 and beyond, as shown in Figure 37, most of the events will be modeled using fast simulations. In Run4, with the increase in luminosity, Geant4 simulation is still expected to remain the main CPU bottleneck as shown in Figure 38.
Figure 35: Number of clusters for single charged pion shower with energy 65 GeV in $0.20 < \eta < 0.25$.

Figure 36: CPU time to simulate photons of 8 GeV, 65 GeV and 256 GeV in the range $0.20 < \eta < 0.25$ using Geant4 (black), FCS V2 (red) and AF2 (blue). The average time is calculated by generating 100 events for each simulation type using Athena with release 21.0.73.
Figure 37: Estimated CPU resources (in MHS06) needed from 2018 to 2032 for both data and simulation. The plot updates the projection made in 2017 based on LHC Run-2, with updated running conditions and future computing models. The brown points represent estimates from 2017. The blue points illustrate possible improvements in three different scenarios (1) top curve with fast calo sim used for 75% of the MC simulation, (2) middle curve using in addition a faster version of reconstruction, (3) bottom curve, where the event generation time reduced by a half (software improvements or by re-using a number of the events). The solid line shows, for a flat funding scenario, the expected resources assuming a 20% performance gain per year, based on trends from current technology [88].

Figure 38: Fraction of CPU resources needed in 2028 at the end of Run-4. The MC-Full section in green represents the fraction of time spent on the full ATLAS Geant4 simulation. It is divided into Geant4 simulation part (Sim) and a reconstruction part (Rec), time to reconstruct the events. Similarly, the MC-Fast section in red shows this distribution for the time to run the FastCaloSim. This chart uses FastCaloSim for 75% of the MC simulation and standard reconstruction [88].
FCS is an important improvement of the shower simulation in the ATLAS calorimeter. It is based on parametrizing the detector response of single particles instead of simulating their interactions when travelling through the detector. Although FCS considerably improves the simulation time compared to Geant4, it presents few drawbacks that impede the overall performance:

Complex parametrization chain: FCS separates the two directions of the energy into lateral and longitudinal, resulting in a loss of the correlation information between cells. Moreover, the simulation parametrization are defined for every particle type, $\eta$ and energy slices resulting in 5100 configuration files. Every output is stored including the cumulative energy fractions, mean, and RMS of Gaussians and PCA matrix. This leads to an inefficient storage, especially since a fraction of these parametrization files are incorrect and the process of identifying and discarding those remains manual.

Limitation to model the correlated fluctuations: during simulation as shown in Figure 33, FCS draws randomly $N_{\text{hits}}$ from the 2D shape histograms with the energy of a hit equivalent to $E_{\text{hit}} = E_{\text{layer}} / N_{\text{hits}} \times w$, where the weight $w$ depends on its radial position. Modeling shower shapes with purely random fluctuation neglects correlations. For pions, these correlations are more visible. For FCS, modeling these correlations correctly is the first challenge towards the accurate modeling of the substructure. Figure 39 shows the RMS fluctuation of the average shape as a function of distance from the shower center for 16 GeV pions, $0 < |\eta| < 0.25$ in EMB2. A PCA bin is chosen which has showers with significant energy deposited in EMB2. With the FCS lateral parametrization, the RMS is visibly much smaller than in Geant4.

Limitation of the PCA definition: FCS can be described as linear combination of the unitary PCA bin probability vectors. The PCA definition, by design, is not homogeneous over the energies and $\eta$ regions. Taking the property of an early shower, for example, for $0 < |\eta| < 0.6$ the last PCA bin contains the earliest showers and for $\eta > 0.6$ the first PCA bin contains the earliest showers. Therefore, using a correction function to the energy or the correlation would require a manual scanning of the PCA per energy and $\eta$.

In this thesis, our goal is to address most if not all the points listed above through the use of an ML based approach. Chapters 7, 8, 9 and 10 describe the ML based solution for the ATLAS calorimeter simulation. Chapter 12 describes the ML approach to model the correlated fluctuations on top of FCS.
6 Learning to Encode and Decode with Deep Neural Networks

In the past half century, human minds became increasingly concerned with the concept of “intelligence”. In several applications, this intelligence can now be modelled, applied and packaged to tackle complex and abstract tasks. The process of creating or incorporating intelligence into the world is commonly referred to as Artificial Intelligence (AI).

6.1 Probability Learning Theory

In AI applications, probability theory plays a major role in designing algorithms to approximate decision-making functions. If probabilistic modeling is used with a value indicating an absolute certainty that, for example, particle collisions will occur at a specific region in space in the detector, this is a degree of belief representation. Frequentist probability quantifies the events occurrence rate in many trials, whereas Bayesian probability explains the concept of probability as a reasonable expectation \(^{[107]}\) of knowledge or prior information. Technically, probabilistic modeling is a mathematical description of learning from data using random variables and probability distributions. The output of this model is not a single outcome as a deterministic model, but rather a probabilistic model.

In AI applications, probability theory plays a major role in designing algorithms to approximate decision-making functions. If probabilistic modeling is used with a value indicating an absolute certainty that, for example, particle collisions will occur at a specific region in space in the detector, this is a degree of belief representation. Frequentist probability quantifies the events occurrence rate in many trials, whereas Bayesian probability explains the concept of probability as a reasonable expectation \(^{[107]}\) of knowledge or prior information. Technically, probabilistic modeling is a mathematical description of learning from data using random variables and probability distributions. The output of this model is not a single outcome as a deterministic model, but rather a distribution. Given \(x\) an observed input vector \(x = \{ x_1, \ldots, x_m \}\) of dimension \(m\), randomly sampled from an underlying process with an unknown true distribution \(p(x)\), building an approximator to this data distribution can be formulated as a probabilistic model to find the optimal values of parameters \(\theta\) that best approximate \(p(x)\), i.e., finding \(p_{\theta}(x)\) such as \(p_{\theta}(x) \approx p(x)\). For high dimensional dataset, learning a probabilistic model can then be formulated as the task of learning the joint distribution over all variables (continuous, discrete or both).

In domain applications, we are often interested in conditional learning. One common example illustrating this learning is the generation of handwritten digits (MNIST) \(^{[108]}\) to approximate the distribution \(p_{\theta}(x|c)\), where \(x\) represents an image and the condition \(c\) represents the class/label (0 to 9).

6.2 Information Theory and Information Bottleneck

Information theory, based on probability theory and statistics, was proposed by Shannon in 1948 in his paper “A Mathematical Theory of Communication” to study quantification and transmission of information. Information is quantified with the entropy for a single random variable and the mutual information between two random variables. The entropy is an uncertainty measure of the data source \(s\) in units of bits. It is formulated as

\[
H(s) = - \sum_s p(s) \log_2 p(s),
\]

where \(p(s)\) is the probability occurrence of the source symbol \(s\).

Information bottleneck learning, or representation learning, is an information theory technique to derive (infer) intrinsic structure from the data. Over the years, it was used as a data compression tool for object detection and speech recognition \(^{[109]}\). Moreover, it was used in natural language processing to learn a distributed representation for each word, referred to as word embedding \(^{[110]}\). Learning word embeddings can be combined with learning image representations in a way that allows to associate text and images. This approach has been used successfully to build Google’s image search, exploiting huge quantities of data to map images and queries in the same space \(^{[111]}\). Among the first methods in representation learning is principal component analysis proposed by Pearson in 1901 \(^{[112]}\), a linear projection of the base feature set to a new feature space where the new features are uncorrelated. Fisher, in 1936 \(^{[113]}\), proposed the linear discriminant analysis to project a dataset onto a lower-dimensional space with a class-separability (distance between the mean of different classes) in order to avoid overfitting. The introduction of meaningful representation with a variational principle of the input data appeared first in 1999 \(^{[114]}\). Extracting relevance from the data was presented as finding a compressed version of an input \(x\) that preserves the information about \(x\) using a set of bottleneck code words.

In 2014, authors in References \(^{[115, 116]}\) presented the stochastic variational algorithm for inferring and learning from a continuous unobserved or latent space in the presence of intractable posterior distributions.

6.3 Statistical Inference

Let \(D=\{ x_1, \ldots, x_N \}\) denote a dataset of \(N\) data points. Given \(D\), an observed dataset, the goal is to infer unobserved or latent variables from \(D\), referred to as \(z\).

Descriptive statistics explores the observed dataset by describing basic features like the average tendency or the measure of spread. However, in research we are also interested in deriving unobserved features. Inference, in this context, refers to using the observed data to retrieve properties of the underlying process. Generally, the...
Bayes rule is the basis for inference and learning z given the input x from D. It is stated mathematically as

\[ p(z|x) = \frac{p(x|z)p(z)}{p(x)}, \]

where \( p(z|x) \), \( p(x|z) \) and \( p(z) \) are the posterior, the likelihood and the prior distributions respectively. When using Bayesian probabilistic inference of the latent variables to approximate the posterior, the major assumption is the prior distribution \( p(z) \) over the latent variables. The likelihood definition relates the drawn variables from the prior to the observations \( x \) from \( D \). Inference relies on conditioning on \( x \) and computing the posterior \( p(z|x) \). In fact, approximating probability densities remains one of the core challenges of Bayesian statistics, for which the posterior is computationally complex. Markov Chain Monte Carlo (MCMC) [117, 118] is a method for inference approximation, based on building an ergodic Markov chain on the unknown parameters whose stationary distribution is the posterior \( p(z|x) \). From the later distribution comes the sampling process from the chain, and then the approximation of this posterior with an empirical estimate built from the samples. MCMC algorithms are studied, developed and applied, however a limitation on having a fast response arises when the dataset is large or the model is very complex. An alternative method to compute the posterior distribution is Variational Bayesian inference referred to as Variational Bayes or Variational inference (VI), that proves to be faster than MCMC sampling [119]. VI approximates probability densities based on the optimization of the Kullback-Leibler (KL) divergence [120]. VI uses a family of densities and find the closest member of that family to the target density using the KL divergence. The KL divergence is a fundamental quantity in information theory to measure the difference between two probability distributions. If a probability distribution \( q(x) \) is used to approximate \( p(x) \) (\( x \) is a discrete random variable) then the KL divergence, defined in Equation 5, measures the loss in information using the approximation.

\[ KL(p(x), q(x)) = \sum_x p(x) \ln \frac{p(x)}{q(x)}. \]

(5)

Note that \( KL(p(x)||q(x)) \) is non-negative and non-symmetric.

For VI, \( \zeta \) is a family of approximate densities over the latent variables, and the goal is to find the member of that family minimizing the KL divergence to the exact posterior as

\[ q^*(z) = \arg \min_{q(z) \in \zeta} KL(q(z), p(z|x)). \]

Therefore, the posterior is approximated with the optimized member \( q^* \). A key concept in VI is choosing \( \zeta \) to be simple for efficient optimization and flexible to capture the target density.

### 6.4 Maximum Likelihood

Given an observation \( x \) from \( D = \{ x_1, \ldots, x_N \} \), a hypothesis \( h \), the likelihood \( L(x|h) \) is defined as the probability of the data under the hypothesis and referred to as the probability density function (PDF). The observation \( x \) can be a single or multiple discrete values or a continuous distribution. One of the common approaches for probabilistic models is maximum log-likelihood. The idea is to build a parametric (\( \theta \) parameter) model that maximizes the sum, or equivalently the average, of the log-probabilities of the data approximated by \( p_\theta(x) \). For the observed dataset, \( D \) the likelihood is expressed as

\[ \mathcal{L}(\theta; D) = \prod_{x \in D} p_\theta(x). \]
The goal of this optimization is to maximize the likelihood $\mathcal{L}(\theta; D)$. For stability computation, the log-likelihood is rather minimized. This can be expressed as

$$
\theta = \arg \min_{\theta} \left(- \sum_{x \in D} \ln(p_\theta(x))\right).
$$

The gradients of this objective can be derived using a chain rule for derivative computation to iteratively achieve the local optimum of the maximum likelihood objective. The optimization process of this objective function, referred to as the loss function $J(\theta_i)$ (with the assumption that this function is differentiable) relies on different types of optimization algorithms used according to the complexity of the loss function and the derivative computation. A well-known algorithm is gradient descent. It consists of multiple iterations to search for an optimal solution of the function using its gradients information to indicate the direction of the fastest local optimal value. At each iteration $i$, the iterative update of the parameters $\theta$ is computed as

$$
\theta_{i+1} = \theta_i - \lambda_i \nabla \theta J(\theta_i),
$$

where $\lambda_i$ represents the step size also known as the learning rate.

Batch gradient descent is the process of computing the gradients using all $N$ data points of $D$, however derivative computation is an expensive operation since it scales linearly with the dataset size $N$ and it can be intractable for datasets that do not fit in memory. A more efficient method for optimization is Stochastic Gradient Descent (SGD), which uses randomly drawn minibatches of data $M \in D$ of size $N_M$. With such minibatches we can form an unbiased estimator of the “maximum likelihood criterion”.

### 6.5 Machine Learning and Deep Learning

Machine learning (ML) is a subdomain of AI that provides systems with the ability to automatically learn and improve from experience without being explicitly programmed. It relies on an underlying hypothesis of creating a model and trying to improve it by fitting more data to the model over time [121]. In many ways, this process advances our understanding of the data and highlights the patterns used for accurate modeling.

#### 6.6 Machine Learning tasks

With the availability of massive amounts of data that are hard to process into knowledge, ML is often used for finding underlying structures. As a result, the knowledge extracted can be used for complex predictions and as an aid to crucial decision-making processes. ML tasks are usually described as example processing. An example is a set of features describing quantitative measures from the event of interest to model, such as pixels in an image. The learning task would belong to one or more of the following ML categories: supervised, unsupervised, semi-supervised and reinforcement learning.

**Supervised learning** is a learning task of mapping inputs to outputs using labeled data which represents the information about the input property. If the label is discrete, the task is known as classification, to learn how to deterministically assign inputs to their correct class by penalizing the objective if the decision function is misclassifying. In the case of continuous labels, the task of learning is called regression. The goal is to approximate one or more real valued targets, optimizing generally the mean absolute error or the mean squared error between the input and the model prediction. An example of a supervised task is the classification of particles by type, such as distinguishing photons from electrons. Decision tree learning is based on building a predictive model as a tree in which the branches represent the item features and the leaves represent the target values. Building the tree is performed by taking the features and splitting the data recursively using these features. When the target variable is discrete, the model is called a classification tree and therefore the leaves are the class labels. In the case of continuous target variable it is called a regression tree. Boosting is a method which combines many trees (called weak learners) into a strong classifier. An illustrative example of Boosted Decision Trees (BDTs) application in high energy physics is tau identification in Reference [122].

In **Unsupervised learning**, the task is to learn how to cluster the input data by finding similar structures and the objective function is fully parametrized by the unlabeled data. In clustering algorithms, $K$-means is often presented as the most popular and simple, yet powerful, technique. A clustering algorithm tries to find meaningful groups in the dataset using only the information relative to the data points. Data points in the same cluster share similar properties, or at least share more properties, than with any other data point in a different cluster. Most clustering algorithms assume that the dataset structure is well described by the data point features and use straightforward distance definitions, such as the Euclidean distance, to compute...
similarity. The $K$-means algorithm relies on the user to provide the number of clusters in the dataset: $K$ clusters. It then performs the following actions:

1. Randomly select $K$ data points in the dataset. These points are called centroids.
2. Compute the Euclidean distance between all the points in the dataset and the $K$ centroids.
3. Assign each point to its closest centroid, thus forming $K$ clusters.
4. Update the centroid value by computing the average value of each of the $K$ clusters.
5. Repeat the steps 2,3,4 until the formed clusters remain unchanged.

There are different techniques to select the initial centroids as it often impacts the final clustering. This means that two different initialization procedures will produce different clustering. To prevent the algorithm from converging to a local minimum, the steps described above are run many times (different iterations). If we denote a data point as $x$, the number of elements in a cluster at any given point as $n$ and the corresponding centroid $\mu$, then the $K$-means algorithm converges when $\sum_{i=0}^{n} ||x_i - \mu||$ is minimal. This means that the sum of squares within a given cluster is minimized. This stopping criteria is referred to as inertia.

The unsupervised learning type can be also applied for probability distribution modeling, data representation tasks and anomaly detection. One example of an unsupervised technique with neural networks is autoencoders, where the goal is to learn a reconstruction of the input with the idea of learning a lower dimensional latent representation of that input.

For **Semi-supervised learning**, as its name indicates, it uses in its learning process a small amount of labelled data with a much larger amount of unlabeled data. It considers the problem of classification when only a small subset of the observations have corresponding class labels. Such problems are of immense practical interest in a wide range of applications, including high energy physics, such as anomaly detection to search for new physics [124].

**Reinforcement Learning (RL)** uses the principle of a reward to learn. It is formulated as an environment with a defined set of states, actions, and rewards. An agent interacts with the environment via actions, changing its state and receiving positive/negative reward for every action. A popular example of RL are the agents outperforming humans in various games such as GO [125]. More recently, there has been a growing interest of RL in HEP. Among the first applications is the jet grooming with RL [126].

### 6.7 Deep Learning Models

Inspired from neuroscience and initially designed to imitate the functioning of the human brain, Neural Networks (NNs) are among the most powerful models used in ML. They form a set of interconnected computational neurons, called also nodes or units, grouped in a chain of layers where each layer depends on the preceding one. The basic NN architecture, as shown in Figure 40, contains 3 layers: input, hidden and output layers. When the number of hidden layers is greater than one, the model is called a Deep Neural Network or simply a Deep Learning (DL) model.

Let $X = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}$ denote the input vector, the goal is to learn the function $f : X \rightarrow y$. In the input layer $x_1$,
$x_2$ and $x_3$ represent the input features of $X$. These features are connected to three neurons in the next layer, referred to as hidden neurons. They are called hidden because their ground truth value is not known, but instead learned. When all inputs are connected to all neurons in the next layer, this layer is then fully connected. The learning procedure of the network consists of automatically determining the hidden neuron’s value to predict the output function $f$. This procedure is based on learning from $(X, y)$ examples called observations or training examples. The observations $X$ are assumed to be independent samples from the same underlying distribution, i.e., independently and identically distributed (i.i.d.). The output of a node given a set of inputs is called activation. In Figure 40, $a_n = g(\theta^T_X X + x_0)$ represents the activation of the neuron $n = \{1, 2, 3\}$ in the hidden layer. The final output prediction $y$ is computed as $g(\theta^T_A A + a_0)$, with $A = \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}$, the hidden layer vector. Example of non-linear activation functions include Rectified Linear Unit (ReLU), Sigmoid and Tanh shown in Equations 7, 8 and 9 respectively.

\[
g(z) = \max(z, 0), \quad (7)
\]
\[
g(z) = \frac{1}{1 + e^{-z}}, \quad (8)
\]
\[
g(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}}. \quad (9)
\]

$x_0$ and $a_0$ are scalar values called bias, they allow adjusting of the activation output. $\theta^T_X$ and $\theta^T_A$ are called parameters of the network. They represent the weights which characterize the importance of each neuron connections.

Building a DL model involves defining a model’s architecture together with a learning procedure to optimize a loss function using training examples. These examples are preprocessed before the learning procedure. The preprocessing step consists of data cleaning, feature engineering and scaling. Data cleaning allows removing, or correcting inconsistent data caused by an error during the collection process of the data, a duplication issue or missing values.

The **model’s architecture** defines the structure of the network in terms of depth (number of layers), width (number of units per layer) and the connection between the layers. The design of the model is an active area of research, and the process consists of trial and error from training to performance evaluation on validation sets.

The **learning procedure** of a mapping function from inputs to outputs with DL is achieved through a training process. The learning is based on using the gradient to descend the loss function. Let $J(\theta)$ be the loss function and $\theta$ represents a set of weights of the different neurons. When NNs are trained using maximum likelihood, the negative log-likelihood can describe the loss function, which can be the cross-entropy between the input data distribution and the learned distribution. The cross-entropy measures the difference between the two distributions. In the information theory (Section 6.2) context, the cross-entropy computes the average number of bits required to represent data from a distribution $p$ when another distribution $q$ is used instead. At the beginning of the training, the weights are randomly initialized. A first forward pass from the input layer to the output layer allows the computation of the value of the output $y$ and the loss function. The next step of the training consists of updating the weights as shown in Equation 6. This update is an iterative process defined by the number of iterations during which the model learns to produce the output by propagating the information forward from the input to the hidden layers and then to the output, this is called forward propagation. This propagation produces the value of the loss function, then used to back-propagate (the back-propagation algorithm) is the propagation of errors back through the network) in the network to compute the gradients to know in which direction it is better to minimize the loss function. To perform the gradient descent algorithm, one needs to compute the gradient of the loss function $J$ by summing up the values of each sample in the training.

The **evaluation of the model’s performance**: evaluating a DL model is a crucial step in the development pipeline. It consists of testing how well the model is fitting on test data or unseen data to assess the performance and tune the model’s parameters. A good model is expected to learn to generalize well on unseen data. This property allows accurate future predictions on data that has not been used in the training. Underfitting and overfitting represent the two main characteristics of generalizing performance. The former refers to a model
that poorly fits both training data and test data. The latter fits very well the training data and poorly
the test data. It occurs when the model learns details of the training data, such as noise, representing random
fluctuations, which are then learned as key features of the model. On unseen data, these features are not present,
which therefore impacts the model’s capacity to generalize. Increasing the size or number of parameters of the
model can remedy the problem of underfitting. On the other side, regularization techniques are used to avoid
the model overfitting. Example of these techniques are: dropout [129], batch normalization [130], and early
stopping [131]. The dropout technique consists of randomly dropping out neurons during the training phase
to prevent neurons from co-adapting too much. This means temporarily ignoring a set of random neurons
with all their connections. The effect of random fluctuations on hidden layers is known as internal covariate
shift, which results from readjustment of the layer to new distributions of the previous layer when the weights
are updated. The batch normalization technique applies a re-centering and a re-scaling of the set of neurons
of a layer. Since every problem has different challenges, a tuning of the model is required to find the best
configuration parameters. It requires trials, errors and metric definitions to converge on an optimized set of
hyperparameters.

The model in Figure 40 is fully connected also known as a feedforward neural networks or multilayer perceptrons.
There are other types of DL models such as the Convolutional Neural Networks (CNNs) adapted to image
classification and object recognition problems. Unlike the full connection, each hidden neuron is only connected
to pixel positions within a local area referred to as the receptive field. The weights of a neuron are shared for all
positions with a convolved filter over the image. Such layers are known as a convolutional layers. The output of
a convolution is called a feature map. The idea behind using the convolution is to extract the high-level features
of the image, such as shapes. CNN architectures are generally multi-convolutional layers with pooling layers.
These later layers apply a down-sampling of the feature map, where the size of this map is reduced in order to
lower computation. Fully connected layers can also be part of a CNN architecture. They allow the learning of
correlations in the features.

Recurrent Neural Networks (RNNs), also known as Auto Associative or Feedback Networks, are another class
of neural networks suited to processing sequential data, such as natural language and time-series data. Unlike
a feedforward network, an RNN has at least one feedback loop in order to allow information to persist. If an
RNN model has a single layer of neurons, each neuron will connect its output value back to the inputs of all the
other neurons. One of the most popular RNN architectures is the Long short-term memory (LSTM) capable of
learning long-term dependencies. A LSTM neuron is composed of an input gate, a cell, an output gate and a
forget gate. The cell is the memory unit and the three gates allow it to regulate the flow of this information.

6.8 Generative models

One of the most active fields in machine learning is generative modeling. It combines DL with statistical inference
and probabilistic modeling. Generative models are well known for density estimation and data simulation.
They are build of deep architectures, which are the most promising techniques for handling rich and non-
linear dependencies of data spaces. Variational Auto-Encoders [135], Generative Adversarial Networks [132],
Adversarial Auto-Encoders [133] are the most well known ones. These algorithms have been tested in many
domain applications, with a focus on image data processing such as, forecasting from static images the prediction
of a moving object in a scene [134] and facial expression editing [135]. The research on extensions of these models
includes CNNs [136], RNNs [137] and hierarchical generative models [138].

6.8.1 Generative Adversarial Network

Generative Adversarial Networks (GANs) are deep generative learning models in which two non-cooperative
networks define its architecture: a generator and a discriminator, as shown in Figure 41. The generator is
trained to produce samples to confuse the discriminator in distinguishing fake and real samples (drawn from the
training data distribution). The discriminator tries to correctly identify the original from the generated (fake)
sample. When the two networks converge, the GAN is able to generate data that the trained classifier cannot
recognize anymore.

Recent versions of GANs aim at improving the training procedure by varying architectures such as: conditional
GANs (CGAN) [139] Deep Convolutional GAN (DCGAN) [140], Wasserstein GAN (WGAN) [141], Laplacian
Pyramid GAN (LapGAN) [142] and Information Maximizing GAN (InfoGAN) [143].

6.8.2 Variational Autoencoders

An autoencoder is a neural network trained to reconstruct its input from a learned hidden representation of this
input. If the representation has a lower dimension than the input, the model can be used for dimensionality
reduction and feature learning. In this case, it is called an **undercomplete autoencoder**. The autoencoder concept has evolved over the years with neural networks [144, 145]. The motivation behind autoencoders is related to learning low dimensional representations [146]. One of the examples of its efficient usage is to derive/retrieve information in a query database. Autoencoders as a semantic hashing approach can be used in the way they learn a reduced, binary representation, then all database entries can be stored in a hash table that maps representation vectors to entries. This hash table allows us to perform information retrieval by returning all database entries that have the same binary code as the query [127]. When the representation has a greater dimension than the input, the model is called **overcomplete autoencoder**. It learns to copy the input without learning useful features about the data distribution. Using a regularizer in this case avoids limiting the model’s capacity. This consists of using a loss function to learn other features, such as the sparsity of the representation, rather than only the copy function. Autoencoders are also algorithms that learn a manifold of the data or the structure of the manifold. A manifold is a region where the data is represented as connected points associated within a neighborhood.

In the area of unsupervised deep learning, combing the idea of representation learning with latent variable models results in having the autoencoder act as a generative model. Variational Autoencoders (VAEs) [115, 116] are autoencoders designed with a prior on the representation space. A VAE learns stochastic mappings between the observed \(x\)-space and a latent space \(z\)-space as shown in Figure 42. The VAE architecture is similar to an AE architecture shown in Figure 43. It is composed of two stacked neural networks acting as encoder and decoder. The encoder learns a mapping from the input space \(x\) to a latent space \(z\) in which a meaningful representation of the data is learned. The decoder learns the inverse mapping. Once the model is trained to reconstruct the input, the decoder can be used independently as a generator of new data by sampling from an inferred model. This property makes the VAE one of the fastest generative models [147]. The encoder and decoder models are deep neural networks. Such networks can be: MLPs, CNNs, RNNs, Attention Networks [148]. A normalizing flow provides a strategy of transforming a simple distribution into a complex one using a sequence of invertible transformations. Real-valued Non-Volume Preserving (RealNVP) [149] use normalizing flows by stacking a sequence of invertible transformations which are bijective. In each transformation, the input of dimension \(K\) is divided into two parts: the first \(k\) dimensions remain unchanged and dimensions from \(k + 1\) to \(K\) are scaled and shifted with parameters as functions of the \(k\) dimensions. The autoregressive property consists of modeling sequential data, in which an observation \(x_i\) is conditioned on \(x_1, \ldots, x_{i-1}\). An autoregressive flow model applies the autoregressive property on the dimensions of each flow transformation. Examples of such models are: Neural Autoregressive Distribution Estimator (NADE) [150], Masked Autocoder for Distribution Estimation (MADE) [151], Pixel Convolutional Neural Networks (Pixel-CNNs) [136] and Pixel Recurrent Neural Networks (PixelRNNs) [137]. Inverse autoregressive flow (IAF) [152].

---

**Figure 41:** Composite GAN components

**Figure 42:** Stochastic mappings between observed space and latent space learned with VAEs
VAEs combine ideas from representation learning and probabilistic latent variable modelling to derive a class of deep models. Representation learning approaches have been widely used for supervised and unsupervised tasks, and in particular with deep learning architectures, with the multiple non-linear transformations yielding more abstraction and potentially more useful representations [111].

**Latent variable model**

Let $p_\theta(x, z)$ be the latent variable model, where $x$ is the observed variable and $z$ the latent variable. $p(z)$ is the prior distribution over $z$ and the posterior inference is represented by the probability distribution $p(z|x)$.

A latent variable model introduces an unobserved random variable of $m$ dimension for every observed data point of $n$ dimension (where $n > m$) to explain and retrieve hidden structures. In other words, latent variables are unobserved variables, therefore not part of the dataset. VAEs are latent variable models where the latent variable $z$ captures some structure in $x$. The generative process in a latent variable model of data points $x$ consists of learning a reconstruction of $x$ represented by $\hat{x}$ from $z$ and can be expressed as a probability distribution $p(x|z)$ along with the prior $p(z)$. The marginal distribution over the observed variables $p_\theta(x)$, is given by

$$p_\theta(x) = \int p_\theta(x, z) dz.$$ 

This is also called the (single data point) marginal likelihood or the model evidence, when taking it as a function of $\theta$ representing the parameters of the model.

A deep latent variable model denotes a latent variable model whose distributions are parameterized by neural networks. We refer as well to a conditional model $p(x, z|c)$, where $c$ is the condition. The most common models with latent variables are the ones with a factorization property:

$$p_\theta(x, z) = p(z)p_\theta(x|z).$$

The goal is to learn the generative distribution of $x$ from $z$, i.e., $p(x|z)$. One assumption in this model is that the prior $p(z)$ is known. Set $p(z)$ to be a unit Gaussian. A good generative model would assign high probabilities to observed $x$, i.e., learning a good $p(x|z)$ is equivalent to maximizing the probability of the observed data $p(x)$. The optimization problem is then defined as
\[ \max_\theta p_\theta(x) = \max_\theta \int z \, p(z) p_\theta(x|z), \]

where \( p(x|z) \) is parametrized by \( \theta \). This optimization involves computing the integral over \( z \) which remains intractable, i.e., non-existence of an analytical solution or an efficient estimator.

**Posterior inference in a latent variable model**

To overcome the tractability problem, \( p(z|x) \) is approximated using the variational inference as described in Section 6.3. Variational inference models the true distribution \( p(x|z) \) using a simpler parametric distribution \( q_\phi(z|x) \). This modeling of \( q_\phi(z|x) \) refers to the encoder part of the VAE, also called the inference model, and the parameters \( \phi \) are called variational parameters. The distribution \( q_\phi(z|x) \) can be parametrized using NNs and therefore \( \phi \) parameters represent the weights and biases of the NNs. Applying variational inference consists of first choosing a family of distributions over the latent variables. Then the optimization procedure consists of finding the set of parameters to best approximate the posterior distribution using the KL divergence. It is formulated as

\[
\min_\phi KL(q_\phi(z|x), p(z|x)) = \min_\phi \int x \, q_\phi(z|x) \log \frac{q_\phi(z|x)}{p(z|x)},
\]

where \( p(z|x) \) is part of this definition of the optimization problem. By decomposing the KL term

\[
KL(q_\phi(z|x), p(z|x)) = \int x \, q_\phi(z|x) \log \frac{q_\phi(z|x)}{p(z|x)} = \int x \, q_\phi(z|x) \log \frac{q_\phi(z|x)p(x)}{p(x, z)} = \int x \, q_\phi(z|x) \log \frac{q_\phi(z|x)}{p(x, z)} + \int x \, q_\phi(z|x) \log p(x) = -L(\phi) + \log p(x),
\]

where

\[
L(\phi) = \int x \, q_\phi(z|x) \log \frac{p(x, z)}{q_\phi(z|x)}.
\]

At the end we have

\[
KL(q_\phi(z|x), p(z|x)) = -L(\phi) + \log p(x) \iff L(\phi) = \log p(x) - KL(q_\phi(z|x), p(z|x)).
\]

One of the properties of the KL is that it has a non-negative value. The \( L(\phi) \) is a **lower bound** on the log probability of the observed data as

\[
L(\phi) \leq \log p(x).
\]

Therefore, the optimization objective of a VAE is this evidence lower bound (ELBO), derived through Jensen’s inequality stating that if \( g(x) \) is a convex function on \( R_x \), and \( E[g(x)] \) and \( g(E[x]) \) are finite, then \( g(E[x]) \leq E[g(x)] \), where \( E[] \) represents the expected value. A key property of the ELBO, is the joint optimization of the encoder (\( \phi \)) and decoder (\( \theta \)) parameters using stochastic gradient descent. Note that the objective ELBO could be the sum or average of the individual data point ELBO’s values.
The reparameterization trick

To perform an efficient approximation of the posterior inference and an efficient maximum likelihood estimation, authors in References [115, 116] proposed the VAE for variational inference based on a reparameterization trick. The reparameterization trick is a change of variables operation to get a differentiable ELBO (assuming a differentiable encoder and decoder and continuous latent variables). The change of variables consists of a transformation of the variable \( z \sim p_\phi(z|x) \) into \( z = g(\epsilon, \phi, x) \), where the random variable \( \epsilon \sim p(\epsilon) \) is independent of \( x \) and \( \phi \). One way to get a tight bound is increasing the flexibility of the decoder. This can be seen through a connection between the ELBO and the KL divergence. Algorithm 1 defines the stochastic optimization of the ELBO.

Algorithm 1 Stochastic optimization of the ELBO. Since noise (model’s noise) originates from both the minibatch sampling and sampling of \( p(\epsilon) \), this is a doubly stochastic optimization procedure. This procedure is called the Auto-Encoding Variational Bayes (AEVB) algorithm [115]

\[
\begin{align*}
\text{Data:} & \quad D: \text{observed dataset} ; \\
q_\phi(z|x): & \text{inference model (encoder)} ; \\
p_\theta(x,z): & \text{generative model (decoder)} ; \\
\text{Result:} & \quad \theta, \phi \text{ learned parameters} \\
\end{align*}
\]

Initialization of \( \theta \) and \( \phi \); 

while SGD (Stochastic Gradient Descent) not converged do

Random minibatch of data : \( M \sim D \); 
Random noise for every datapoint: \( \epsilon \sim p(\epsilon) \); 
Compute \( L_{\theta,\phi}(M, \epsilon) \) and its gradients ; 
Update \( \theta \) and \( \phi \) using the SGD optimizer.
end

A common choice for the posterior distribution is the factorized Gaussian distribution:

\[
q_\phi(z|x) = N(z; \mu, \text{diag}(\sigma^2)),
\]

where the encoder networks outputs the \( \mu \) and \( \sigma \). Using the re-parametrization trick, and choosing \( \epsilon \sim N(0, I) \) \( z \) can be written as: \( z = \mu + \sigma \circ \epsilon, \circ \) is the element wise product.

6.9 Review of Machine Learning in High Energy Physics

Machine learning has changed the way data analysis is done in all scientific fields. It has been applied to solve many problems in high energy physics in both theory to experiment, with a particular interest in developing ML based solutions for the high luminosity LHC (HL-LHC). The HL-LHC, scheduled to start taking data around 2026, will bring unprecedented amounts of data. The pileup will increase significantly, posing new challenges for the research community including the extraction of the underlying physics. Related topics where further progress is still to come include reconstruction, analysis algorithms, simulation, calibration and decreasing the data footprint.

6.9.1 Machine Learning in Theoretical High Energy Physics

In the theoretical field, ML can help in optimizing and searching for new theoretical models. One of the promising model is a neural network to model the Parton Distribution Function (PDF) [158]. The procedure starts with combining around 50 datasets from different physics processes and training a neural network per PDF. Another application of ML aims to widen our knowledge of Beyond the Standard Model (BSM) physics in order to answer the limitations of the Standard Model (SM), such as the electroweak symmetry breaking origin and the nature of dark matter. The new physical phenomenon are unknown and therefore this can be formulated as an anomaly detection search. The goal is to build a model able to derive unknown signal properties from the data. The new physics is expected to manifest as the deviations of distributions in its absence. An unsupervised learning model [159] compares if the two-dimensional input: the SM simulated event and an observed event containing a potential sign of new physics, are from the same probability distribution. The deviation measure is based on a statistical hypothesis test using a \( K \) Nearest Neighbors search to estimate the ratio of the two densities. The distribution of the test statistic is derived by a permutation test. Observing the statistical test of its tailed distribution asserts the theory of having two datasets drawn from different probability densities, indicating an anomaly. Generative models are also used for new physics search. An example using VAEs [160] is trained on SM samples from a single-lepton stream from hardware Level-1 (L1) trigger system selection. The method uses a threshold test in order to detect BSM events produced by the LHC. The threshold definition is derived from the distribution loss of the VAE when reconstructing a validation set. From this reconstruction, events are classified as potential anomalies if their loss is larger than the threshold.
6.9.2 Machine Learning in Experimental High Energy Physics

6.9.3 Online Computing

An important aspect of ML application targets the trigger level for the purpose of helping better real-time selection of interesting events to be considered for further analysis. This decision has to be made within a microsecond level and requires dedicated hardware integrated on the trigger system. Boosted decision trees (BDTs) are widely used in HEP. In decisions trees, for a classification problem, a leaf represents a decision of assigning a data sample to a class. In 2010, the CMS experiment introduced an ML based approach for level 1 trigger using BDTs to approximate muon momenta, which may identify new BSM physics. The ATLAS experiment introduced a BDT at trigger level for tau identification, rejecting backgrounds from quark and gluon initiated jets. A neural network based approach is used by the LHCb experiment for fast fake track and clone rejection.

An important aspect of ML application targets the trigger level for the purpose of helping better real-time selection of interesting events to be considered for further analysis. This decision has to be made within a microsecond level and requires dedicated hardware integrated on the trigger system. Boosted decision trees (BDTs) are widely used in HEP. In decisions trees, for a classification problem, a leaf represents a decision of assigning a data sample to a class. In 2010, the CMS experiment introduced an ML based approach for level 1 trigger using BDTs to approximate muon momenta, which may identify new BSM physics. The ATLAS experiment introduced a BDT at trigger level for tau identification, rejecting backgrounds from quark and gluon initiated jets. A neural network based approach is used by the LHCb experiment for fast fake track and clone rejection.

6.9.4 Offline Computing

**Particle identification:** BDTs and DNNs have been popular techniques for particle identification (PID) and pattern recognition in different levels of detector systems. The goal is to alleviate challenges, such as the combinatorics of the tracking system. For PID in Reference [164], the charged particle classes are: electron, muon, pion, kaon, proton and ghost track (fakes). The baseline PID approach, ProbNN uses six binary one layer shallow neural networks one for each particle type. In an ML image processing context, since detector measurements are stored digitally, creating an image from particle collisions is possible for the particle classification problem. Collision events that occur in accelerators do not produce only particles of interest, but also “noise” particles. The former represent the signal events and the later are the background. With the Higgs discovery in 2012 by the ATLAS and CMS experiments, ML was used to reproduce the discovery. This was achieved by performing a classification to choose which jets to group to reconstruct Higgs or top quark candidate mass. Neutrino experiments, as well, are using ML approaches for neutrino event reconstruction and classification.

**Reconstruction:** in order to reconstruct continuous quantities such as particle positions and energies, regression algorithms are used. One example relates to very high energy gamma-ray astronomy is the Cherenkov Telescope Array (CTA). A regression model in Reference [168] is based on CNNs, and it shows promising results in measuring particle features. In LHC experiments, reconstructing full tracks from a puzzle of hundreds of points consists a challenge. With the HL-LHC, this puzzle will become significantly more challenging. R&D efforts are ongoing to solve the tracking problem with ML. One of the examples is HEP.TrkX, an approach which investigates tracking using long short-term memory (LSTM) on many-core processors. Moreover, some physics phenomena happen on very small scale of time and current detector technology cannot observe them directly. The Higgs boson is one of these examples. It decays principally at the LHC collision point. A reverse approach to reconstruct the initial process is based on measuring the decay products. DNN models are used for feature extraction of particles such as reconstructing images from the intensity in the calorimeters. CNNs and RNNs architectures are also used to measure electrons and photons, jets and missing energy properties.

**Simulation:** in the offline computing context as well, a tremendous amount of LHC computing resources are dedicated to Monte Carlo event simulation. Optimization techniques are investigated, but the speed is still a major obstacle for HL-LHC. ML solutions can alleviate the problem and provide fast simulation alternatives to model the detector response. Calorimeter simulation is a particularly time-consuming step. Early applications using generative model GAN were implemented for fast electromagnetic shower simulation. Reference [123], presents the first application of GANs and VAEs for calorimeter shower simulation in the ATLAS detector. The study focuses on simulating showers of photons in central $\eta$ using a range of energies from 1 GeV to 260 GeV. To assess the quality of the generative performance, shower shape variables are used, such as the energy deposited in electromagnetic calorimeter layers and calorimeter cell's relative distribution of energies. In another example in Reference [171], a GAN model, is used to simulate clusters produced by particles in the Time Projection Chamber (TPC). The model is a combination of two types of GANs: a conditional convolutional GAN and a conditional LSTM GAN. The condition refers to the initial information about the simulated particles.

**ML-HEP software and open challenges beyond HEP community:** multiple initiatives are undertaken in the physics community for ML software development. Toolkit for Multivariate data Analysis (TMVA) integrated in ROOT, is a machine learning package for processing and evaluation of multivariate

---

2 The network output is normalized between 0 and 1 and therefore named ProbN
3 Usually, these networks have one hidden layer and an output layer.
4 It consists of 19 telescopes in the Northern and 99 telescopes in the Southern Hemisphere.
classification. Scikit-HEP \cite{scikit-hep} project provides a set of interfaces and Python tools for the HEP community such as root-numpy, root-pandas and uproot. In the area of computing infrastructure, workflow and data management, ML solutions are also applied to optimize resource use. Application examples include predicting the popularity of a dataset from its usage to reduce disk resource saturation and to detect anomalies in network traffic to enhance security \cite{network-fraud}. The application of ML for HEP was also made available to the data science community, such as the Higgs ML \cite{higgs-ml} and the TrackML \cite{trackml} challenges. Simulated data of the Higgs decays to tau-lepton pairs were released by the ATLAS experiment in 2014, for the Higgs ML challenge on the Kaggle platform. The task was an event classification into tau-tau decay of a Higgs boson versus background. Using ML to build a fast track reconstruction particles from 3D points was the aim of the TrackML challenge, running on Kaggle and Codalab platforms. The samples were generated using an open source tracking toolkit (ACTS) \cite{acts}.

As any scientific approach using ML in HEP faces multiple challenges. It requires trial and error to converge to a successful model. Optimization procedures of the model’s hyperparameters using parallelization on CPUs and GPUs are also investigated \cite{hyperparameter-optimization}. Bayesian Optimization with a Gaussian Process prior and an evolutionary algorithm are two examples of such procedures. Another challenge is related to systematic uncertainties, where data augmentation and physics knowledge integration techniques are explored \cite{systematic-uncertainties}. Furthermore, another challenge is the sculpting of variables, such as the mass distributions or the PID information, e.g., using BDTs \cite{variable-sculpting}.
7 FastCaloVSim: Fast Calorimeter Shower Simulation with Variational Autoencoders

The LHC experiments use a huge amount of computing resources to track and measure properties of a massive number of interacting particles. This process requires a dedicated hardware and software infrastructure. Detector simulation using the Geant4 toolkit is the main component that describes the phenomena of high energy particle interactions with the detector. The simulation output is used to test theories, both well-established, such as the Standard Model, and theories related to physics beyond the Standard Model. The simulation process for LHC experiments such as ATLAS provides a detailed description of the detector response. This description requires at least three components: the geometry of the detector, the physics modules and the primary particle definition. The first module describes the shapes, materials and the positioning of the different components in the detector. The second module describes the particles, energies and interactions. The third module represents the properties of the primary particles. The simulation process models every aspect of the interaction within the sensitive detector elements and all the remaining effects from the design choices, including dead material and cables. Therefore, it is inherently complex and slow. The resources consumed by this full simulation limit the statistics due to finite CPU and disk space availability. As an example, in order to generate Run2 statistics, the ATLAS Monte Carlo sample production used around 40% of the total CPU resources [186].

In the ATLAS simulation chain, describing the shower development in the calorimeter is a key step and, at the same time, the most CPU intensive one. Annually, the shower simulation uses billions of CPU hours [187]. For a single event of particle showers, simulating the step-by-step shower development in the calorimeter impedes a straightforward acceleration (such as porting to GPUs). Furthermore, with high energies, the showers are created deeper in the calorimeter and therefore their simulation consumes even more resources to fully describe them. A fast approach would reduce the computational simulation footprint. This sets the stage for machine learning based techniques. The FastCaloVSim approach, detailed in the following chapters, describes a fast data-driven simulation technique based on Variational Autoencoders (VAEs).

The next Chapters 8, 9 and 10 provide the details of FastCaloVSim, among those: shower resolution, architectural design choices, physics knowledge integration and the patterns that emerge from understanding and modeling the complexity of the electromagnetic and hadronic showers in the core of the ATLAS calorimeter. This chapter provides technical details and descriptions of the common parts in the different studies in this thesis.

7.1 Geant4 samples

The Geant4 events used for training and validation of the FastCaloVSim approach are produced with the ATLAS simulation infrastructure. The datasets consist of events of single photons and pions simulated using Geant4 10.1.patch03.atlas02 with the standard MC16 Run2 ATLAS geometry tagged as ATLAS-R2-2016-01-00-01. This simulation includes the conditions tag OFLCOND-MC16-SDR-14. Simulating the physics is defined using the FTFP-BERT reference physics list [189], used as a standard inside ATLAS, offering the best tradeoffs between speed and accuracy. The FTFP refers to the FTF parton string model [191] to simulate hadron-nucleus interactions starting from 4 GeV energies, followed by a precompound Geant4 mode, applied to de-excite the nucleus. Bertini cascade [190] is used for low energy hadron-nucleus interactions.

The VAE model of the FastCaloVSim approach is designed to only learn the interactions happening in the calorimeter volume. Therefore, the truth particles of all the Geant4 samples used for different training and validation phases are generated at the boundary between the inner detector and the calorimeter in the ISF. This is known as a generation at the calorimeter surface. This generation is done by shifting the vertex of the primary particles to the surface of the calorimeter. Moreover, these samples were produced with the same settings as for Run2, i.e., without the beam spread in the ATLAS interaction region. All of the cross talk between neighboring cells and dead cells and the electronic noise are turned off in the digitization step of the simulation chain.

The Geant4 dataset used to train the model in Chapter 8 is the ATLAS production from 2018. For Chapters 9 and 10, we use the 2019 production. Both productions have single-particle samples, photons, electrons, and pions with approximately 4500 samples in total. The calorimeter is segmented into 100 $\eta$ slices of equal size of 0.05 in order to homogenize the structure in each slice and simplify the definition of samples. For each particle and for each slice, around 11 (1 GeV-1 TeV) and 17 (64 MeV-4 TeV) energy samples are produced in a logarithmic scale for 2018 and 2019 productions respectively. The particle generation process for each sample considers both sides of the detector per $\eta$ slice and is uniformly distributed in $\phi$. The number of events in each sample is 10000 for energies up to 256 GeV and at higher energies, such as 1 TeV (4 TeV), only 3000 (1000) events were produced due to the long simulation time. Each of the samples contains the energy depositions
in the ATLAS calorimeter layers. Figure 44 shows the geometry of the ATLAS calorimeter in the \((r,z)\) plane. The colors represent the different layers of the calorimeter, with a total of 24, where each layer is only defined in a certain \(\eta\) region. The design of the calorimeter is based on a segmentation into three-dimensional cells, which define the granularity of the calorimeter. These cells have non-uniform sizes and shapes, in addition to some partial overlaps. Therefore, their changing sizes between layers and calorimeter regions creates a very complex structure to model. The next section introduces the different strategies to represent the showers using the Geant4 sample information of cells and hits.

7.2 Shower Representation and Granularity: From Cells to Voxels to Centroids

The ATLAS detector can be seen as a set of cameras to record pictures of collision events. At the calorimeter level, the incident particle energy is almost fully absorbed in its layers. This energy is then transformed into electronic signals. Considering calorimeter cells as cuboids, the shower development in the calorimeter can be seen as a three-dimensional image through layers as illustrated in Figure 45, where pixels represent cells. The first two dimensions are the spatial coordinates of a cell in the detector, and the third dimension represents the energy deposited by the particle in the corresponding cell. It is encoded as the intensity of the pixel. In order to train a model to learn particle showering in the calorimeter, the first step is to perform data preprocessing. This consists of converting the Geant4 data into an input structure such as an image. The model is then trained on the images of energy depositions originating from particle interaction with each calorimeter layer.

The output of the Geant4 simulation, called hits, represents the energy deposition from a shower at different space points. The number of these hits per shower is very large and their location is very sparse, due to the fact that Geant4 simulates every single interaction of the incident particle in the detector volume. Figure 46 illustrates the Geant4 hits simulated for two events in EMB2 for photons with an energy of 65 GeV in \(0.2 < |\eta| < 0.25\). To overcome this sparsity problem, the hits can be aggregated into different volume spaces. Moreover, in order to train the FastCaloVSim model to learn this process of development in the calorimeter, the structure of the input has to be well-defined and identical for all events. This structure (image) is represented by the number of the volume spaces (granularity) in 2D.

The structured input is defined along three stages with increasing granularity of this structure: cell level, voxel level and centroid level. Figure 47 illustrates a representation of EMB2 layer structure. In a cell definition the structure has in total 49 volumes, for voxel definition, it has 640 and for centroid definition, the total number of volumes is 1000.

The cell level, inspired from the calorimeter cell granularity, consists of building a 2D image in \(\eta \times \phi\), where
Figure 45: Representation of average energy depositions of a shower development in the calorimeter as 2D grid for each calorimeter layer. The red line presents the trajectory of the truth particle.

Figure 46: Geant4 hits distribution in $d\eta \times d\phi$, centered on the primary particle’s initial trajectory for (a) event number 4281 and (b) event number 9000 of photons with 65 GeV energy in $0.2 < \eta < 0.25$. In (a) the activity at the opposite side of the detector is likely caused by neutrons which produce hits later due to their slow hit time.
Figure 47: Image representation for (a) cells, (b) voxels and (c) centroids for photons in EMB2. (d) is a zoomed version of the voxels and (e) is a zoomed version of the centroids.
the volume space value or the pixel intensity represents the cell energy computed as the sum of the hit energies assigned to that cell. This definition of cells is intuitive and simple to derive, since Geant4 samples contain the identifier of the cells (ID). By using the cell ID, all its relevant information, such as $\eta$ and $\phi$, can be retrieved from the geometry file of the detector. Defining a shower representation using cells is limited because cells are too coarse to capture the intricate details of a shower. Moreover, they are completely dependent on the geometry of the calorimeter, which implies defining a representation per calorimeter region where cells have similar shapes.

In order to address the geometry dependence and to increase the granularity, a second structure, composed of 2D images called the voxel level, is defined. The Geant4 hits are then grouped into voxels in polar coordinates $(r, \alpha)$, inspired from the circle-like energy development process of showers.

The third approach does not rely on a physics definition, but is rather derived from an ML voxelization using a clustering algorithm. The definition is straightforward, since it relies on using hit information in a 2D space to derive centroids for each cluster of hits. These centroids are derived independently, from the truth energy. Furthermore, this definition is completely independent of the detector geometry. The ML voxelization provides more flexibility in defining the granularity of the images, referred to as the number of clusters. With highly granular images, the energy deposition of particles traversing the ATLAS detector can be modeled at a small scale. Moreover, with high granularity, the tails of the shower shape distributions are distinct and as a consequence they can be well reproduced as well as the core of the shower.

The first prototype that learned to simulate showers using the cell information as input structure is detailed in Chapter 5. It also represents the first application of generative models (VAEs and GANs) to simulate showers in the ATLAS calorimeter. The content of this chapter is adapted from the work published in References 123, 213, 214. Chapter 9 details the pipeline to train, test and validate on voxel level inputs and Chapter 10 describes the centroid level approach of FastCaloVSim. In each of these chapters, we propose a VAE model to address the complex learning process. Each model learns features of the showers at different levels of details. Additionally, by incorporating information about the energy and $\eta$, the learning becomes global in an efficient and flexible way.

7.3 Overview of Training Strategies

Simulating showers using FastCaloVSim started with investigating and exploring the performance on a single calorimeter layer with a single energy in a central $\eta$ region. The next training consisted of learning a complex structure of electromagnetic showers by considering the four electromagnetic layers of the ATLAS calorimeter in the barrel region: PresamplerB, EMB1, EMB2 and EMB3 for a single energy and $\eta$ slice. This allows us to optimize the network to learn to generate showers in unevenly and spatially segmented layers. It also demonstrated the learning potential of the correlations between layers.

Concretely, a generalizable simulator should not only learn an approximation function to generate showers, but also support a conditional function based on the incident particle’s features. Moving from a single energy to multiple energies in a single $\eta$ slice is the purpose of designing a conditional VAE. Within the conditional model, a probability distribution of generating showers with specific energy values is learned from the training samples. In parallel, using a single energy and conditioning on a range of $\eta$ slices was a proof of concept on the feasibility of conditioning on $\eta$. Tracking the network performance from all the previous steps allowed the design of a VAE model that learns to generate showers based on two conditions of energy and $\eta$ using information from all the calorimeter layers.

The FastCaloVSim approach is also designed per particle type. This choice is motivated by the fact that showers originating from the different types of particles develop quantitatively and qualitatively differently. The above strategies are first applied on photons and then on pions. Figure 48 illustrates an example of a shower development of a single photon and a single pion with the same energy of 50 GeV in $0.2 < |\eta| < 0.25$ in EMB2. This shows that photons have compact shower development, i.e., a narrower and shallower shower. Hadronic showers, on the other hand, are characterized by a wider shower development, and they can penetrate deeper into the calorimeter. This means that the energy for photons and pions is not deposited in the same relevant layers, which leads to a different input structure and therefore two different models.

7.4 Shower Observables

In order to model a physics process, $n$ events of this process are simulated. Looking at the distributions describing measured properties of these events provides an understanding of their underlying behavior. The evaluation is therefore based on shower observables, a set of variables that describe shower properties in terms of energy and directions, such as longitudinal and lateral directions. These variables are used by ATLAS for
Figure 48: Shower development in EMB2 for two particles types: (a) (c) photon (b) (d) pion with an energy of 50 GeV in \(0.2 < |\eta| < 0.25\). (c) and (d) are zoomed in the 0.4 region in \(\Delta \eta\) and \(\Delta \phi\). This development is represented as a function of the relative positions to the truth particles, and the z axis represents the deposited energy in each \((\Delta \eta, \Delta \phi)\) bin.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_i$</td>
<td>Energy deposited in the 'i'th calorimeter layer</td>
<td>$\sum_{j \in \text{pixel}} E_{ij}$ (a pixel can be a cell, voxel, or centroid)</td>
</tr>
<tr>
<td>$E_{Tot}$</td>
<td>Total energy deposited in the calorimeter</td>
<td>$\sum_{l=0}^{l_{\text{number of considered layers}}} E_i$</td>
</tr>
<tr>
<td>e233</td>
<td>Uncalibrated energy of the middle sampling in a rectangle of size 3×3 (in cell units $\eta \times \phi$)</td>
<td>$\sum_{j=0}^{3 \times 3} E_{2\text{cell}j}$</td>
</tr>
<tr>
<td>e235</td>
<td>Uncalibrated energy of the middle sampling in a rectangle of size 3×5</td>
<td>$\sum_{j=0}^{5 \times 5} E_{2\text{cell}j}$</td>
</tr>
<tr>
<td>e255</td>
<td>Uncalibrated energy of the middle sampling in a rectangle of size 5×5</td>
<td>$\sum_{j=0}^{5 \times 5} E_{2\text{cell}j}$</td>
</tr>
<tr>
<td>e237</td>
<td>Uncalibrated energy of the middle sampling in a rectangle of size 3×7</td>
<td>$\sum_{j=0}^{3 \times 7} E_{2\text{cell}j}$</td>
</tr>
<tr>
<td>e277</td>
<td>Uncalibrated energy of the middle sampling in a rectangle of size 7×7</td>
<td>$\sum_{j=0}^{7 \times 7} E_{2\text{cell}j}$</td>
</tr>
<tr>
<td>ecore</td>
<td>Core energy in the ECAL using core cell selection</td>
<td>$E_0(3 \times 3) + E_1(15 \times 2) + E_2(5 \times 5) + E_3(3 \times 5)$</td>
</tr>
<tr>
<td>f1</td>
<td>Fraction of energy reconstructed in the first sampling</td>
<td>$E_1/E$, where $E_1$ is energy in all strips belonging to the cluster and $E$ is the total energy reconstructed in the electromagnetic calorimeter cluster $E_3/E$</td>
</tr>
<tr>
<td>f3</td>
<td>Fraction of energy reconstructed in the third sampling layer</td>
<td>$\sqrt{\sum (E_i) \times (i - i_{\text{max}})^2 / \sum (E_i)}$ (i: the number of the strip and $i_{\text{max}}$: the most energetic strip number)</td>
</tr>
<tr>
<td>weta1</td>
<td>Shower width using +/-3 strips around the one with the maximal energy deposit</td>
<td>$\sqrt{\sum E_i \times \eta_i^2 / \sum E_i}$ - $(\sum E_i / \eta \sum E_i)^2$, where $E_i$ is the energy of the i-th cell</td>
</tr>
<tr>
<td>weta2</td>
<td>The lateral width calculated with a window of 3×5 cells using the energy weighted sum over all cells, which depends on the particle impact point inside the cell</td>
<td>$\sqrt{\sum E_i \times \eta_i^2 / \sum E_i}$ - $(\sum E_i / \eta \sum E_i)^2$, where $E_i$ is the energy of the i-th cell</td>
</tr>
<tr>
<td>wtots1</td>
<td>Shower width determined in a window $\Delta \eta \times \Delta \phi = 0.0625 \times 0.2$, corresponding typically to 20 strips in $\eta$</td>
<td>$\sqrt{\sum E_i \times (i - i_{\text{max}})^2 / \sum E_i}$, where $i$ is the strip number and $i_{\text{max}}$ the strip number of the first local maximum</td>
</tr>
<tr>
<td>emaxs1</td>
<td>Energy of strip with maximal energy deposit</td>
<td>$\sqrt{\sum E_i}$</td>
</tr>
<tr>
<td>e2tsts1</td>
<td>Second maximum in strips calculated by summing 3 strips</td>
<td>$e_{\text{maxs}1} - e_{2\text{tsts}1}/e_{\text{maxs}1} + e_{2\text{tsts}1}$</td>
</tr>
<tr>
<td>Eratio</td>
<td>Difference between the highest and second-highest energy deposit in the cells of the i-th layer, divided by the sum</td>
<td>$e_{\text{maxs}1} - e_{2\text{tsts}1}/e_{\text{maxs}1} + e_{2\text{tsts}1}$</td>
</tr>
<tr>
<td>emins1</td>
<td>Energy reconstructed in the strip with the minimal value between the first and second maximum</td>
<td>$e_{2\text{tsts}1} - e_{\text{emins}1}$</td>
</tr>
<tr>
<td>DeltaE</td>
<td>Difference between the second maximum in strips and the energy reconstructed in the strip, with the minimal value between the first and second maximum</td>
<td>$e_{2\text{tsts}1} - e_{\text{emins}1}$</td>
</tr>
<tr>
<td>R$\eta$ or Reta</td>
<td>Reconstructed $\eta$</td>
<td>$e_{237}/e_{277}$</td>
</tr>
<tr>
<td>R$\phi$ or Rphi</td>
<td>Reconstructed $\phi$</td>
<td>$e_{233}/e_{237}$</td>
</tr>
</tbody>
</table>

Table 5: Shower observables for photons.

The validation of single pions is based on reconstructing their showers as jets. This reconstruction is derived from the ATLAS topological cell clustering [203]. This approach allows us to reconstruct single-particle showers...
Variable | Description | Formula
--- | --- | ---
$r_i$ | Radial distance to shower axis | $r_i = |\vec{x}_i - \vec{c} \times \vec{s}|$; with $\vec{x}_i, \vec{c}$ the center of gravity, $\vec{s}$ the shower axis.
$\lambda_i$ | Longitudinal distance from shower center of gravity | $\lambda_i = (\vec{x}_i - \vec{c}).\vec{s}$
$\langle r \rangle$ | First moment in $r$ | $\nu_{cell} = r_i, n = 1$
$\langle \lambda \rangle$ | First moment in $\lambda$ | $\nu_{cell} = \lambda_i, n = 1$
$\langle r^2 \rangle$ | Second moment in $r$: lateral extension of the topo-cluster | $\nu_{cell} = r_i, n = 2$
$\langle \lambda^2 \rangle$ | Second moment in $\lambda$: longitudinal extension of the topo-cluster | $\nu_{cell} = \lambda_i, n = 2$
$N_{Top}$ | Number of topo-clusters inside anti-$k_T$ jets formed with $R=0.4$ | 
$p_T$ | Transverse momentum: jet energy resolution | 
$m$ | Mass | 
$\Delta R$ or deltaR | Measures the distance of the cluster to the true pion | 
Isolation | Measures the sampling layer energy $E^{EM}$ weighted fraction of non-clustered neighbor cells on the outer perimeter of the topo-cluster | $Q = R \times E/W_{ion}$, where $R$ is a recombination factor, $W_{ion}$ is the average ionization energy which is equivalent to 23.6 eV for liquid argon

Table 6: Shower observables for pions.

with a higher precision in both energy and shape. This is done by retrieving the significant signal from the background, such as the electronic noise, and also from any source of fluctuations, such as pile-up. The signal extraction process is based on reconstructing three-dimensional energy groups from the secondaries in the active volume of the calorimeter. Depending on the properties of the incoming particle, the individual topo-clusters can contain a full or a partial response to a single particle, a response of different particles or a hybrid of full and partial secondaries.

Topo-cluster moments or cluster moments define the list of reconstructed observables. Table 6 shows the main observables used to determine the location and size of the clusters. The majority of the cluster moments are defined at an order $n$ for a calorimeter cell variable $\nu_{cell}$ as

$$\langle \nu_{cell}^n \rangle = \frac{\sum_{i|E^{EM}_{cell,i}>0} \omega^{geo}_{cell,i} E^{EM}_{cell,i} \nu_{cell,i}^n}{\sum_{i|E^{EM}_{cell,i}>0} \omega^{geo}_{cell,i} E^{EM}_{cell,i}}$$  (10)

The topo-cluster in a jet with the highest $p_{T,clus}^{EM}$ is called the leading cluster $^{203}$. It is found from anti-$k_T$ jets reconstructed with $R=0.4$.

### 7.5 Validation Performance

The strategy adopted to analyze the performance of the model is based on two validation steps. The first step compares the VAE generated output to Geant4 samples. The second step is based on a comparison of the reconstructed objects between a standard simulation (Geant4 samples) and a VAE based simulation. The reconstructed objects are obtained after running the reconstruction in the ATLAS Athena framework. This process (discussed in Section 7.5.2) involves a conversion and an integration of the FastCaloVSim approach into the Athena framework.
Figure 49: SSIM metric compared to the MSE of (a) $8 \times 9$ matrix of energies, (b): (a)+noise, (c): (a)+constant.

### 7.5.1 Standalone Validation

The standalone validation itself is divided into two parts: reconstruction and simulation. In the former, both the encoder and decoder networks are used to assess the quality of the VAE reconstruction of the Geant4 input showers. This reconstruction allows us to understand the network behavior and is therefore used as a guide in the tuning of the hyperparameters of the model. Because the encoder is used, a shower-to-shower comparison is possible based on image quality assessment.

The definition of a single metric to select the best set of hyperparameters is not feasible due to the complexity of the process. A model is qualified as good if it can reproduce all the shower variables. On the other hand, a metric can be defined to automatically discard poorly performing models. Pixel intensities are strongly interdependent when they are spatially close. The same pattern is present for spatially close energies. A metric such as the Structure Similarity Index Metric (SSIM) can be used for hyperparameter selection. It is a perception-based metric that measures the similarity between two images by taking into account the structure of the image rather than only the pixel values (such as the Mean Squared Error (MSE)). Figure 49 shows the SSIM values compared to MSE for an example of $8 \times 9$ matrix of energies in the case where a noise value is added to the matrix (b) and in the case where a constant is added (c). The MSE value remains the same for both cases, while the SSIM metric can perceive the similarity by assigning a higher value to (c) and a lower value to (b).

It is defined as

$$SSIM(x, \hat{x}) = \frac{(2\mu_x\mu_{\hat{x}} + c1)(2\sigma_{x,\hat{x}})}{(\mu_x^2 + \mu_{\hat{x}}^2 + c1)(\sigma_x^2 + \sigma_{\hat{x}}^2 + c2)},$$

where $x$ is the input shower image, $\hat{x}$ is the reconstructed input shower image, $\mu$ the average value of the image, $\sigma$ the variance of the image, $\sigma_{x,\hat{x}}$ the covariance of $x$ and $\hat{x}$ and ($c1,c2$) two variables to ensure a non-zero denominator. Structurally similar images have an SSIM close to 1.

Additionally, we define a metric to measure the similarity between two probability distributions. A metric such as Jensen–Shannon Divergence (JSD) can be used. It is similar to the KL divergence, but is symmetric. It is defined as $JSD(P||Q) = \frac{1}{2}D(P||M) + \frac{1}{2}D(Q||M)$, where $P$ represents the input distribution, $Q$ the reconstructed distribution and $M = \frac{1}{2}(P + Q)$ and $D(Q||M)$ the KL divergence. Similar distributions would have a metric value close to 0. Figure 50 illustrates the evaluation of two sets of hyper-parameters using the defined metrics JSD and SSIM. In both cases, the metrics are computed on the same number of events. This example illustrates the scenario where one set of hyper-parameters (case 1) is automatically discarded due to poor metric values and the other set (case 2) is considered for the next evaluation. Figure 51 shows an example of a Geant4 shower and its two reconstructed versions from case 1 and case 2, where the poor metric values in the later case 1 can be seen in the dissimilarity compared to the Geant4 shower.

For the simulation, only the decoder network is used as a generator by sampling from $d$ dimensional uncorrelated Gaussians where $d$ is the dimension of the learned latent space. In addition to $d$ Gaussians, condition values of the energy and $\eta$ of the incident particle form the inputs of the generator. The standalone validation code
Figure 50: SSIM and JSD metrics for two sets of hyperparameters (a) case 1 and (b) case 2. A Good metric value for SSIM is 1 and for JSD is 0. In this case, (a) is automatically discarded from further validations.

Figure 51: (a) a Geant4 shower of a photon particle with an energy of 65 GeV and 0.2<|\eta|<0.25 in EMB2 (b) its VAE-Reconstructed shower from the set of hyper-parameters in case 1 in Figure 50 (c) its VAE-Reconstructed shower from the set of hyper-parameters of case 2 in Figure 50.
compares VAE-generated showers to the preprocessed Geant4 samples based on shower observables which can be computed in a standalone way, i.e., they do not need object reconstruction in Athena.

The training results of the model vary depending on the input parameters. The best set of hyperparameters is obtained using a grid search, performed in parallel on multiple GPUs. This hyperparameter scan is performed for each of the models (cells, voxels, and centroids). Since VAEs are trained to minimize a target objective of reconstructing the input data, this can be used as an optimization metric. However, this metric is relevant only if the desired task is to reconstruct the input values of energies per volume spaces or what is similarly performed in image reconstruction of pixel intensities. To strengthen this optimization, the hyperparameter values are chosen by minimizing, in addition to the reconstruction loss, the $\chi^2$ of some key physics observables. The $\chi^2$ value compares the observable distributions of generated showers to Geant4. These observables are the total energy deposited in the calorimeter and the energy per layer. As an example, in a model trained on cells considering only four electromagnetic layers in the barrel region, Figure 52 shows the $\chi^2$ values as a function of the latent space dimension, which varies from 1 to 30. The best value of this dimension is the one for which the $\chi^2$ is optimized for all the five observables. In this case a 20 dimensional latent space represents the optimal value that enables a good modeling for the distributions of the five observables.

Other optimized hyperparameters include the depth of the encoder and decoder, the number of units in each layer, the activation functions, the bias, and kernel initializers, the optimizer, its learning rate, the size of the mini-batches and the weights of the different terms in the loss function.

The cell, voxel, centroid models are implemented in Keras 2.0.8/ 2.0.8/ 2.3.1 [218] using TensorFlow 1.3.0/ 1.15.0/ 2.5.0 [217] as the backend. They trained on an NVIDIA® Titan X Pascal graphics card with a processing power of 3584 cores, each clocked at 1417 MHz. The number of training epochs depends on the two minimization options of the reconstruction loss and the $\chi^2$ values of the total energy and the energy per layer. Hence, the training time depends on the number of epochs, the number of training examples and the loading of the training data into memory.

7.5.2 Validation in the ATLAS Athena framework

In order to assess the quality of the FastCaloVSim simulation in the ATLAS Athena software framework, a new service is implemented for each of the three input levels: cells, voxels and centroids. This service allows us to generate showers from FastCaloVSim and forward them to the ATLAS Athena software. The energy of the particle and $\eta$ (only used for the case of voxels and centroids) are used as conditional parameters for the inference. The output of the FastCaloVSim service is the energy generated for each of the volume spaces. For the voxels or centroids each energy value is considered as a hit and then assigned to a cell

FastCaloVSim models are developed in Python, and Athena is a C++ based environment. Therefore, these models are converted to a format ready to use in C++. This conversion is handled by the Lightweight Trained Neural Network (LWTNN) [184] library. LWTNN loads and computes the graph of the trained VAE. The decoder weights and architecture are saved into a JSON file to be used by the newly implemented FastCaloVSim service.

All simulated energy deposits are assigned to cells of the ATLAS calorimeter and processed using the ATLAS nominal reconstruction algorithms [135]. This allows the comparison of high-level variables used in physics analyses. The ATLAS geometry used for the energy assignment is the simplified geometry, an approximation of the real cell structure. This approximation does not include the accordion structure of the ATLAS ECAL layers.
Figure 52: $\chi^2$ values as function of the latent space dimension (1, 2, 5, 8, 10, 20, 30) for shower observables distributions (a) total energy, (b) energy in the presampler layer, (c) energy in EMB1, (d) energy in EMB2, (e) energy in EMB3.
8 Cell-level FastCaloVSim

This chapter presents the details of the VAE model designed to learn the showering process of photons. The first iteration of training of this model is performed on cell energies and later evaluated on cell energy ratios. In parallel, training on ratios is augmented by incorporating physics knowledge in the loss definition. The VAE performance is systematically compared to another generative model: the Generative Adversarial Network (GAN). This comparison is the result of a research collaboration, summarized in two publications [123] and [214].

8.1 Learning to Generate Photon Showers From Cell Energies

Learning the data distributions of photon showers with a generative model is a fundamental challenge for an architectural design. This challenge is related to the complexity of the physics processes to model and the different dependencies between the abstraction levels from a cell energy to a layer energy to a total energy. The challenge is also compounded by the nature of the events themselves, an early shower starting to deposit energy in EMB1 is different from a late shower which starts to deposit energy deeper in the calorimeter. The model also has to generate energy per cell in the correct positions, a cell in the center of the shower has more energy deposited in it than a cell at the edge.

8.1.1 Data Preprocessing and Storage

The cell level photon model is trained on Geant4 samples generated for nine discrete particle energies logarithmically spaced: 1, 2, 4, 8, 16, 32, 65, 132 and 262 GeV and distributed uniformly in a single region of $0.25 < |\eta| < 0.2$. Each sample contains up to 10000 generated events. For these samples, the energy of a photon shower is entirely deposited in the ECAL and only a small amount of leakage is present in the HCAL. Therefore, only ECAL layers in the barrel region are considered: Presampler, EMB1, EMB2 and EMB3.

The goal of a preprocessing is to define a structured input that is easier for the network to learn from. A shower can be described as a 2D image per calorimeter layer, where the dimensions of each image are derived from a window selection using the information of the energy deposited by a typical shower in this layer. EMB2 is described as a 2D image per calorimeter layer, where the dimensions of each image are derived from the spatial segmentation of the energy deposited by a typical shower in this layer. The image size of the other layers is defined so that the spread in $|\eta| \times |\phi|$ of EMB2 is contained. This results in images of $7 \times 7$ in $\eta \times \phi$. The image size of the other layers is defined so that the spread in $|\eta| \times |\phi|$ of EMB2 is contained. This results in images of $3 \times 3$, $56 \times 3$ and $4 \times 7$ for the Presampler, EMB1 and EMB3 respectively with a total of 266 cells as shown in Figure 53.

The cell selection procedure is based on an impact cell. The impact cell is defined as the cell in EMB2 closest to the extrapolated position of the primary photon, as illustrated in Figure 53. Cells in the other layers are selected with respect to the impact cell.

The preprocessed Geant4 events used for training and validation performance are converted to Hierarchical Data Format version 5 (HDF5) file format [188]. The structure of the file defines a hierarchy of groups, subgroups, and datasets. Two groups are defined to contain the cell and the incoming particle features: energy, $\eta$ and $\phi$.

8.1.2 Model Design and Training Procedure

Let $p_\theta(x|z, c)$ be the conditional approximation function the VAE learns for shower generation. The $c$ feature is a conditional input representing the log value of the energy of the incoming particle, $x$ is an input shower of dimension $d$ considering $l$ layers of the ATLAS calorimeter, $z$ the latent representation of a shower $x$, $\tilde{x}$ the reconstructed $x$ shower of dimension $d$, $p(z)$ the prior distribution, $q_\phi(z, c|x)$ the encoder’s learned distribution. The $d$ dimensions of one shower is represented as a concatenated vector of all cells in all $l$ layers. The energy of each cell is normalized to the energy of the incident particle in order to scale the input values in the range $[0,1]$.

In the loss function of the model, two additional terms are added in order to capture the total energy and the energy per layer as shown in Equation 11 and 12 respectively, with $N_i$ the number of cells in the $i$-th layer of the calorimeter.

\[
L_{E_{\text{tot}}}(x, \tilde{x}) = \left| \sum_{i=1}^{d} x_i - \sum_{i=1}^{d} \tilde{x}_i \right|. \tag{11}
\]

\[
L_{E_{L_i}}(x, \tilde{x}) = \left| \frac{\sum_{j=1}^{N_i} x_j}{\sum_{j=1}^{N_i} x_j} - \frac{\sum_{j=1}^{N_i} \tilde{x}_j}{\sum_{j=1}^{N_i} \tilde{x}_j} \right|. \tag{12}
\]
Figure 53: Two-dimensional representation of a Geant4 event per layer for a photon with an energy of 65 GeV in $0.2 < |\eta| < 0.25$: (a) PresamplerB: $7 \times 3$, (b) EMB1: $56 \times 3$, (c) EMB2: $7 \times 7$ and (d) EMB3: $4 \times 7$.

The custom loss function is then defined as

$$L_{VAE}(x, \tilde{x}) = w_{reco}L_{Reco} + w_{KL}L_{KL}(q_\theta(z|x)||p(z)) + w_{ETot}L_{ETot}(x, \tilde{x}) + \sum_i w_{E_{Li}}L_{E_{Li}}(x, \tilde{x}),$$

where $w$ represents a weight associated to each term. The weighting reflects the relative importance of each term during the optimization. The reconstruction term is defined as

$$L_{Reco} = E_{\tilde{z} \sim q_\phi(z|x)}[\log p_\phi(x|z)]$$

The fully differentiable function is used to train the end-to-end VAE using back-propagation. The following model parameters are a result of a grid search. For computing the update of the weight parameters, the optimizer used is RootMean Square Propagation (RMSProp) \cite{192}. RMSProp belongs to the category of adaptive learning rate methods, where the learning rate is divided by the average root of squared gradients. In this model, we use a learning rate of $10^{-4}$ and a mini-batch size of 100.

Figure 54 illustrates the detailed VAE architecture. As an input, all the cells are flattened into a single input vector of 266 nodes. The four layers of the encoder learn a reduced dimensionality representation of this 1D vector by performing a non-linear transformation with the ELU activation function. Each of the layers learns abstraction details level of the input data from the previous layer. Unlike autoencoders, VAEs learn by design a continuous latent space that allows for random sampling, which can then be interpreted as generating a new variation of the input showers. This is done by learning two vectors $\mu$ and $\sigma$, each of 10 dimensions. Then the latent representation $z$ is sampled from the Gaussian distribution parameterized by $\mu$ and $\sigma$ using the reparameterization trick as explained in Chapter 6. This means that the encoder learns a distribution per shower by stochastically generating the $z$ for the training epochs. In other words, the stochasticity means that for the same shower, $\mu$ and $\sigma$ remain the same but the actual encoded value is slightly varying during the learning steps. In an intuitive way, $\mu$ represents the center for all the encoded values of a given shower and $\sigma$ represents the variations from the mean value. The output of the encoder $z$ is then fed into the decoder to reconstruct the 266 input cells. Therefore, the decoder learns the distribution that reconstructs the input
shower. Both networks are jointly trained to reconstruct the 266 cells based on the condition value of the incoming particle energy.

Dense (fully connected) layers are well suited to learn shower properties since they are general purpose networks without any prior assumptions on the patterns to learn. Convolutional layers, on the other hand, use fewer connections between neurons, favoring the modeling of local patterns.

8.1.3 Reconstruction and Generation Performance

Given the task of learning to reconstruct the input shower, it is vital to verify that the model learns to correctly reproduce the input. This shower-to-shower comparison is only done to assess the quality of the reconstruction, not the generation. In other words, it applies when using both the encoder and the decoder. At the generation level, on the other hand, where only the decoder is used, the information about an input shower is not available. Validating the reconstruction performance uses the end-to-end VAE model on an unseen dataset (test set). Figure 55 illustrates the learning performance of the VAE for two randomly picked events showing cells in EMB2. The energy distribution across cells of a single event is well reproduced by the VAE. This is more visible in the energy pattern where in the first event, for example, most of the energy is shared between the middle cell and its left neighbor and this pattern is reproduced by the VAE. The energy in the center cells is accurately reproduced since they have the highest weight in terms of energy value, and therefore the penalty of the network is higher if this is wrongly reconstructed. The outermost cells contribute with a lower weight in the loss function due to their low energy values.

The event-to-event validation is coupled with another qualitative quantity of reproducing the average shower. It translates to computing an average cell representation across all showers with the same incoming particle energy. The averaging expresses an ensemble feature of an energy pattern which is not visible in the single event validation as shown in Figure 56. On average, the VAE learns to well reproduce this pattern.

Looking at the energy distribution per cell across showers originating from the same incoming particle, as shown in Figure 57, allows tracking of the model’s performance on a cell by cell basis.

The previous validation plots were exclusively demonstrating the reconstruction performance of the VAE. The model is also tasked to learn an approximation of uncorrelated Gaussians in the latent space. To check the model’s ability to learn this property in addition to reconstructing the input showers, Figure 58 shows the encoded distributions from photons of 65 GeV for training and unseen data compared to Gaussian distributions. Each plot corresponds to one learned dimension in the latent space. The distributions of the training data encodings are shown as a reference to see how much they deviate from unseen events. All ten distributions for both datasets approximate a Gaussian distribution. In addition to one-by-one latent distributions, Figure 59 confirms the lack of correlation between the ten dimensions of the latent space, where the correlation coefficients reported in the figure are low. Learning these uncorrelated Gaussian distributions allows us after training and validation to use the decoder as a generator of new showers. A ten dimensional $z$ for each shower is sampled from ten uncorrelated Gaussian distributions conditioned on the truth energy $c$, i.e., sample from $p_{z|x,c}$. Distributions from the output of the generator are compared to the ones from the full detector simulation. This comparison is based on distributions of energies and shower shapes, which are used during event reconstruction and particle identification.

The VAE in [123] is compared to a GAN model composed of a generator and a discriminator. The detailed
Figure 55: Reconstruction performance of Geant4 events of a photon of 65 GeV in $0.2 < |\eta| < 0.25$: (a), (c) Geant4 events and (b), (d) VAE events.

Figure 56: Reconstruction performance of averaging over all Geant4 events of photons of 65 GeV in $0.2 < |\eta| < 0.25$: (a) Geant4 and (b) VAE.
Figure 57: Generation performance on the 7×7 cells in EMB2 for randomly generated photons with an energy of 65 GeV in 0.2<|η|<0.25. The full detector simulation (solid blue line) is compared to VAE (solid red line).

architecture of the GAN model is illustrated in Figure 60. The GAN is conditioned on the energy of the incident particle and also on the alignments of the calorimeter cells in η and φ. Using the cell selection procedure discussed in Section 8.1, two alignments can be seen in the back layer and four alignments for the Presampler and front layer with respect to the impact cell in the middle layer. Figure 61 illustrates these alignments which are found to impact the performance of the GAN model.

The first quality assessment of generation, consists of looking at the energy distributions per layer, where for each shower the sum of the discretized cell energy deposits per layer is computed. Figure 62 shows this quantity for 65 GeV photons in 0.20<|η|<0.25. The VAE reproduces well the bulk of the energy per layer. This comes from the fact that the bulk contains most of the energy deposition, and therefore the attention of the network focuses on this part. The agreement on the tails on the other hand is lower, and this explains a small correlation between energy deposition per layer compared to Geant4.

The validation includes shower shape variables and correlations. Figure 63 shows the average deposited energy in the cells as function of the distance in η and φ from the impact point of the particles for photons with an energy of 65 GeV in 0.20<|η|<0.25. ∆η and ∆φ distances are computed from the center of the cell. These plots provide an insight into what underlying features the model is learning, knowing that it is not explicitly trained on these quantities.

Learning the total energy deposited by a shower is an important feature. It describes the learning of the underlying distributions, such as the energy deposition per calorimeter layer. It is computed by summing up all the energy values from all the layers. Figure 64 shows the total energy of photons of 65 GeV energy in 0.20<|η|<0.25. The VAE reproduces better the mean value in contrary to the spread. Overestimating the spread, is caused by the mismodeling of the tails per layer, shown in Figure 62. Despite using a term in the loss to encourage the model to better produce the total energy as shown in Equation 11, this quantity remains a major challenge for the learning process. Moreover, optimizing an n dimensional function is not trivial. In fact, this is known in ML as Multi-Objective Optimization (MOO), where the optimization is a trade-off between different objectives which can also be conflicting objectives. Finding a single solution which optimizes all the terms simultaneously is not as straightforward as for a single term objective function.

8.2 Learning to Generate Photon Showers From Cell Energy Ratios

To overcome the limitation of modeling the total energy of the VAE at cell level and to further improve the quality of the generation, the idea consists of re-optimizing not only the model parameters but also the
Figure 58: $z$ distributions in each of the latent space dimensions. The distributions from the training set (blue line) are compared to the distributions from the test set (orange line) and normal distributions (green line).
Figure 59: Correlation coefficients between the ten dimensions of the latent space of the (a) training set and (b) the test (unseen) set. The coefficients are color coded and their exact values are shown in the colorbar.

Figure 60: Schematic representation of the architecture of the GAN used in [123]. Composed of a generator and a discriminator, it takes as input 300 random numbers drawn from the latent space distribution. It is conditioned on the input particles’ energy and the alignments of the calorimeter cells, represented in Figure 61. The discriminator compares the generated showers from the generator to Geant4 showers. The number of units per layer and number of layers and the activation function per layer are shown for both the generator and the discriminator.
Figure 61: Illustration of possible alignments in $\phi$ for the front layer, (left, showing an 8×3 portion of the 56×3 cell image) and the back layer (bottom, showing a 4×1 portion of the 4×7 cell image) with respect to the middle layer (center, showing the full 7×7 image). The front (back) layer are visualized to the left (bottom) of the middle layer to illustrate the alignments in $\phi(\eta)$, but are actually one behind another in the third dimension.
Figure 62: Energy deposited in the individual calorimeter layers (a) Presampler, (b) EMB1, (c) EMB2 and (d) EMB3 for photons with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The error bars and the hatched bands indicate the statistical uncertainty of the reference data and the synthesized samples, respectively. The underflow and overflow are included in the first and last bin of each distribution, respectively.
Figure 63: Average energy deposition in the cells of the individual calorimeter layers (a, b) Presampler, (c, d) EMB1, (e, f) EMB2, and (g, h) EMB3, as a function of the distance in $\eta$ and $\phi$ from the impact point of the particles for photons with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The chosen bin widths correspond to the cell widths in each of the layers. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars and the hatched bands indicate the statistical uncertainty of the reference data and the synthesized samples, respectively. The underflow and overflow is included in the first and last bin of each distribution, respectively.
Figure 64: Total energy deposition for photons with an energy of 65 GeV in the range $0.20 < \eta < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars and the hatched bands indicate the statistical uncertainty of the reference data and the synthesized samples, respectively. The underflow and overflow is included in the first and last bin of each distribution, respectively.
preprocessing of the input data. This re-optimization allows us to redefine an augmented objective function with physics knowledge. This section presents the improved VAE version with a set of experimentally motivated choices for designing an accurate model which can reproduce all the shower shape variables. The validation of this model is further evaluated within the ATLAS Athena framework. All the previous configurations of energy range, \( \eta \) slice, number of events and calorimeter layers remain the same.

### 8.2.1 Data Re-preprocessing

Unlike the preprocessing in Section 8.1.1, the centering of the cells occurs per layer, as opposed to a global impact cell in EMB2. Centering the shower per layer as shown in Figure 65 allows us to simplify the shower representation by treating each layer separately, and therefore the possible alignments of the layers with respect to one another are not taken into account. The new preprocessing is performed by taking the impact position per layer in order to define a center cell in each of the considered ECAL layers. The selected window contains in \( \eta \) and \( \phi \): 7 \times 3, 57 \times 4, 7 \times 7 and 5 \times 7 cells in the Presampler, EMB1, EMB2 and EMB3 respectively. The difference compared to Section 8.1.1 is seen in EMB1 and EMB3 with an odd number of cells to allow an exact definition of a single center cell. This results in ten additional cells, with a total number of 276 cells.

The re-preprocessing of the Geant4 input as ratio values instead of absolute values allows a better conservation of correlations of energies across layers. In other words, the reparametrization performs a normalization of each cell energy per shower and per layer with respect to the total energy deposited in that layer per event. For a cell \( j \) in a layer \( i \), the ratio value is defined as

\[
R_{Cell(i,j)} = \frac{E_{Cell(i,j)}}{E_{Layer(i)}} = \frac{E_{Cell(i,j)}}{\sum_{j'=1}^{N_j} E_{Cell(i,j')}}.
\]

Figure 66 (a-c) represents the distribution of the 276 cell energies for three different events when scaling on the truth energy value, while Figure 66 (d-f) shows the same quantity when applying a scaling per layer. The difference in the spread of the values is a direct consequence of the magnitude shift between truth energy and energy per layer.

### 8.2.2 Representing and Incorporating Prior Knowledge in the VAE Training

Training on the relative energy to the energy per layer is a way of incorporating the knowledge into the learning process. The new VAE at cell level takes advantage of the existing information of showers by applying a reparametrization while explicitly inducing relevant features to reconstruct, such as the total energy and the

Figure 65: Illustration of two-dimensional representations of centered shower per layer (averaged over many showers).
Figure 66: Energy scaling comparison of Geant4 event of photons of 65 GeV energy in $0.2 < |\eta| < 0.25$ for three different events: (a, d) event 0, (b, e) event 10 and (c, f) event 5000.

Figure 67: VAE architecture: the number of units per layer and number of layers are shown for both the encoder and the decoder. The VAE is conditioned on the truth particle energy.

energy per layer. The model has three tasks to learn: the energy distribution per layer, the total energy deposited per layer and the total energy deposited in the calorimeter. To allow the network to simultaneously and accurately learn these quantities, the idea consists of reconstructing the 276 cells energy ratios augmented with the total energy and the energy per layer. Since the 276 values are derived from normalizations, the total energy and energy per layer are also normalized to the truth energy and the total energy respectively. This results in a total of 281 values per shower. It translates into 281 nodes in the input and output layers of the model architecture. The additional five fractions allow us to re-normalize the absolute energies of each cell when generating new showers.

The VAE network is designed with four hidden layers for each of the encoder and decoder. Figure 67 shows the architecture where the conditioned model, on the truth energy, learns a mapping between the input nodes of energy ratios and a $d$ dimensional space. The choice of the dimension $d$ of this space is crucial for the performance of the model. A large $d$ will scatter the relevant information producing meaningless samples and a too small $d$ will not contain enough complexity to reproduce the different patterns. After a grid search of hyper-parameters optimization, we choose $d = 5$ as the latent space dimension. Therefore, energy ratios from the 281 sized vectors will be mapped to 5 dimensional vectors.
The objective function is further optimized compared to the one in Section 8.1.2. It is a weighted sum of only two terms referring to a reconstruction loss between the input and the output layers and the KL divergence, which measures the agreement to a prior set to be a standard normal distribution and the learned latent space distribution. The ability to reconstruct can be interpreted as a quantification of the distance error between the original vector and its reconstructed version. The mean squared error (MSE) is used for this purpose.

Previously, shown in Figure 57, the model is not well reproducing the energy of the cells in the outermost region due to their low values and therefore low penalty on the reconstruction loss. In the improved VAE version, an additional component is defined as part of the optimized reconstruction loss. It is a modification of the loss in order to prioritize some cells, leading to an improved the reconstruction of the shape of the showers within each layer. This is done by deriving a physics weight for each input of the 281 nodes and incorporating it in the reconstruction loss. It is then formulated as

$$L_{Reco}(x, \tilde{x}) = \frac{1}{n} \sum_{i=1}^{n} w_{i} (x_{i} - \tilde{x}_{i})^2.$$  

The full loss function is then

$$L_{VAE}(x, \tilde{x}) = w_{reco} \left[ \frac{1}{n} \sum_{i=1}^{n} w_{i} (x_{i} - \tilde{x}_{i})^2 - w_{KL} \text{KL}(q_{\theta}(z|x)||p(z)) \right].$$

The standard deviation $\sigma$, is one of the most characterizing feature of an underlying distribution that determines its width. For each of the 281 features, the weight $w_{i}$ is derived from the inverse of the width of the input distribution per feature $i$ over all training events in order to be independent of the truth energy. This computation is based on using a 99.9 % quantile of each distribution and a normalization of the ratio values in range (0, 1]. Figure 68 shows an example of the energy ratio distribution for the core cell in EMB2 (cell 24) and two edge cells (cell 6 and cell 40). The three cell locations in EMB2 are annotated in Figure 65. The idea behind using the sigma inverse is to up-weight the contribution of the features with narrow distributions, such as cells 6 and 40. Figure 69 shows the derived weight values for all the 281 nodes in the ECAL with the colors encoding the different layers.

**8.2.3 Standalone Generation Performance**

All the above optimizations led to improving the total energy distribution as shown in Figure 70, reported as improved-VAE, compared to the model described in Section 8.1 and referred to as ATL-SOFT-PUB-2018-001. The width of the distribution agrees better with Geant4 for low (such as 4 GeV) and high energies (such as 65 GeV).

The VAE model in [214] is compared to an improved version of the GAN model implementing the gradient penalty Wasserstein GAN (WGANGP) [215]. This GAN variant is known to be more stable to train than a vanilla GAN [216]. It consists of replacing the discriminator network with a critic to estimate the Wasserstein-1 distance between the real and generated probability distributions. The GAN in [214] is composed of three networks: a generator, a critic, and an energy critic. The first network takes as input random values from the latent space, the condition values of particles’ energy, configurations of cell alignments and the extrapolated data.
Figure 69: Distribution of the width distribution per cell for the PresamplerB, EMB1, EMB2 and EMB3. The node index represents the order number of all cells in addition to the five fractions cells in the four layers for better visualization.

Figure 70: Total energy deposition for photons with an energy of (a) 4 GeV and (b) 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of the improved version of the VAE (solid red line) trained on the cell energy ratios and the VAE model in [123] trained on the energies and reported as ATL-SOFT-PUB-2018-001 (solid blue line). The shown error bars and the hatched bands indicate the statistical uncertainty of the reference data and the synthesized samples, respectively. The underflow and overflow is included in the first and last bin of each distribution, respectively.
position within the impact cell. The second network compares the showers output by the generator to Geant4 showers. The third network, the energy critic, is added to compare only the energies and therefore improve the total energy modeling.

Figure 71 shows the energy response of the calorimeter as function of the true photon energy. Both the mean and the spread are well recovered, reflecting the preservation of between energies in the layers. A slight underestimation is present for low energies. Another variable shown in Figure 72 allows us to assess the performance of preservation of the shower depth property. The VAE reproduces a good agreement with Geant4.

8.2.4 Generation Performance in the ATLAS Athena Framework

This section is dedicated to show the results of integrating the VAE (and GAN) into Athena as a simulator of the ATLAS detector response. For reference, all the variables are described in Table 5.

Among the first qualities to look at are the reconstructed energy distributions per layer and the total energy. Figure 73 shows these quantities in the four calorimeter layers considered in this study for 65 GeV photons in \(0.20 < |\eta| < 0.25\). The VAE is accurately reproducing the energies per layer due to the preprocessing of the Geant4 data, in which the VAE learns the relative energy of the cell to the layer and also the additional fractions. Moreover, in addition to using the physics weights, the VAE models better the tails of the distributions and therefore the correlations between energy depositions per layer, leading to correct modeling of the total energy.

Since EMB2 is the most energetic layer when considering photons particles in \(0.2 < |\eta| < 0.25\), looking at the uncalibrated energy (sum of the cells) in a rectangle of \(n \times m\) in Figure 74 allows us to further probe the generation performance. The 3×3 rectangle consists of the core cells where most of the energy in EMB2 is deposited, and 7×7 matches the same rectangle selection used for Geant4 samples preprocessing (Section 8.2.1).

The second abstract level, after the core energy in a rectangular cell selection per layer, is the sum of energy in the core cells across all ECAL layers. The core cells as known in the EGamma set of variables [182] are 3×3, 15×2, 5×5 and 3×5 for the PresamplerB, EMB1, EMB2 and EMB3 respectively. Along with the ratio of reconstructed energy to the truth energy, these two quantities reported in Figure 75 are also well modeled.

The VAE model is trained to reconstruct the energy fraction per layer as well. Figure 76 probes the agreement with the full detector simulation, where the fraction of energy reconstructed in the EMB1 (\(f_1\)) and EMB3 (\(f_3\))
Figure 72: Shower depth with respect to the Presampler front for photons with an energy of 4 GeV (a), 65 GeV (b) and 262 GeV (c) in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars and the hatched bands indicate the statistical uncertainty of the reference data and the synthesized samples, respectively. The underflow and overflow is included in the first and last bin of each distribution, respectively.
Figure 73: Energy deposited in the individual calorimeter layers Presampler (a), EMB1 (b), EMB2 (c), EMB3 (d) and the total energy (e) for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
Figure 74: Energy distributions of $e_{233}$ (a), $e_{235}$ (b), $e_{237}$ (c), $e_{255}$ (d), $e_{277}$ (e) for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
Figure 75: (a) Reconstructed energy in the core (b) $E_{\text{Reco}}/E_{\text{Truth}}$, for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.

Figure 76: $f_1$ (a) and $f_3$ (b) for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.

The validation of the performance is not only based on general shower energies and shapes, but also on variables which describe the shower substructure. Figures 77 and 78 summarize the most relevant variables used by ATLAS for particle identification. Overall good agreement is shown for all distributions.

Figure 78 shows the performance on the shower shape variables $R_{\text{eta}}$ and $R_{\phi}$ which are used in $EGamma$ particle identification (Section 4.2). The two quantities represent the energy ratio of the core $3 \times 3$ cells to the $3 \times 7$ cells in EMB2. The models are not explicitly optimized to learn these quantities, but the results shows a good agreement.

Figure 79 reports the $Eratio$ distributions showing the good performance of the VAE for all energies from 2 GeV to 262 GeV. This variable describes the ratio of the highest and second-highest energy deposit in the cells in EMB1 to their sum.
Figure 77: \( weta_1 \) (a), \( weta_2 \) (b), \( widths \) (c) and \( wtots \) (d) for photons with an energy of 65 GeV in the range \( 0.20 < |\eta| < 0.25 \). The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.

Figure 78: \( \text{Reta} \) (a) and \( \text{Rphi} \) (b) for photons with an energy of 65 GeV in the range \( 0.20 < |\eta| < 0.25 \). The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
Figure 79: $E$ ratio for photons with an energy of approximately energies from approximately 2 GeV to 262 GeV in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
8.2.5 Interpolation and Extrapolation

One of the key features of a generative model is the capacity to infer distributions of unseen data points during the training. Unseen data points refer to showers originating from particle energies different from the range of training. The VAE model detailed in the previous section is conditioned on nine discrete energies 1, 2, 4, 8, 16, 32, 65, 130 and 262 GeV. By conditioning on the energy, we expect to interpolate/extrapolate on other energy points. To assess the model performance of generating showers for particles with unseen energies, an interpolation, and an extrapolation results are presented in this section. Interpolating a shower development refers to simulating a shower with a particle energy within the training range, such as 25 GeV. Extrapolating, on the other hand, uses an energy point beyond the training range, such as 524 GeV.

Figures 80, 81, 83 and 83 show the distribution of the energy in EMB2, the total energy, $E_{\text{ratio}}$ and $w_{\text{tots}}$ respectively. The model performs better in interpolating than extrapolating. Moreover, the lack of information such as the total energy during training constrained the performance by generating a wider spread of this quantity.

Figure 80: Energy in EMB2 for photons with an energy of 25 GeV (a) and 500 GeV (b) in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.

Figure 81: Energy in ECAL for photons with an energy of approximately 25 GeV (a) and 524 GeV (b) in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
Figure 82: Energy ratio for photons with an energy of approximately 25 GeV (a) and 524 GeV (b) in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.

Figure 83: $w_{tots}$ for photons with an energy of approximately 25 GeV (a) and 524 GeV (b) in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (black markers) are shown as reference and compared to the ones of a VAE (solid red line) and a GAN (solid blue line). The shown error bars indicate the statistical uncertainty of the reference data and the synthesized samples.
8.3 Summary and Discussion

The chapter summarizes the studies of Reference [123] which described the first application of generative models to simulate particle showers in ATLAS. A VAE and a GAN models are trained to learn the ATLAS ECAL response of photons in the range 0.20< $|\eta|$ <0.25 with energies between 1 and 262 GeV. The cell energy based VAE model is only conditioned on the energy of the incoming particle. Compared to the GAN model, which is in addition condition on the alignments of the cells, it was found that adding this condition to the VAE does not impact the performance.

To assess the performance of the VAE model, two validation steps are presented in this chapter: reconstruction and generation. The former is used to visually compare a Geant4 shower to its VAE reconstructed version. In the latter, VAE-generated showers from uncorrelated Gaussians with specific energy values are used to plot distributions describing shower energies and shapes compared to Geant4. Almost similar performance is shown for both generative models, with some quantities well described with one model compared to the other. The bulk of the energy in the calorimeter layers is better modeled than the tails by both the VAE and GAN. This indicates an underestimation of the underlying correlations. As a result, the total energy response, shown in Figure 84, is not well reproduced with a wider spread than Geant4.

It was found that the VAE training on the absolute energies of the cells tends to either model the energy per layer or the total energy of the shower. In order to overcome this limitation, in the second part of this chapter, the improved VAE model learns from a reparameterized dataset. This reparametrization consists of normalizing the energies of the cells with respect to the energy of the layer for each of the showers. This is represented as the energy ratio based model. In order to renormalize back to absolute energies after training and the generation of new showers, the VAE model is tasked to learn the energy per layer. Moreover, adding the values of the energy deposited in each layer and the total energy helps the model to learn the correlations between layers. In the reparametrization, this is encoded as five additional inputs to the model, where each of them is also a ratio value. Therefore, the energy per layer is relative to the total energy of the shower and the total energy is normalized with respect to the energy of the particle.

In addition, to improve the reconstruction quality of the shape of the showers, the VAE reconstruction loss function is augmented with a weighting term for each reconstructed feature. This weighting acts a penalty for the reconstruction of the feature. The weights are computed as the inverse of the standard deviation of the input distribution per feature. Cells at the edge of a shower are characterized by narrower spread of energies. The weight of these cells is higher which means a higher penalty on the reconstruction value and this means pushes the model to better learn these cells.

For the GAN model, the main component to better model the total energy is using the WGAN-GP flavor with an energy critic network. Both VAE and GAN improved the modeling of this quantity. For the energy deposited in each layer of the calorimeter, since the VAE is tasked to learn the relative energies of cells to the energy of the layer and the additional fractions for each layer, this helped to better reconstruct these distributions.

A list of shower shape distributions is presented from the integration in the Athena framework, such as Retα and Rφhi. Overall, good agreement can be seen between the two generative models to Geant4.

Section 8.2.5 highlighted the results of interpolating and extrapolating to other energies not seen during training. The models are trained on nine discrete particle energies. To test the interpolation (extrapolation) capacity, an energy point is chosen within (outside) the range of training of 1 GeV to 262 GeV. For interpolation, this allows us to get an insight on the generalization capacity of the model, in the way it uses patterns learned from the initial reconstruction/generation task adapted to the new energy value. The results show that similar performance is seen compared to the training energies. This means that interpolation can alleviate the problem of time consumption of training on massive datasets of showers. In other words, instead of using a continuous energy distribution of truth energies, a discrete segmentation would reduce the training time and interpolation can be used for all the non-trained energy values within the range of choice. The extrapolation, on the other hand, is a much harder task due to the fact that the model tries to deliver higher-dimensional predictions from a lower dimensional training. The behavior of the network can be interpreted as finding extrapolate-able values for cells in the ECAL layers coming from the implicit definitions about the relative energies used for training. Although the agreement to Geant4 is not well reproduced for all the shower observables, the model can predict the energies of the cells with respect to the energy of the layer for each of the showers. This is represented as the energy ratio based model. In order to renormalize back to absolute energies after training and the generation of the energy deposited in each layer or the total energy of the shower. In order to overcome this limitation, in the second part of this chapter, the improved VAE model learns from a reparameterized dataset. This reparametrization consists of normalizing the energies of the cells with respect to the energy of the layer for each of the showers. This is encoded as five additional inputs to the model, where each of them is also a ratio value. Therefore, the energy per layer is relative to the total energy of the shower and the total energy is normalized with respect to the energy of the particle.

As described in Section 8.1, the cells are selected with respect to the impact cell in EMB2 closest to the extrapolated position of the photon. The VAE models in both sections of this chapter are not conditioned on these values. Figure 84 shows the reconstructed $\eta$ as function of the true photon $\eta$ (TTC $\eta$), where $\eta_{\text{reco}} = \sum E_i \times \eta_i \sum E_i$, with $i$ being the cell index in a layer (in this Figure in EMB2). The Geant4 shape is not reproduced by the VAE model. Alternatively, to visualize the impact of this condition on the performance of the VAE, a
Figure 84: Reconstructed $\eta$ weighted shower center as function of the impact point displacement $\eta$ relative to the center of the impact cell for the (a) the full simulation (b) VAE, for photons with an energy of 65 GeV in $0.20 < |\eta| < 0.25$.

Figure 85: Reconstructed $\eta$ as function of relative $\eta$ for photons with an energy of 65 GeV in $0.20 < |\eta| < 0.25$. The full simulation is shown in (a) and VAE in (b).

Conditioning on the relative position to the center of the cell closest to the truth, ensures a modeling of this shape. Figure 85 shows the reproduced shape of Geant4.
9 Voxel-level FastCaloVSim

Extending the learning capacity of the model to generate electromagnetic showers across $\eta$ regions using the cell level representation is a very challenging task. This is due to the detector geometry with its changing cell sizes per layer and per $\eta$ region. These heterogeneous resolutions are hard to model with a single network. The voxel level alleviates this challenge by building 2D images of showers in polar coordinates with finer granularity than the cells. Moreover, this extension, compared to the previous chapter, includes the particle type, the subsequent relevant layers, the energy, and $\eta$ ranges of the incident particle.

9.1 Voxelization Procedure

In this chapter, the VAE is trained, tested and validated on single photons and single pions with an energy range from 1 GeV to 1 TeV and $0 < |\eta| < 0.8$. The energy range covers the majority of the shower development phenomena. Moreover, beyond 1 TeV it is rare to observe particle showers of photons/pions. The $\eta$ range on the other hand, represents the most homogeneous region of the calorimeter to test the extended model conditioned in addition on $\eta$.

The Geant4 hits are converted from Cartesian coordinates to cylindrical coordinates. In these coordinates $(r, \alpha, z)$, $r$ represents the distance between the hit and the extrapolated direction of the truth particle in a layer, $\alpha$ is the angle computed as $\alpha = \arctan_2(d\phi, d\eta)$, where $d\eta$ and $d\phi$ are the relative positions of the hit to the extrapolated position of the truth particle in $\eta$ and $\phi$, $z$ is the hit position in the axis pointing from the origin $(0,0,0)$. Each of the calorimeter layers is considered independently of the others. Therefore, the $z$ information is not used and only polar coordinates $(r, \alpha)$ represent a hit with its energy per layer. The $(r, \alpha)$ voxelization is derived per layer, where for photons it considers only the presamplerB, EMB1, EMB2 and EMB3. For pions, it adds the tile barrel layers (TileBar0, TileBar1 and TileBar2).

Table 7 summarizes the binning for both particles. The layers are binned along $r$ with a fixed bin width for all layers except for the presampler. The fixed width is used to contain the shower shape development with minimal statistical fluctuation of energy. A variable bin width in $r$ for the presampler is used because this layer contains the lowest fraction of the total energy. Therefore, with a progressively larger $r$, the shape is preserved. As a result of the bin width, the number of $r$ bins or rings and the step size between the bins are defined per layer. The definition of the maximum $r$ is computed as the 0.995 quantile of the $dr$ distribution weighted by hit energies across all truth energies. Figure 86 shows this distribution for single pions in a central $\eta$ slice in TileBar2. These maximum $r$ values represent the last value per layer marked in bold text in Table 7. The binning in $\alpha$ on the other hand, is uniform and considered as 8 bins in all the layers, with $\alpha \in [0, 2\pi]$ and therefore it is not reported in Table 7. This number of bins represents a good compromise between granularity and energy deposition.

The binning in the ECAL layers for photons and pions remains the same, since it provides a good granularity to contain a pion shower. For the HCAL layers, by design they are coarser than the barrel layers with an order of 200/300 mm compared to 25 mm size in EMB2. This implies to have wider voxels. The granularity definition for the HCAL layers is based on using the relative size of the voxel to cell in EMB2. This relative voxel size translates to a voxel size in the HCAL layers. A voxel in EMB2 is 5 mm and using the ATLAS geometry information, the mean cell width in $r$ is 171 mm. The relative voxel size is then 34.

Figure 86: $dr$ distribution weighted by the energy of the hits for pions with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$ in the TileBar2 layer. The 0.995 quantile value is reported in red.
<table>
<thead>
<tr>
<th>Layer</th>
<th>$r$ edges [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PresamplerB</td>
<td>0, 5, 10, 15, 20, 30, 50, 100, 200, 300, 400, <strong>600</strong></td>
</tr>
<tr>
<td>EMB1</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, <strong>200</strong></td>
</tr>
<tr>
<td>EMB3</td>
<td>0, 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, <strong>600</strong></td>
</tr>
<tr>
<td>TileBar0</td>
<td>0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330, 360, 390, 420, 450, 480, 510, 540, 570, 600, 630, 660, 690, 720, 750, 780, 810, 840, 870, 900, 930, 960, 990, 1020, 1050, 1080, 1110, 1140, 1170, 1200, 1230, 1260, 1290, 1320, 1350, 1380, 1410, 1440, 1470, 1500, 1530, 1560, <strong>1590</strong></td>
</tr>
<tr>
<td>TileBar1</td>
<td>0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330, 360, 390, 420, 450, 480, 510, 540, 570, 600, 630, 660, 690, 720, 750, 780, 810, 840, 870, 900, 930, 960, 990, 1020, 1050, 1080, 1110, 1140, 1170, <strong>1200</strong></td>
</tr>
<tr>
<td>TileBar2</td>
<td>0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330, 360, 390, 420, 450, 480, 510, 540, 570, 600, 630, 660, 690, 720, 750, 780, 810, 840, 870, 900, 930, 960, 990, 1020, 1050, 1080, 1110, 1140, 1170, 1200, 1230, 1260, 1290, 1320, 1350, 1380, <strong>1410</strong></td>
</tr>
</tbody>
</table>

Table 7: The $r$ binning used for the voxelization of photons and pions in the different calorimeter layers with $0 < |\eta| < 0.8$ and energies logarithmically spaced between 1 GeV to 1 TeV.
9.2 Voxel-level FastCaloVAE for Photons

Using the above voxelization procedure, the proposed VAE version in this section is a set of experimentally motivated choices for designing a model which can reproduce all the shower shape variables for an extended energy and $\eta$ range. The number of inputs to the VAE is now a factor of 100 more as compared to the cell-based model in Chapter 8. Table 8 compares the number of volume spaces per layer and in total for cells versus voxels. EMB1 and EMB2 are the most energetic layers in the considered $\eta$ regions of the calorimeter. They are 9 and 13 times more granular, with the voxel definition.

The models in this chapter are also trained on energy ratios. In order to cope with the all new extensions and to ensure a better performance of the model, the learning approach is enhanced with a set of components:

- **Softmax activation functions**: from prior knowledge on the deposited energy, both voxel values and all total energies per layer should sum up to one. This can be translated in the output layer of the VAE by applying a softmax activation function. It is commonly used for classification tasks where the network predicts $N$ classes ($N$ outputs). By using the softmax function, the $N$ values are converted into probabilities that sum to one and automatically the range of values falls in [0,1]. This matches exactly the requirement of the energy ratio-based definition and therefore the output layer is augmented with two softmax functions.

- **Adapted physics weights**: using the same physics weights computation in Section 8.2.2 at the voxel level can not be straightforward due to the fact that voxels in the same $\tau$ ring should be equally weighted. We propose an adapted algorithm which computes the weights by applying a successive merging of voxels in $\alpha$ and in $\tau$.

- **Adapted loss formulation**: in parallel with the addition of the softmax activations, an adaptive version of the loss function is designed with three weighted losses. The three terms allow the VAE to accurately model each one of the following quantities: voxel energies, total energies and energies per layer. Furthermore, since the output function has probabilities from the softmax application, it is more convenient to use the cross entropy function as a loss instead of the MSE.

- **Noise addition**: from prior knowledge on detector design, the model is augmented with an additional input of random fluctuations referred to as noise. This noise is included in the Geant4 events to compensate the non-measured energy, lost in the dead material. Since this is an uncorrelated quantity, it is injected in the learning process of the VAE. The impact of adding this noise on the performance of the VAE can be seen, for example, for the reconstructed energy per voxel as shown is Figure 87. The VAE with injected noise can better model the energy of this voxel.

9.2.1 Adapted Physics Weights

In the previous chapter, we introduced the concept of weighted reconstructions of nodes. For the voxel level, the same idea of incorporating the physics weights into the learning procedure is used in a more elaborated way. Figure 88 shows the reconstruction output of the VAE, i.e., when using the end-to-end networks by encoding and decoding on a test set of unseen showers. The figure shows the ratio of the average voxel energy of the VAE output to the average voxel energy of Geant4 inputs as function of $dr$ values in EMB2. A single $\eta$ slice of $0.2 < |\eta| < 0.25$ is shown for different energies, low, medium and high. The reconstruction shows an agreement to Geant4 translated to a ratio of 1 visible in the voxels in the core of the shower, and it degrades when $dr$ is larger. The voxels in the outer rings represent a small amount of energy depositions.

Applying the same idea of weight computation for the cells, Algorithm 2 is defined. Figure 89 shows the derived weights using Algorithm 2. This computation is refered to as raw computation, where a weight is computed for...
Figure 87: Energy of a center voxel in EMB2 for photons with an energy of 65 GeV (a) in the range $0.20 < |\eta| < 0.25$. The quantities from the full detector simulation (blue markers) are shown as reference and compared to the ones of a VAE without the noise (solid green line) and a VAE with the noise (dashed red line).

every voxel (and the additional fractions). All the $\alpha$ bins are shown in the plots as the points belonging to the same vertical line with the same $dr$ value. This raw computation attributes different weights to the $\alpha$ voxels in the same $r$ rings.

Consider now, a single event $K$, a single calorimeter layer $l$, a voxel $i$ in a ring $r$. An $\alpha$ merging consists of computing the ratio value $R_{\text{Ring}(r)}$ per $r$ ring by summing up the voxel energies in this ring divided by the total energy per layer for each of the events, as shows Figure 90. Using the binning defined in Table 4, the number of rings $N$ in the ECAL layers is 11, 200, 80 and 13 for the presampler, EMB1, EMB2 and EMB3 respectively. By applying an $\alpha$ merging, the weights are then derived per ring. Therefore, all the voxels in the same $r$ ring have the same weight as shown in Figure 91. The fluctuations seen in Figure 91 between the weights of the successive rings is due to the fact that the different rings have different energy depositions, resulting from the stochasticity of the showering process. Taking EMB2 as an example, a shower $s_1$ has only energy deposited in the three first rings and $s_2$ has different configuration set and has the depositions in 5 rings. Therefore, taking all showers from all energies and $\eta$ slices results in having these fluctuations. To remedy these fluctuations, the weights are instead derived by grouping the rings. The grouping consists of summing up the energies deposited in the successive set of rings and then computing the energy ratios. Taking photons of 65 GeV energy in $0.2 < |\eta| < 0.25$ in Figure 92 the innermost rings, such as ring 1, have most of the energy deposited and when moving far away from the center the deposition gets smaller. Thus, the energy distributions or energy ratio distribution gets narrower. The idea of grouping rings is based on these distributions in order to determine from which ring the merging process can start and how many rings can be merged. Algorithm 3 shows the computation function of the rings merging. Figure 93 shows the output weights for each of the merged rings. These rings are 3, 12, 7 and 7 for EMB0, EMB1, EMB2 and EMB3 respectively. All voxels in the same merged ring have the same weight. Weights are also derived for the additional fractions of energy per layer and total energy. Their computation is rather straightforward using the same Algorithm 2.
Figure 88: The ratio of the average voxel energies of the VAE output to the average voxel energies of Geant4 inputs as function of $dr$ for photons with an energy of 1 GeV (a), 65 GeV (b) and approximately 1 TeV (c) in the range $0.20 < |\eta| < 0.25$.

**Algorithm 2** Calculate a weight $w_i$ for each voxel $v_i$ per layer $l$

**Result:** $w_i$ for each voxel $v_i$

**Data:** For each voxel $v_i$, $RV_i$ is the voxel ratio values for all events/energies/$\eta$.

$n_{vox}(l)$ is the number of voxels in a layer $l$.

**for** $i$ in $n_{vox}(l)$ **do**

- Scale $RV_i$ in the range (0,1)

  $w_i = \frac{1}{\text{std}(RV_i)}$

**end**
Figure 89: Derived physics weights per voxel for each of the layers (a) presampler, (b) EMB1, (c) EMB2 and (d) EMB3, using Algorithm 2.
Figure 90: Representation of $r, \alpha$ bins with an annotation of the rings. For a single ring, the 8 $\alpha$ bins are shown with an energy ratio computation and a computation of a ratio per ring.

**Algorithm 3** Calculate a weight $w_i$ for each block of rings $br$ per layer

**Input:**
- layer $l$
- $n_{\text{vox}}(l)$: number of rings per layer
- start: ring from which start merge
- threshold : mean energy threshold for the grouping of the rings

Weight values up to start ring remain the same

while ring < $n_{\text{vox}}(l)$ do
    Group all rings $i \geq$ ring while mean(ring $i$) $\approx \pm$ threshold ;
    vR = sum of ring ratios per event and per merged ring (vR array of size nbEvents);
    wV = 1/std(vR) (1 value representing the weight of the current merged ring);
    Scale $RV_i$ in the range (0,1]
    $w_i = 1 / \text{std}(RV_i)$ ;
end

**9.2.2 Adapted Loss Formulation and Model Design**

An intuitive idea, when moving from cells to voxels, is to increase the width and depth of the model to cope with the high resolution and to allow feature learning over the layers. However, many considerations instead address optimization concerns. Figure 94 shows the architecture of the VAE model. It learns to reconstruct: 2424 nodes representing all the voxels in the four ECAL layers, one node represents the total energy and four nodes for the energy per layer. The conditional values of energy and $\eta$ are an input to the encoder and decoder. The encoder learns a shower representation in ten dimensions. The fifth hidden layer of the decoder learns to recover the same number of nodes as in the input layer. The output of this layer is fed into three dense layers to add the restriction of the sum of one by using the softmax activation function on the 2424 nodes of voxel energy ratios and for the four nodes of energy per layer fractions. The activation function for the single node of total energy fraction is set to be a sigmoid in order to learn an output in [0,1]. Figure 95 shows the range of total energies starting from zero, where some of the particles do not interact in the calorimeter. The figure shows the total energies of 65 GeV photons in $0 < \mid \eta \mid < 0.8$. The fractions of these total energies to the truth energy (65 GeV) are in range [0, 1.04], these values are normalized to [0,1] for consistency with the sigmoid output definition. The last layer outputs a concatenation vector, an optional choice which, alternatively, can
Figure 91: Derived physics weights per ring for each of the layers (a) presampler, (b) EMB1, (c) EMB2 and (d) EMB3, using Algorithm 2.

Figure 92: Energy deposition in ring 1 (a) and ring 199 (b) in EMB1 for photons of 65 GeV energy in $0.2 < |\eta| < 0.25$. 
Figure 93: Derived physics weights per block ring for each of the layers (a) presampler, (b) EMB1, (c) EMB2 and (d) EMB3, using Algorithm 3.
The VAE architecture: the number of units per layer and number of layers are shown for both the encoder and the decoder. The VAE is conditioned on the truth particle energy and $\eta$.

![VAE Architecture Diagram](image)

**Figure 94:** Total energy distribution for photons 65 GeV in $0 < |\eta| < 0.8$. 1000 events per $\eta$ bin are used to plot the distribution.

These have multiple outputs (three in this case).

As mentioned above, the reconstruction loss is adapted from the cell model. Generally, when the data is a vector of binary values or a vector of probabilities, the cross entropy (Section 6.7) is optimized as a reconstruction function [194]. Furthermore, for a classification problem as an example, using the cross-entropy function instead of the sum of squares (or the mean squares) leads to an improved generalization and a faster training [195].

The VAE reconstruction loss function for the voxel level $L_{Reco}$ is designed to be three embedded losses: $L_{E_{vox}}$, $L_{E_{Tot}}$ and $L_{E_{Lay}}$ to reconstruct the 2424 voxels (softmax), the single node (sigmoid) of total energy fraction and the four nodes (softmax) of the energy per layer fractions. The three losses are of the form

$$L_{E_i}(x, \tilde{x}) = -\frac{1}{n} \sum_{i=1}^{n} w_i \left[ x_i \log(\tilde{x}_i) + (1 - x_i) \log(1 - \tilde{x}_i) \right],$$
where $x$ and $\tilde{x}$ for each equation represent the same quantity of the same size $n$ which is 2424, 1 and 4 for $L_{\text{Evox}}$, $L_{\text{ETot}}$ and $L_{\text{ELay}}$ respectively, $w_l$ represents the physics weight of the node’s reconstruction as detailed in the previous section. The reconstruction loss is then defined as the sum of the terms

$$L_{\text{Reco}}(x, \tilde{x}) = w_{\text{vox}} L_{\text{Evox}} + w_{\text{Tot}} L_{\text{ETot}} + w_{\text{Lay}} L_{\text{ELay}},$$

where $w_{\text{vox}}$, $w_{\text{Tot}}$ and $w_{\text{Lay}}$ (0.1, 0.5, 0.2) represent the weight of each loss term contribution, and they are optimized as hyper-parameters. The final loss function of the model includes the KL term to ensure the Gaussian property of the latent space. It is defined as

$$L_{\text{VAE}}(x, \tilde{x}) = L_{\text{Reco}} + w_{\text{KL}} KL(q_{\theta}(z|x)||p(z)).$$

### 9.2.3 Generation Performance

To assess the performance of the FastCaloVSim approach at the voxel level, one of the standalone validations consists of verifying the five fractional distributions that the model is trained on. Figure 96 shows these five quantities where the VAE model can reproduce them. These are crucial to learn to re-normalize the voxel ratios into energies. EMB2 is the layer where most of the photon energy is deposited in $0<|\eta|<0.8$. After the re-normalization and summing up the energies per event in EMB2, Figure 97 shows the EMB2 distribution across all the $\eta$ range of the training. The plot shows that the VAE can reproduce this observable over the $\eta$ range. Some discrepancies are observed in low-statistics regions.

A summary plot of the performance of the VAE trained on voxels for photons with 65 GeV in the $0<|\eta|<0.8$ range is shown in Figure 98. The plot shows the two main quantities of the total energy distribution: the mean and the RMS. The ratio between the mean of the total energy distribution of the VAE-generated events and Geant4 is shown in the $y$-axis. The ratio of RMS distributions is shown as the error bar. This plot shows that the VAE can reproduce all total energies over the $\eta$ regions with a similar level of agreement.

The generation performance in the ATLAS Athena framework is based on simulating energy depositions in each of the voxels in the ECAL layers using the LWTNN file representing the decoder weights and architecture. After simulating the energy depositions in each of the voxels, the next step consists of assigning the voxels to the ATLAS calorimeter cells. To perform this operation, the energy of a voxel is considered as the energy of a hit. The next plots show the performance of the VAE on single photons with an energy of 65 GeV in $0.2<|\eta|<0.25$. Figure 99 shows the energy distribution per layer for each of the four considered ECAL layers. Figure 100 shows the reconstructed photon energy. Overall, the VAE is reproducing the distributions with some discrepancies compared to the full simulation.

### 9.3 Voxel-level FastCaloVAE for Pions

Pions are trained in the same way as photons. The VAE model learns to reconstruct energy ratios for these particles with a truth energy range from 1 GeV to 1 TeV in $0<|\eta|<0.8$. HCAL layers TileBar0, TileBar1 and TileBar2 (12,13,14) are considered in addition to the ECAL layers using the binning detailed in Table 7. The model architecture is similar to the photon architecture in Figure 94 in terms of depth of both networks and the structure of the input and output layers, with an optimized number of nodes for each of the layers. The size of the input and output layers is 6504+7+1, where 6504 represents the total number of voxels in the ECAL and HCAL layers, 1 for the fraction of the total energy to the truth energy and 7 for the fractions of the energy per layer to the total energy.

Figure 101 is a summary plot of the performance of the VAE on reproducing the mean and RMS of the total energies. The ratio between the mean of the total energy distribution of the VAE-generated events and G4 is shown in the $y$-axis. The ratio of RMS distributions is shown as the error bar. This plot shows that the VAE can reproduce all total energies across the truth energy range with a similar level of agreement. TileBar0 for pions is the most relevant layer. Figure 102 shows the good agreement of the energy distributions of this layer for all the truth energy range in $0.2<|\eta|<0.25$. Two performance plots from Athena are shown in Figure 103 for the leading cluster energy and $\eta$. The discrepancies illustrate the complexity of pion showers which are characterized by composite correlations difficult to learn and this leads to an incorrect energy assignment and therefore poor modeling of the energy of the cluster.
Figure 96: Fraction distributions of $EMB_0/E_{Tot}$ (a), $EMB_1/E_{Tot}$ (b), $EMB_2/E_{Tot}$ (c), $EMB_3/E_{Tot}$ and $E_{Tot}/E_{Truth}$ (e) for photons with an energy of 65 GeV in the $0<|\eta|<0.8$ range. The full detector simulation (solid blue line) is compared to VAE (dashed red line).
Figure 97: Energy in EMB2 for photons with an energy of 65 GeV in the $0 < |\eta| < 0.8$ range. The full detector simulation (solid blue line) is compared to VAE (solid red line).

Figure 98: Ratio of the mean of the VAE total energy response to the full detector simulation for photons with an energy of 65 GeV as function of $\eta$. The error bar shows the ratio of the RMS of the total energy response.
Figure 99: Reconstructed photon energy in the four ATLAS electromagnetic layers EMB0 (a), EMB1 (b), EMB2 (c), EMB3 (d) for photons with an energy of 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).

Figure 100: Reconstructed photon energy for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Summary and Discussion

This chapter described the FastCaloVSim approach at the voxel level as an extension to the cell level based approach. This extension includes regions of the calorimeter, the energy, and the type of the particles. To accommodate the inhomogeneous cell granularities and the changing of layers, a voxelization procedure is proposed. It consists of grouping the spatial energy deposits of Geant4 hits into voxels in polar coordinates \((r, \alpha)\). For the particle type, a VAE model for pions is also presented in this chapter. For photons and pions, the energy range of the truth particle is extended to be from 1 GeV to 1 TeV compared to 1 GeV to 262 GeV for the cell based model. The \(\eta\) range is extended to \(0 < |\eta| < 0.8\), compared to a single \(\eta\) region in the previous chapter. Moreover, the VAE conditioning parameters were extended to include \(\eta\). This conditioning on a detector parameter allows an important increase in the modeling coverage, where the VAE is now no longer constrained to a single \(\eta\) region.

A list of additional components are included in these VAE photon and pion models to further take advantage of available prior knowledge, such as the softmax output layer used for the energy ratios of voxels and layers. Using the softmax function, the output is mapped to probability space. In this case, the binary cross entropy loss is used instead of the mean squared error in the previous chapter.

Overall, the voxel-level FastCaloVSim approach demonstrated a good modeling of Geant4 observables for photons and pions across energy and \(\eta\).

The ultimate goal is to design a model that can reproduce showers in all \(\eta\) regions with \(0 < |\eta| < 5\). This requires firstly deriving shower representation of energies in volume spaces. The definition of these representations influences the architecture of the model in terms of inputs, outputs, conditioning, and optimization. One way to proceed is to group into configurations the regions where we have similar layers and define one trained model, in addition to the energy and \(\eta\), on these configurations, where they can be represented as a one hot encoding vector. This approach needs to first define the list of relevant layers and then group the similar regions of \(\eta\) into a single configuration. Table \(\text{Table}\) summarizes an example of this grouping.

Defining a global input structure to the model that would fit the earlier definition is not straightforward. Since each \(\eta\) region has a variable number of layers, the resulting voxelization would have a non-uniform number of voxels. In other words, the training dataset has a variable number of features, which is a common problem in machine learning applications. In the next chapter, we address this format problem by proposing a novel method based on the K-means clustering algorithm.
Figure 102: TileBar0 distributions for pions with all the energy range from 1 GeV to 1 TeV in the $0.2 < |\eta| < 0.25$ region. The full detector simulation (solid blue line) is compared to VAE (dashed red line).
Figure 103: Reconstructed energy of the leading cluster (a) and the leading cluster $\eta$ for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\eta$ coverage</th>
<th>Relevant layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>2</td>
<td>$1.35 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>3</td>
<td>$1.5 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>4</td>
<td>$3.05 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>5</td>
<td>$3.25 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>6</td>
<td>$4.8 &lt;</td>
<td>\eta</td>
</tr>
</tbody>
</table>

Table 9: Proposed configurations with their $\eta$ regions for the different relevant layers.
10 Centroid-level FastCaloVSim

Extending the model towards learning to generate showers in the whole calorimeter can not be easily done based on cells or \((r, \alpha)\) voxels. Centroid-level FastCaloVSim is a full parametrization of the ATLAS calorimeter, which provides a geometric structure for the Geant4 hits for training and generating showers. This parametrization is based on the ML clustering algorithm \(K\)-means. Figure 104 shows a schematic representation where the idea consists of applying the \(K\)-means on the Geant4 hits in order to build a set of \(K\) cluster centers or \(K\) centroids, where for each centroid there is a volume space that groups all the close by Geant4 hits.

![Schematic representation of deriving \(K\)-centroids from Geant4 hits using the \(K\)-means algorithm. The red points represent the \(K\)-centroids.](image)

**Figure 104:** Schematic representation of deriving \(K\)-centroids from Geant4 hits using the \(K\)-means algorithm. The red points represent the \(K\)-centroids.

10.1 ML based Voxelization Procedure

The ML voxelization allows us to define a structured input per calorimeter layer to cover all the angular \(\eta\) regions. This voxelization is designed to be independent of the truth energy and the calorimeter geometry.

10.1.1 Cluster Analysis

Cluster analysis or clustering is an unsupervised ML approach to partition a large dataset of observations (data points) into subsets or clusters. One cluster represents an area of the dataset feature space where a set of observations share similar characteristics. This can be based on similarity or distance metrics between observations.

A comparison study between the most popular clustering algorithms is summarized in Table 10 and Figure 105. It allows us to select the most suitable algorithm based on the output cluster shape and the convergence time.

As described in Section 6.6, the \(K\)-means algorithm groups the data points into \(K\) disjoint clusters, where each point is assigned to the cluster with the nearest mean. The center of the cluster is referred to as the centroid. The mean shift algorithm [197] groups the data points into clusters by shifting points towards the highest density of data points (mode) in the feature space. The spectral algorithm [198] formulates the clustering approach by constructing a similarity graph using a distance metric, where each vertex in this graph represents a data point. The hierarchical Ward, builds a hierarchy set of nested clusters using a successive merging or splitting. The agglomerative clustering [199] on the other hand, builds a hierarchy of clusters as a tree in a bottom up approach: one data point is one cluster, and the individual clusters are grouped successively until achieving the desired number of clusters. The Gaussian mixture technique is based on the expectation-maximization algorithm to learn a Gaussian mixture model from the input data points. Every data point is then assigned to the most probable Gaussian.

Table 10 summarizes the differences between the six algorithms cited above. The geometry is the mathematical definition where a Riemannian manifold is considered flat if its curvature is everywhere zero [200]. In two-dimensional space, for example, flats are points and lines. According to this definition of data geometry, the Geant4 hits in a two-dimensional space form a two-dimensional flat manifold in \(R^2\). As a result, algorithms such as \(K\)-means or Gaussian mixture are more suited for deriving the clusters of these hits. Considering all the events, truth energies and \(\eta\), the dataset becomes very large (order of millions) which requires the use of an adapted clustering algorithm offering the necessary scalability. The time for the algorithm to converge can also be a bottleneck for a clustering application.

Figure 105 shows the resulting clusters of the six algorithms using 600,000 hits from EMB2. The time, in seconds, is reported for each of the algorithms. The mean shift algorithm is not adapted for the definition of the ML voxels, since it creates clusters of dense areas of hits in two-dimensional feature space. The agglomerative clustering used is based on the average linkage and the L1 norm (sum of the absolute values) affinity as
### Algorithm Parameters, Scalability, Geometry, and Clustering metric

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th>Scalability</th>
<th>Geometry</th>
<th>Clustering metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K)-means</td>
<td>Number of clusters ((K))</td>
<td>Large dataset</td>
<td>Flat</td>
<td>Within-cluster sum-of-squares</td>
</tr>
<tr>
<td>Mean Shift</td>
<td>Kernel bandwidth</td>
<td>Not scalable</td>
<td>Non-flat</td>
<td>Distances between points</td>
</tr>
<tr>
<td>Spectral Clustering</td>
<td>Number of clusters</td>
<td>Not scalable</td>
<td>Non-flat</td>
<td>Graph distance such as the nearest neighbor</td>
</tr>
<tr>
<td>Hierarchical Clustering</td>
<td>Number of clusters or distance threshold</td>
<td>Large dataset</td>
<td>Flat and Non-flat</td>
<td>Distances between points</td>
</tr>
<tr>
<td>Agglomerative Clustering</td>
<td>Number of clusters or distance threshold, linkage, type, distance</td>
<td>Large dataset when a connectivity matrix is jointly used</td>
<td>Flat and Non-flat</td>
<td>Any pairwise distance</td>
</tr>
<tr>
<td>Gaussian Mixture</td>
<td>Many</td>
<td>Not scalable</td>
<td>Flat</td>
<td>Mahalanobis distance</td>
</tr>
</tbody>
</table>

Table 10: Overview of the most well known clustering algorithms.

parameters. The linkage defines the distance computed between sets of data points. The algorithm uses this linkage to merge the sets, minimizing the distance. The average linkage refers to using the average of the distances of each data point of the these sets. The affinity, on the other hand, represents the metric used to compute the distance. This distance is computed for every pair of hits in the dataset, resulting in a quadratic complexity.

Similarly, spectral clustering is computationally very expensive, with a complexity of \(O(N^3)\). Given the execution time of the various clustering algorithms on the considered sample, the optimal choice is clearly Mini-BatchKmeans, a batch version of the \(K\)-means algorithm. However, CPU time is not the only selection criteria in this case. The algorithmic approach of the \(K\)-means procedure iterates on the dataset until finding optimal centroids. These centroids are particularly interesting since they can be used as clusters representatives in the ML voxelisation process.

#### 10.1.2 Pipeline from Geant4 Events to VAE Simulated Events

Figure 106 summarizes the development pipeline for shower generation with VAE trained on preprocessed Geant4 showers using the \(K\)-means algorithm. Each of the rectangles represents an implemented function. **Geant4 reader** is a C++ function to read the Geant4 ntuples and saves only the hit’s information in the relevant layers as flat ROOT trees. These saved files contain as well the calorimeter cell identifiers. **HDF5 builder** function saves 2D hits information of \(d\eta \times d\phi\) per layer for all events per energy and \(\eta\). The saved hits fall in the range \([0,dr]\), where \(dr\) is the value in which 99.99% of the hit’s energy is contained. **K-means applier** performs the \(K\)-means algorithm using the HDF5 files. It is applied to each of the relevant layers. In fact, the number of hits per event is of the order of millions, and combining all events from all energies and \(\eta\) slices results in billions of hits per layer. In order to reduce the number of statistics, only a subset of events is selected randomly per energy and \(\eta\). The output of the \(K\)-means is the list of the centroids and for each of the hits in the input its corresponding centroid. Since we reduced the statistics to make the \(K\)-means run faster, the **Hits to centroids assigner** function allows assigning, for all the hits, their closest centroid from the output list of the \(K\) centroids. This derived ML shower representation is validated using the **validator** function. It is a set of two validation steps: a standalone and an Athena-integrated based. In the former, the Geant4 hits are assigned to the calorimeter cells using the cell IDs as a key to retrieve the relative cell positions. This assignment is compared to the Geant4 hits to centroids to cells assignment. The comparison at the cell level allows us to assess the performance of reproducing the detector response. The Athena-integrated step with a dedicated FastCaloVSim service allows us to validate the approach in a complex and complete environment. It is based on comparison of high level observables only available after reconstruction within the Athena environment. Since the model is trained on the full detector, the training is performed on a massive dataset and therefore in order to allow an efficient memory loading, the training generator input to the **VAE trainer** function is used. It consists of using TFRecord file format, a binary storage format of Tensorflow. Binary files occupy less space on disk and as a consequence take less time for I/O operations. The training generator, in this case, loads only a batch of events at the same time into memory.
Figure 105: Comparison of clustering algorithms. The same number of Geant4 hits 600,000 in EMB2 is used to apply each of the clustering algorithm. The convergence time for each algorithm is reported in the bottom right.
10.1.3 K-means Application, Challenges and How to Overcome Them

Let $G$ be the geometry of the ATLAS calorimeter (see Figure 44): $G$ is segmented into angular regions. $\eta_i$ is the $i^{th}$ angular region which contains a succession of $l$ layers with $i \in [1,100]$ and $l$ is not a fixed number, it depends on the $\eta_i$ region. Counting all the layers in all the $\eta_i$ regions gives a total of 24 layers. The idea behind using the K-means consists of deriving a 2D image per layer, where the image would be the same, independently of the $\eta_i$ region. In order to satisfy this condition, the K-means is applied to cluster the Geant4 hits, where each hit is defined in a 2D space of $d\eta$ and $d\phi$. These values represent the relative positions with respect to the extrapolated position of the truth particle. They are clustered separately for each relevant layer of the calorimeter per particle type. Table 11 and 13 summarize the considered relevant layers for photons and pions respectively. Each centroid is in 2D, and it can be seen as a pixel in an image. For the energy values, afterwards, for each of the centroids, this is the sum of the hit energies belonging to the same cluster.

Technically, the K-means algorithm is slow. An alternative approach to reduce the computation time is the mini-batch K-means (shown in Figure 105). It is a K-means algorithm variant which uses mini-batches or subsets of the input data. These subsets are randomly sampled in each iteration of the algorithm. In all the following sections, the K-means refers to the mini-batch K-means.

In the literature, the performance of the K-means algorithm is shown to be dependent on two main factors: the initial cluster center’s position and the instance order. In fact, the initial positioning of the centroids controls the number of clustering iterations until convergence, the better the initialization is, the faster and more efficient the algorithm is. There are different methods to set the initial centroids, such as a random initialization, which consists of selecting random $K$ points from the input dataset. The K-means++ initializer \cite{202} on the other hand, starts with a first centroid randomly selected, and the subsequent centroids are chosen from the input dataset using a proportional probability to the squared distance away from a given point’s nearest existing centroid. Another initialization method is naive sharding which is based on computing a summed value representing all the attribute value of a point. This value allows sorting all of the points of the input dataset. This data is accordingly divided in a horizontal way into $K$ parts or shards. The initial attributes of each shard are summed independently and their respective mean value is calculated. The mean values represent the centroids.

The three initializers are tested on Geant4 hits in EMB2. Figure 107 shows the three types for low and high
Figure 107: $K$-means outputs using three different initializers with $K=121$ (a) and $K=1436$ (b).

Figure 108: Output of the $K$-means clustering with a batch size of (a) 100 and (b) 1000.

values of $K$. The intuition behind finding the best approach is to spread out the initial centroids to cover as well the hits in the outer regions. Using $K=121$, both random and Naive sharding techniques have a high density of centroids in the core region and less in the outer region. $K++$ on the other hand, spreads better the centroids. For higher $K$, the same pattern is present. In fact, the $K++$ method, tries to separate the centroids from each others.

One of the important features when applying the $K$-means approach is the size of the subset of the data points at each iteration, known as the batch size. Figure 108 shows the impact on the final clustering output. It all relates to how much variety of data points the algorithm can use to derive the center of the clusters. The variety includes hits in the outer region in order to better cluster the hits space and get a correct mapping to cells afterwards. This shows that having a large size would lead to wider spread of the centroids because the batch set contains more diverse hits than the small batch. The idea consists of carefully choosing the batch size, not too small to avoid ignoring relevant hits forming the tails and not too big to avoid the time-consuming convergence.

10.1.4 From $K$ Clusters to $K$ Voronoi Polygons

The centroids can be visualized using the Voronoi diagram. It is an encoding structure of proximity information. It allows us to visualize the centroids and their respective areas, where each area forms a polygon. Its construction algorithm is based on half plane intersection repeated for every centroid in the input. Figure 109 shows the construction of a Voronoi polygon: $C_1, \ldots, 5$ represent five centroids, the blue lines are the half plane intersections between centroids and the red triangle is called a Voronoi cell or polygon. It defines a set of points that are close to each centroid. Using this diagram, finding the closest centroid to a point is easy by
Figure 109: Schematic representation of a Voronoi diagram. $C_i$ represent the clusters centroids and $q_i$ the data points. The blue lines denote the half plane intersections, while the red triangle defines the Voronoi polygon.

Figure 110: (a) $K$-means ($K=100$) applied on Geant4 hits of 100 photon showers in EMB2 (b) Voronoi polygons constructed using the centroids from the $K$-means application.

construction: the closest centroid to $q_i$ is $C_1$, and for $q_h$ is $C_2$. Points on the edge have the same distance to both centroids, as is the case for $q_j$. This case can be extended, if a point is located at the intersection of many Voronoi polygons, such as the $q_k$ point.

Figure 110(a) shows 100 centroids derived from the $K$-means and Figure 110(b) represents the Voronoi polygons for each of the $K$ centroids. The area of the polygons gets larger when moving out from the center (0,0). This is explained by the fact that in the core the number of centroids is higher and therefore building half plane intersection between close by centroids forms a smaller region of space compared to distant centroids.

10.2 Centroid-level FastCaloVSim for Photons

The training process of the VAE to simulate showers in the full detector starts with photon particles because they are characterized by a simpler shower development compared to pions. The number of centroids is defined with an optimization search technique based on a two-step validation as explained in Section 10.1.2.

10.2.1 Data Preprocessing

Table 11 details the relevant layers for photons and for each layer the corresponding $\eta$ slice where the layer is considered as relevant. Therefore, for photons, the $K$-means is applied for each of these layers.
Relevant layer | $\eta$ coverage
--- | ---
0 | $0 < |\eta| < 1.55$
1 | $0 < |\eta| < 1.55$
2 | $0 < |\eta| < 1.55$
3 | $0 < |\eta| < 1.4$
4 | $1.35 < |\eta| < 1.85$
5 | $1.35 < |\eta| < 2.7$
6 | $1.35 < |\eta| < 3.5$
7 | $1.50 < |\eta| < 3.5$
8 | $1.55 < |\eta| < 3.45$
9 | $3.2 < |\eta| < 3.4$
12 | $0 < |\eta| < 1.05$
17 | $1.25 < |\eta| < 1.75$
18 | $1.3 < |\eta| < 1.55$
21 | $3 < |\eta| < 5$
22 | $3.25 < |\eta| < 5$
23 | $4.85 < |\eta| < 5$

Table 11: List of relevant layers for photon particles with their respective $\eta$ coverage.

Figure 111: Hit energy as function of $dr$. The colors represent the density of hits per rings of $dr$ for photons with an energy of 65 GeV in the range $0 < |\eta| < 0.25$ with an energy of (a) 1 GeV and (b) 1 TeV.

Let $(0,0)$ in $d\eta \times d\phi$ be the center of the shower per layer (Figure 110 illustrates centered showers in EMB2). The energy of the shower develops from center to edge. This can be interpreted as a development in a circle, forming rings of $dr$. The innermost $dr$ contains most of the energy deposition, with most of the hits entries. Figure 111 shows hits energies in MeV units as function of $dr$ with a color coding for the number of hits in each $dr$ for photons of 1 GeV and 1 TeV in $0.2 < |\eta| < 0.25$ in EMB2. Since the outermost $dr$ rings contain very little energy deposition and in order to reduce the number of hits inputs to the $K$-means, the Geant4 hits are chosen in a $dr$ which contains more than 99% of the energy per particle energy and $\eta$. Figure 112 shows the $dr$ distribution normalized to the number of showers, with two cuts on 0.5 and 0.15. The $dr$ cut is based on quantile definition from the distributions of $dr$ weighted by the energy of the hits. This selection considers all the energies and all $\eta$. Table 12 shows an example of an $\eta$ slice, the $dr$ values of four quantiles with a low, medium, and high energies of 1 GeV, 65 GeV and 1 TeV respectively. In order to globally contain all the hits, a $dr$ value of 0.5 is used.

<table>
<thead>
<tr>
<th>Quantile</th>
<th>1 GeV</th>
<th>65 GeV</th>
<th>1 TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.995</td>
<td>0.135</td>
<td>0.102</td>
<td>0.096</td>
</tr>
<tr>
<td>0.998</td>
<td>0.171</td>
<td>0.129</td>
<td>0.123</td>
</tr>
<tr>
<td>0.999</td>
<td>0.204</td>
<td>0.156</td>
<td>0.144</td>
</tr>
<tr>
<td>0.9999</td>
<td>0.455</td>
<td>0.244</td>
<td>0.227</td>
</tr>
</tbody>
</table>

Table 12: $dr$ with different quantile values for 1 GeV, 65 GeV and 1 TeV for photon particles with $0 < |\eta| < 0.05$.

10.2.2 Validation Approach

In the $K$-means algorithm, finding the optimal number of centroids $K$ per layer is an optimization problem. The sum of the $K$ values for all the layers would define the structure of the input and output layers of the VAE
model and the subsequent optimized number of nodes per hidden layer. Minimizing $K$ allows as well to minimize the number of trainable parameters. The validation approach consists of testing how well the ML voxelization can accurately represent Geant4 samples. It is based on a series of validation plots from an ML to a physics perspective and from a standalone to Athena-based implementation, including cell-to-cell, event-to-event and distribution-to-distribution comparisons.

From an ML perspective, evaluating the cluster quality allows us to get an idea of how meaningful the clusters are. A good clustering is the one where data points of a cluster are close to each other and far from the other clusters. The inertia is one of the most well known metrics for quality evaluation. To determine an optimal number of centroids, the inertia metric defines the optimal value based on the elbow, the point after which the score starts to decrease in a linear way. In other words, it represents the inflection point on the curve at which increasing the $K$ value leads to a very small decrease in the inertia score. This point indicates that the model performs its best fit. Figure 113 shows the inertia values as a function of the number of clusters. Fourteen $K$ values and their corresponding inertia values are shown in this figure. The elbow value corresponds to the value 100.

The ML validation is not enough alone. The right hit energy has to be mapped to the right cell. Therefore, the validation is also based on a mapping comparison. A mismapping can happen when a Voronoi polygon is larger than a calorimeter cell. This means that the centroid of this Voronoi polygon is closer to the center of a wrong calorimeter cell than the correct one. This mismapping can also happen when the centroid falls at the edge of a cell. Figure 114 shows an example where (a) represents an annotation of calorimeter cells with an energy deposition in EMB3 for one event of 65 GeV in $0.2 < |\eta| < 0.25$. The three blue points in (b) are Geant4 hits which are mapped to the cell number 15. Applying $K$-means on the Geant4 hits in EMB3 with $K=100$ results in having large Voronoi polygons than the calorimeter cells in the outer region. This leads to a wrong hit assignment where the third hit is not mapped to cell 15 but instead to cell 16. This wrong assignment would cause an unbalance in the energy per cell and therefore the shower shape variables.

Physics wise, defining the resolution to simulate showers and validating the $K$-means approach does not rely on a single metric. It instead consists of finding the optimal $K$ with a minimal distortion in the shower shape distributions when comparing the mapping from hits to cells against hits to centroids to cells. The optimization is also based on comparing the area of cells versus the area of the Voronoi polygons to fulfill the condition of deriving higher granularity Geant4 shower representations than the cells. This last comparison can be visualized in Figure 115 where the Voronoi diagram is shown for two different $K$ values along with the calorimeter cells (red points represent the center of the cells) in EMB2 from a single event of photons with an energy of 132 GeV in $0.8 < |\eta| < 0.85$. With a low $K$ value, this representation is much closer to the cells where a polygon has almost a cell area. On the other side, with $K=1000$, we can clearly see that a number of polygons can be grouped together to be mapped into a single cell.

One of the first quantities to look at is the energy ratio deposition in the core $7 \times 7$ cells in EMB2. Figure 116 shows the ratio values using two different values of $K$, 100 and 300 for photons with 65 GeV energy in
Figure 113: Inertia values as function of the number of clusters for $K$-means clustering algorithm applied on Geant4 hits in the presampler layer.

Figure 114: (a) Cell annotation for a single event in EMB3 (b) Hits in cell 15. The values reported in (b) represent the sum of hit energies. The red point represents the center of the cell 15. The shift between the blue and orange points is added manually for visibility.
Figure 115: Voronoi polygons with (a) $K=100$ and (b) $K=1000$. The red points are the center of cells of a single photon event in EMB2.

Figure 116: Ratio of energy deposition of (centroids to cells) to (hits to cells) in $7 \times 7$ cells in EMB2 with (a) $K=100$ and (b) $K=300$. $0.2 < |\eta| < 0.25$. Having more granular definition allows us to accurately assign the energy in the correct cell, as opposed to $K=100$ where the ratio values are not close to 1. This is due to the large size of the Voronoi polygons compared to cells specifically in the outer region from the core as shows the Figure 115.

The standalone validation relies also on distributions of $d\eta$ and $d\phi$. Figures 117 and 118 represent the distribution of $d\eta$ and $d\phi$ respectively weighted by the energy of the cell. The plots show the weighted distributions for three different $K$ values. $K=100$ is clearly to be discarded since it can only reproduce the core, not the tails for both $d\eta$ and $d\phi$ distributions. This is also reflected on the $\chi^2$ statistic in the legend, where it is higher for $K=100$.

The $\chi^2$ statistic used in the $\chi^2$ test is computed as $\chi^2 = \sum_i \frac{(O_i - E_i^2)}{E_i}$, where $O_i$ are the observed values and $E_i$ are the expected values.

Figure 119 shows the $\chi^2$ of event to event comparison as a function of the truth energies from 1 GeV to 1 TeV for two different $K$ values. This figure shows that having a larger $K$ leads to a better agreement, and the decrease in the $\chi^2$ range values is visible.

To further assess the quality of the centroids definition and for optimization purposes, the FastCaloVSib service in Athena is implemented to take the centroids as hits and assign them to calorimeter cells. The optimization is performed per relevant layer.
Figure 117: $d\eta$ distribution weighted by hit energy. The full detector simulation of hits mapped to cells (black line) is compared to centroids to cells mapping with $K=100$ (blue line), $K=300$ (orange line) and $K=600$ (green line). The ratio plot is zoomed within 1% from the reference ratio 1.

Figure 118: $d\phi$ distribution weighted by hit energy. The full detector simulation of hits mapped to cells (black line) is compared to centroids to cells mapping with $K=100$ (blue line), $K=300$ (orange line) and $K=600$ (green line). The ratio plot is zoomed within 1% from the reference ratio 1.
Figure 119: $\chi^2$ of event-to-event comparison of hits mapped to cells compared to centroids to cells as function of the truth energy (a) $K=100$ and (b) $K=300$. The legend shows the color coding for the truth energy values going from 1 GeV to 1048 GeV.

Figure 120: Reconstructed (a) energy in $3 \times 7$ cells in EMB2 (e237) and (b) energy in EMB2 for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a K-means with $K=1k$ (solid red line) and a K-means with $K=10k$ (solid blue line).

A more efficient approach adapted for optimizing $K$ per layer is reversed: instead of starting with a low $K$ value and increasing it to find the optimal value, the reverse optimization approach consists of setting $K$ to a very high value such as 10000, very granular to perfectly reproduce the Geant4 hits and then decreasing $K$ (with a step of 100) until reaching an optimal value with only a small deviation from Geant4 distributions using metrics such the $\chi^2$ statistic. Generally, distributions representing only energy quantities are well reproduced with lower $K$ values. The validation is then more based on the shower shape observables. Figures [120][121] and [122] represent distributions for the Athena-integrated validation for $K=10000$ where the Geant4 agreement is perfect. The $K$ value for EMB2 is chosen to be 1000. It represents a good trade-off between the number of centroids and the accuracy of Geant4 agreement. The same process is applied for all the relevant layers defined in Table 11.

10.2.3 Model Design and Training Procedure

FastCaloVSim at centroid level is trained using all the relevant layers defined in Table 11. The $K$ values based on the above optimization approach are 200, 1000, 1000, 200, 500, 500, 500, 500, 200, 500, 500, 500, 500, 500, 500, 500, 500, 500 for layers 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 17, 18, 21, 22 and 23 respectively. This results in having
Figure 121: Reconstructed (a) $\eta$ and (b) $\phi$ for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a $K$-means with $K=1k$ (solid red line) and a $K$-means with $K=10k$ (solid blue line).

Figure 122: Reconstructed (a) $\Delta\eta$ and (b) $\text{weta}2$ for photons with an energy of approximately 65 GeV in the range $0.20 < |\eta| < 0.25$. The energy depositions from a full detector simulation (black markers) are shown as reference and compared to the ones of a $K$-means with $K=1k$ (solid red line) and a $K$-means with $K=10k$ (solid blue line).
a total of 8600 centroids per photon shower. Following the same VAE design at cell or voxel level, the VAE learns to reconstruct the shower vector containing all the 8600 centroids energy ratios with one entry for the total energy fraction and 16 entries representing the energy per layer fractions. Therefore, the VAE model for photons at centroid level is trained to reconstruct 8617 nodes of energy ratios. In a particular \( \eta \) region, for all showers where the layer is not considered as relevant, the ratio values of the centroids of that layer are set to be zero. By setting this value, all showers independently of the truth energy and the \( \eta \) region have the same structure with 8617 values. The design of the model’s architecture is similar to the (r,o) voxel model in Figure 94 in terms of number of layers, layer structure and activation functions. The model is also conditioned on both energy and \( \eta \) with \( 0<|\eta|<5 \). The number of nodes per layer, derived from a hyperparameter tuning, is set to be 1000, 500, 200, 100 for the encoder’s hidden layers and the reversed order for the decoder. The encoder learns to represent a shower at the centroid level in 100D. To generate new showers, the decoder (as a generator) would be fed with 100D vector of uncorrelated Gaussians along with the conditions of energy and \( \eta \).

### 10.2.4 Generation Performance

To assess the generation performance of the VAE, both steps of standalone and Athena based validations are presented in this section.

Figures 123, 124 and 125 represent the performance of the VAE compared to Geant4 for particles with 65 GeV in \( 0.6<\eta<0.65 \), \( 2.95<\eta<3 \) and \( 4.65<\eta<4.7 \) respectively. All the relevant layers (16 for photons) and the total energy, defined as the sum of the energy in all the centroids, distributions are reported. The VAE is able to learn and reproduce the energy distributions across layers and \( \eta \) slices with a mismodeling for the FCAL of the total energy caused by deviations in the energy of layer 22 which is an impact of a low statistics regime. One of the key important checks is the distribution of energies per layer where the layer is not relevant for the given \( \eta \) region. In the training inputs, the energy values of these layers are set to zero. Figure 123 for example, shows the distributions for EME1 and FCAL0 layers which are both non-relevant layers in the slice \( 0.6<|\eta|<0.65 \).

Other total energy distributions for particles with 65 GeV and 524 GeV energies for six different \( \eta \) slices are shown in Figure 126 and 127 respectively. In general, the total energy distribution generated by the VAE is observed to agree with Geant4. Moreover, the overall performance of the VAE for photons with 65 GeV and 1024 GeV energies is summarized in Figure 128. The ratios of the means and RMS of the total energies of VAE to Geant4 are shown as function of \( \eta \). Overall, the VAE can reproduce all the total energies across the \( \eta \) regions with a similar level of agreement.

For the performance of the 1 TeV particles, the main \( \eta \) regions where the VAE reproduces larger RMS than those in the full simulation, are the ones close to the transition regions such as the case for \( \eta \) close to 1.7. Figure 129 (b) and (e) shows the total energy distributions for these regions. The Geant4 distributions of total energy in these regions are non-Gaussian and therefore show a different shape characterized by a double peak compared to neighboring distributions to \( \eta \approx 1.7 \) and \( \eta \approx 2.5 \) in Figure 129. The transition regions represent the central end-cap calorimeters and the end-cap forward calorimeters, both are characterized by a reduced calorimeter coverage. In fact, there are many complex factors that can influence the performance in these regions such as the change of geometry that can produce a sample that is not completely uniform.

An Athena FastCaloVSim service is implemented to simulate energy depositions of the centroids. Similarly to the cell or voxel level services, the generator simulates an energy ratio value for each of the centroids for all the relevant layers considered for photons. By rescaling to the truth energy and then the total energy per layer, this latter value is used to rescale the centroid’s value. Each of the centroids is considered as a hit, and it is assigned to an ATLAS calorimeter cell.

The next plots show the performance of the VAE on single photons with an energy of 65 GeV in \( 0.2<|\eta|<0.25 \). Figure 130 shows the reconstructed sum cell energies in a window of \( 3\times2 \) cells for EMB1 (a) and \( 7\times7 \) for EMB2 (b). These plots show the good performance of the VAE in reproducing the energy per cell in the core region of two electromagnetic layers of the ATLAS calorimeter. The VAE trained on the centroids reproduces as well the layer energy. Figure 131 shows the reconstructed energies for EMB0 (a), EMB1 (b), EMB2 (c) and EMB3 (d) as they contain most of the energy deposition for a typical photon shower in \( 0.2<|\eta|<0.25 \). In the VAE, learning to encode an input shower is a key feature during which the correlations are modeled. The correct modeling of these correlations allows to better reproduce some of the key shower observables such as the total energy. Figure 132 is a visualization of correlations between the ECAL layers for both Geant4 and VAE. To further assess the performance of VAE in reproducing the correlations between the layers, Figure 133 represents \( \eta \) distributions for EMB1 and EMB2 and the difference in \( \eta \) distribution between these two layers. DeltaE and Eratio distributions, shown in Figure 134 (d) and (r) respectively, are also well reproduced by the VAE. These two quantities are computed using \( c2tstsl, cmins1 \) and \( emaxsl \) with their respective distributions shown in Figure 134 (a), (b) and (c). All these quantities are defined in Table 5.
Figure 123: Energy per layer and the total energy for photons with an energy of 65 GeV in the $0.6 < \eta < 0.65$ range. The full detector simulation (blue line) is compared to the VAE (red line). Here are shown all the 16 relevant layers for photons reported in Table [11]. For $0.6 < \eta < 0.65$ the most of the energy is deposited in layer 0, 1, 2 and 3. The other layers do not have an energy deposition, and this is shown as a single energy bin (blue line).
Figure 124: Energy per layer and the total energy for photons with an energy of 65 GeV in the 2.95 < η < 3 range. The full detector simulation (blue line) is compared to the VAE (red line). Here are shown all the 16 relevant layers for photons reported in Table 11. For 2.95 < η < 3 the most of the energy is deposited in layer 6, 7 and 8. The other layers do not have an energy deposition, and this is shown as a single energy bin (blue line).
Figure 125: Energy per layer and the total energy for photons with an energy of 65 GeV in the $4.65 < \eta < 4.7$ range. The full detector simulation (blue line) is compared to the VAE (red line). Here are shown all the 16 relevant layers for photons reported in Table 11. For $4.65 < \eta < 4.7$ the most of the energy is deposited in layer 21 and 22. The other layers do not have an energy deposition, and this is shown as a single energy bin (blue line).
Figure 126: Total energy deposited in the calorimeter (a) for photons with an energy of 65 GeV. The energy depositions from a full detector simulation (solid blue line) are shown as reference and compared to the ones of a VAE (dashed red line).
Figure 127: Total energy deposited in the calorimeter (a) for photons with an energy of 524 GeV. The energy depositions from a full detector simulation (solid blue line) are shown as reference and compared to the ones of a VAE (dashed red line)

(a) $0.2 < |\eta| < 0.25$

(b) $0.65 < |\eta| < 0.7$

(c) $2.05 < |\eta| < 2.1$

(d) $2.65 < |\eta| < 2.7$

(e) $3 < |\eta| < 3.05$

(f) $4.45 < |\eta| < 4.5$
Figure 128: Ratio of the mean of the VAE total energy response to the full detector simulation for photons with an energy of approximately 65 GeV (a) and approximately 1048 GeV (b) as function of \( \eta \). The error bar shows the ratio of the RMS of the total energy response.

Figure 135 summarizes the performance of the VAE compared to Geant4 in terms of total energy and transverse momentum (\( p_T \)) distributions. It shows the correct modeling of (a) the sum of the reconstructed energy in the core cells, where only cells in 3\( \times \)3, 15\( \times \)2, 5\( \times \)5 and 3\( \times \)5 in EMB0, EMB1, EMB2 and EMB3 are respectively considered. More than 90% of the shower photon energy is contained in these core cells.

Figure 136 represent the reconstructed variables \( \eta \), \( \phi \) and pos. A good shower simulator is required to well reproduce all the shower shape variables. This can be further probed with EGamma variables such as Reta, Rphi and Rhad. In Figure 137 Reta and Rphi evaluate the energy ratio between the core cells with respect to a wider window selection per layer. Rhad represents the fraction of the \( E_T \) leakage into hadronic calorimeter with exclusion of energy in TileGap3 with respect to the \( E_T \). Fractional shower shape variables such as \( f_1 \), \( f_3 \) and fracs are shown in Figure 138. The VAE reproduces both \( f_1 \) and \( f_3 \) defined as the fraction of reconstructed energies in EMB1 and EMB3 respectively. Moreover, the shower shape in the shower core shown as fracs agrees with the Geant4 distribution. The width of the shower can be visualized in Figure 139 through the shower width in EMB1 \( w_{eta} \) and the lateral width in EMB2 \( w_{eta2} \). It can also be visualized as a shower width in EMB1 without the corrections on particle impact point inside the cell widths1 and a shower width in a window of \( d\eta \times d\phi \) wots1. These results show that the Athena based observables are accurately modeled by the VAE.

10.3 Centroid-level FastCaloVSim for Pions

All the previous steps of data preprocessing, K-means application, validation and optimization are also applied for pions. Table 13 details the relevant layers for pions and for each layer the corresponding \( \eta \) slice. Unlike photons, all the calorimeter layers are relevant for pions. The number of centroids per layer is set to be 200, 1000, 1000, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200, 200 for the 24 layers in order. The number of centroids in the TileBar layers 0,1, and 2 corresponding to layers 12, 13 and 14, is more than two times higher compared with photons to better capture the hadronic shower development in these layers.

As a first qualitative validation of single pion simulation, the standalone validation is based on evaluating the performance of reproducing the average energy ratios as function of \( dr \). Figure 140 shows the energy ratio of centroids to the energies per layer for EMB0 (a), EMB1 (b), EMB2 (c) and TileBar0 (d). Moreover, the energy per layer for EME2 and TileBar0 can be seen in Figures 141 and 142 across different \( \eta \) slices.

On the Athena side, the validation of single pions is based on reconstructing their showers as jets. This reconstruction is derived from the ATLAS topological cell clustering based on the anti-\( k_t \) algorithm which groups close energies with a high probability of belonging to the same shower. These grouped clusters are an efficient visualization to describe the topology of the energy depositions. The radius \( R \) considered for this algorithm and which ATLAS uses is 0.4 (and 1). In a hadronic shower, hadrons generated in inelastic interactions can even travel significant distances and generate sub-showers outside the direct neighborhood of the calorimeter cell containing the initial hadronic interaction. Therefore, the topo-clusters can contain only...
Figure 129: Total energy response of the calorimeter to photons with an energy of 1048 GeV. The calorimeter response for the Full detector Simulation (solid blue line) compared to FastCaloVSim (dashed red line).
Figure 130: Reconstructed energy in a selected window of $3 \times 2$ in EMB1 (a) and $7 \times 7$ (b) in EMB2 for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).

Figure 131: Reconstructed photon energy in (a) EMB0, (b) EMB1, (c) EMB2 and (d) EMB3 layers energy for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line)
Figure 132: Correlations between deposited energy in the four ATLAS electromagnetic layers for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (left column) is compared to VAE (right column): (a, b) EMB1 vs EMB0, (c, d) EMB2 vs EMB0, (e, f) EMB3 vs EMB0, (g, h) EMB2 vs EMB1, (i, j) EMB3 vs EMB1, (k, l) EMB3 vs EMB2. The numbers on the colorbar represent the number of events.
Figure 133: Position resolution along $\eta$ for EMB1 (a) and EMB2 (b) layers and $\eta$ difference between EMB1 and EMB2 for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 134: Shower shapes (d) DeltaE and (e) ERatio distributions along with the corresponding quantity distributions (a) e2ts1, (b) emins1 and (c) emaxs1 used to derive them for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 135: Reconstructed energy in the core (a), ratio of reconstructed energy to the truth energy (b) and $p_t$ (c) for photons generated with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 136: Reconstructed (a) $\eta$, (b) $\phi$ and (c) $\text{pos}$ distributions for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 137: Reconstructed (a) $R_{eta}$, (b) $R_{phi}$ and (c) $R_{had}$ distributions for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 138: Reconstructed (a) $f_1$, (b) $f_3$ and (c) $fracs$ distributions for photons with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
Figure 139: Reconstructed (a) weta, (b) weta2, (c) widths1 and (d) wtots1 distributions for photons with an energy of approximately 65 GeV in the 0.2 < |\eta| < 0.25 range. The full detector simulation (dashed black line) is compared to VAE (solid red line).
a fraction of the hadronic shower \([203]\). Reproducing the cluster variables is a very challenging task which requires an accurate modeling of the right number of clusters in the right part of the detector with all the complex correlations. The next set of plots show the FastCaloVSim performance for pions of 65 GeV in the \(0.2 < |\eta| < 0.25\) range.

One of the key distributions for evaluating the performance of the VAE is reported in Figure 143 as the leading cluster energy. Overall, the VAE can reproduce a very close shape to Geant4 over the whole energy range. This can also be seen in terms of ratios of the leading cluster energy to the truth energy. In the same figure, the shape of leading cluster \(p_T\) distribution is also reasonably reproduced. A good agreement is seen in distributions of \(\eta\) and \(\phi\) shown in Figure 144.

Figure 145 shows the center \(\lambda\), where up to 200 cm it represents clusters that have centroids in EMB2, beyond 1 m most of the cluster energy is in the tile layers. The extra peak around 1.5 m represent the clusters starting in TileBar1 (layer 13) and the tail is the energy sharing with TileBar2. The figure shows as well the \(\Delta R\) measuring how far the pions are to the center. Overall, the distribution is well reproduced.

Secondary cluster moments such as \(<\lambda^2>\) and \(<r^2>\) are shown in Figure 146. The correct modeling of \(<\lambda^2>\) and \(<r^2>\) allows good performance in reproducing both longitudinal and lateral quantities for all the clusters. Some discrepancies are visible in both plots. Low values of \(<\lambda^2>\) indicate the presence of narrow clusters and the peak at zero indicates Minimum Ionizing Particles (MIPs), which have a rate of mean energy loss close to the minimum, like clusters. For \(<r^2>\), the agreement to Geant4 is better across all the \(<r^2>\) range compared to all the clusters. The VAE can also reproduce with some discrepancies the reconstructed energy of topo-clusters as shown in Figure 147 and the clusters \(E_T\) shown in Figure 148. The modeling of \(E_T\) can also be seen as a function of \(\eta\) shown in Figure 149, where the correlation structure is reproduced.

To evaluate the performance of jet reconstruction, Figure 150 shows the distribution of the jet \(P_T\). FastCaloVSim can reproduce the average and the RMS of this distribution with some disagreement compared to Geant4. Figure 151 illustrates the jet mass and the reconstructed jet \(\tau_21\). Although this is a case of single particles, where these two quantities are small, it is interesting to see that they can be reproduced. Figure 152 represents modeling of the number of clusters for the reconstructed jet. This value is well modeled, especially at high multiplicity.

Quality variables such as the isolation and \(<Q>\) in the liquid argon are reported in Figure 153 which are reproduced by the VAE. In the topo-clustering algorithm \([203]\), the noise is implicitly removed. This leads to a signal loss and therefore alters the calorimeter response. This loss appears at the topo-cluster boundary. The correction of this effect is sensitive if this loss can be included in a neighboring cluster or if they can be ignored. A topo-cluster with an isolation coefficient of zero means that the cluster is surrounded by other clusters. On the other hand, a coefficient of one means that the cluster is completely isolated. \(<Q>\) refers to the total charge produced by an energy deposition of particles.

FastCaloVSim at the centroid level is trained on a range of energy from 1 GeV to 1 TeV. An extrapolation to 2 TeV particles demonstrates the learning capacity of the model. Figure 154 shows the secondary cluster moments \(<\lambda^2>\) and \(<r^2>\) and the ratio of the jet leading cluster energy to jet \(p_T\). In general, the plots show a reasonable agreement to the full simulation.

### 10.4 Centroid-level FastCaloVSim Performance on Di-jets

After the performance evaluation on single particles, this section describes the evaluation on jets. Even if the performance on single particles is not at the percent level, an energy response simulator can still be able to reproduce reconstructed objects. This evaluation is based on a di-jet sample where a filtering is applied to only contain leading jets with a \(p_T\) of about 2.5 TeV. These samples contain also additional jets to cover the full energy range. To run FastCaloVSim on these samples, a full detector parametrization is created with basic analysis and definition of cuts and defining FastCaloVSim as the simulator. This global evaluation of jets is also a global evaluation of FastCaloVSim to interpolate and extrapolate in the full energy range. The observables for the evaluation process are similar to the pion ones. Figures 155, 156, 157, 158 show the performance of FastCaloVSim on these physics samples compared to a reference ATLAS fast simulation AFII. Many improvements are demonstrated through these plots compared to AFII that can be explained by a better learning of the correlations with an ML model. The number of cluster in the subleading jet has significantly improved.

### 10.5 Summary and Discussion

This chapter described the VAE model trained on centroids derived using the \(K\)-means clustering algorithm. This model extends the cell and voxel models in terms of layers and \(\eta\) regions, where all layers and angular
Figure 140: Average centroid energy as a function of $dr$ for (a, b) EMB0, (c, d) EMB1, (e, f) EMB2 and (g, h) TileBar0, for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. Left column represents Geant4 and right column VAE.
Figure 141: Energy deposited in layer EME1 for pions with an energy of approximately 65 GeV. The full detector simulation (solid blue line) compared to the VAE (solid red line). For (a) EME1 is not a relevant layer in the $0.25 < |\eta| < 0.3$ region.
Figure 142: Energy deposited in layer TileBar0 for pions with an energy of approximately 65 GeV. The full detector simulation (solid blue line) compared to the VAE (solid red line). For (i) TileBar0 is not a relevant layer in the $3.15 < |\eta| < 3.2$ region.
Figure 143: (a) Leading cluster energy, (b) leading cluster energy over truth energy and (c) cluster $p_T$ for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
<table>
<thead>
<tr>
<th>Relevant layer</th>
<th>$\eta$ coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>1</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>2</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>3</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>4</td>
<td>$1.55 &lt;</td>
</tr>
<tr>
<td>5</td>
<td>$0.85 &lt;</td>
</tr>
<tr>
<td>6</td>
<td>$0.8 &lt;</td>
</tr>
<tr>
<td>7</td>
<td>$1.25 &lt;</td>
</tr>
<tr>
<td>8</td>
<td>$1.2 &lt;</td>
</tr>
<tr>
<td>9</td>
<td>$1.25 &lt;</td>
</tr>
<tr>
<td>10</td>
<td>$1.45 &lt;</td>
</tr>
<tr>
<td>11</td>
<td>$1.55 &lt;</td>
</tr>
<tr>
<td>12</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>13</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>14</td>
<td>$0 &lt;</td>
</tr>
<tr>
<td>15</td>
<td>$0.8 &lt;</td>
</tr>
<tr>
<td>16</td>
<td>$0.7 &lt;</td>
</tr>
<tr>
<td>17</td>
<td>$0.65 &lt;</td>
</tr>
<tr>
<td>18</td>
<td>$0.75 &lt;</td>
</tr>
<tr>
<td>19</td>
<td>$0.75 &lt;</td>
</tr>
<tr>
<td>20</td>
<td>$0.75 &lt;</td>
</tr>
<tr>
<td>21</td>
<td>$2.4 &lt;</td>
</tr>
<tr>
<td>22</td>
<td>$2.6 &lt;</td>
</tr>
<tr>
<td>23</td>
<td>$2.85 &lt;</td>
</tr>
</tbody>
</table>

Table 13: List of relevant layers for pions particles with respective $\eta$ slide definition

Figure 144: Leading cluster (a) $\eta$ and (b) $\phi$ distributions for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
Figure 145: (a) Center $\lambda$ and $\delta R$ distributions for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

Figure 146: Cluster moments (a) $\langle \lambda^2 \rangle$ and (b) $\langle r^2 \rangle$ for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

Figure 147: Topo-cluster reconstructed energy and energy RMS distributions for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
Figure 148: $E_T$ distribution for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

Figure 149: $E_T$ as function of $\eta$ for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (a) is compared to VAE (b). The number in the colorbar represent the number of entries in the 2D histogram.
Figure 150: Reconstructed jet $p_t$ for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

Figure 151: Reconstructed (a) jet mass (b) jet tau21 distributions for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
Figure 152: Reconstructed jet number of clusters for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).

Figure 153: (a) isolation and (b) AVG Lar Q distributions for pions with an energy of 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
Figure 154: Secondary cluster moments (a) $<\lambda^2>$ and (b) $<r^2>$ and (c) the ratio of the jet leading cluster $p_t$ over the jet $p_t$ for pions with an energy of 2097.1 GeV in the $0.2<|\eta|<0.25$ range. The full detector simulation (black line) is compared to VAE (red line).
Figure 155: Jet $p_T$ of the reconstructed leading jet in the di-jet sample. The full detector simulation (solid black line) is compared to VAE (dashed red line) and AFII (dashed blue line).

Figure 156: (a) $\Delta R$ of the leading jet, (b) $\Delta R$ of jet >1500 GeV in the di-jet sample. The full detector simulation (solid black line) is compared to VAE (dashed red line) and AFII (dashed blue line).
Figure 157: $< r^2 >$ in the subleading jet. The full detector simulation (solid black line) is compared to VAE (dashed red line) and AFII (dashed blue line).

Figure 158: Number of clusters in the reconstructed subleading jet in the di-jet sample. The full detector simulation (solid black line) is compared to VAE (dashed red line) and AFII (dashed blue line).
regions of the ATLAS calorimeter are considered.

The first section of the cluster analysis study summarized a comparison between six of the most known clustering algorithms. It showed that $K$-means (MiniBatch variant) is the most suitable algorithm to use due to its scalability, adaptability and fast convergence time. This section described as well the development pipeline starting from Geant4 events to VAE simulated events. The pipeline translates all the implemented functions of preprocessing the Geant4 events using the $K$-means algorithm to validation of this clustering to the final VAE training. The same section presented how the clustering algorithm is used to derive the shower representations per calorimeter layer. Moreover, the $K$-means challenges study shows the impact of two main parameters of the algorithm: the initial positioning of the centroids and the batch size. The $K++$ initializer showed a better representation of the centroids. The section also presented the Voronoi polygons used to visualize these centroids and their clusters.

The second section summarized all the steps to train the VAE model on photons. The validation approach of the ML voxelization is detailed. The ML validation consisted of first evaluating the cluster quality using the inertia score. However, this score can not be, alone, a representative metric of a shower representation. To this end, a physics validation is used to ensure that the mapping from hit energies to cell energies is correct and that the shower shape is preserved. Thus, this validation is based on a set of shower observables compared between the Geant4 hits to cells mapping and the Geant4 hits to centroids to cells mapping. The physics validation itself is first presented in a standalone format where only the mappings are compared without running the full simulation chain. To further assess the quality of this ML voxelization, the validation based on running the full simulation and reconstruction chain, allows us not only to quantify the performance of the output $K$-means but also to optimize the number of centroids $K$.

The third section of the chapter, is dedicated to the VAE model trained on pions. All the validations and optimizations detailed for photons are applied for pions. The unique particle properties that pion showers exhibit, such as the complex correlations make it more difficult to optimize. In addition to that, there are further distributions for which it is hard to analyze the impact of the model parameters on them, such as the secondary cluster moments.

Overall, the VAE demonstrated a good performance over a wide range of shower observables. Some mismodelings are seen for photons in the total energies, mostly in the transition regions of the calorimeter for very energetic particles (1 TeV) and some $\eta$ slices in the FCAL region. For pions the VAE shows overall shows a good performance of reproducing the cluster level, jet variables and di-jets with more discrepancies compared to the photon model.
11 FastCaloVSim: Summary, Comparison and Possible Improvements

From cells to voxels to centroids

Chapters 8, 9 and 10 described the FastCaloVSim approach to simulate the energy response of the ATLAS calorimeter. The VAE model in each chapter optimized and extended the previous one in terms of input data structure, particle type, energy, and $\eta$ slice.

FastCaloVSim at the cell level simulates only photon particles of logarithmically spaced energies from 1 GeV to 262 GeV at a central $\eta$ slice. In its first version, the model training is performed on cell energies and then is performed on cell energy ratios. This reparametrization of the inputs allows the VAE to better model the total energy as well as the energy per layer. In parallel, training on ratios is augmented with physics knowledge by using a weighting term for each reconstructed feature encoded as the inverse of the standard deviation of the input distribution. These reparametrizations, physics knowledge incorporation and model optimizations led to a good performance of the VAE in reproducing the Geant4 shower distributions.

FastCaloVSim at the cell level offers many orders of magnitude in computational speedups compared to Geant4. Figure 159 shows a comparison of the simulation time of a single photon event of FastCaloVSim versus Geant4. Both simulations are performed on the same CPU hardware. In the full simulation, the time scales linearly with the particle energy, and it is significant for high energies. For FastCaloVSim there is a flat dependence as the showers are generated in the same manner for all energy points.

![Figure 159: Simulation time for the VAE model (at cell level). The full detector simulation (black line) is compared to VAE (red line).](image)

Moving from cells to $(r,\alpha)$ voxels is a motivated choice to be less dependent on the detector geometry. Therefore, extending the $\eta$ range of the Geant4 training events is feasible with higher granularity voxels than the cells. Training on the voxels showed a good modeling of Geant4 observables for both photons and pions across energy and $\eta$.

The centroid level model shed light on how to design an ML simulator trained on Geant4 showers represented in volume spaces derived using an ML algorithm ($K$-means). This ML representation in fact is a motivated choice to build a flexible structure which can include showers from all $\eta$ regions of the ATLAS calorimeter independently of the geometry. The results have shown good agreement to Geant4 on single particles and on dijets.

One of the key features that helped validate and optimize the clustering output of the $K$-means is the Athena based validation to compare the distributions of the Geant4 hits mapped to calorimeter cells and Geant4 hits grouped into $K$ centroids and then mapped to cells. This validation is also used to compare between the $(r,\alpha)$ voxels and the centroids. Figure 161 shows two different quantities of shower observables in EMB2 with a $K$ of 500. For the energy per layer, the difference is not noticeable. On the hand, in the lateral width $w_{eta2}$, the shift of the voxelization is significant. This variable is calculated with a window of $3\times5$ cells in EMB2 which implies that the granularity of the center region is sufficient to reproduce the width structure. The impact is not only related to the number of volume spaces in a layer, but also the size of these volumes and their distribution.
<table>
<thead>
<tr>
<th></th>
<th>Cells</th>
<th>Voxels</th>
<th>Centroids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of calorimeter layers</td>
<td>4</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>Number of truth energies</td>
<td>9</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>$\eta$ regions</td>
<td>1</td>
<td>16</td>
<td>100</td>
</tr>
<tr>
<td>Size of FastCaloVSim input/output</td>
<td>276 + 5</td>
<td>2424 + 5</td>
<td>8600 + 17</td>
</tr>
<tr>
<td>Size of the latent space</td>
<td>5</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>Simulation time for one event (s)</td>
<td>0.05</td>
<td>0.06</td>
<td>0.2</td>
</tr>
<tr>
<td>Resident memory in Athena (Gb)</td>
<td>0.15</td>
<td>0.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Virtual memory in Athena (Gb)</td>
<td>2.1</td>
<td>4.04</td>
<td>6.59</td>
</tr>
</tbody>
</table>

Table 14: Comparison between VAE models using cells, voxels and centroids. The memory footprint shown here includes the full memory from an Athena job with Athena uses 2 GB for all the initialization and setup.

The number of energy deposition is in EMB1 comparing Geant4 to the output of the VAE. Even though having in total 1600 voxels versus 1000 centroids in EMB1, this does not lead to a better performance of this variable. Figure 162 shows a representation of the volume spaces of the cell, voxel, and centroid approaches where clearly a majority of the volumes for the centroid definition are in the core of the shower as opposed to the voxels where the same number of voxels is considered per $r$ ring. Although both centroid and voxel definitions provide a variable size of the volumes around the center of the shower, the centroid sizes are not the same in the two dimensions, as shown in Figure 162(e). This means that in the case where the assignment of an energy from a single centroid to a cell is performed wrongly, it might not affect the other assignments too much because of this variable size. On the other hand, for voxels the size is the same within a ring, which can lead to multiple wrong assignments of multiple energies.

The size of the input and output layers for the centroid based model is 8600 in addition to 17 fractions to represent the total energy and the energies per layer. This size requires a wider network compared to the voxels or the cells. A reduced input size is generally recommended in ML applications to ensure a better performance and avoid the model from overfitting. Nevertheless, in our case high granularity inputs allows not only to define a global model in terms of $\eta$, but also to better capture the structure of the shower in both core and tail regions.

In order to avoid the model from overfitting, the regularization technique of batch normalization is used. A key important quantity reported in Table 14 is the size of the latent space, which also evolves with the size of the input/output layers. The last two comparisons are related to the simulation time and the memory footprint. The time to simulate one shower increases from an approach to another. For the centroid model all showers from all energies are simulated in 0.2 s which is faster than Geant4.

The memory footprint, on the other hand, is a direct effect of the way the decoder is stored and loaded. The weights and architecture of the decoder are stored as a single JSON file. This representation of data is used in the C++ Athena framework for inference. The performance of the underlying serialization (and de-serialization) process is highly dependent on the type of the file. The current implementation of the LWTNN library supports only JSON files. JSON (JavaScript Object Notation) is a text format which is easily readable, self-contained and where everything is embedded with the object. These metadata details add further load on payload. Furthermore, the JSON structure has not a clear definition of types or in other words it is a simply type system (i.e. only numbers). This agnostic feature can have serious consequences on memory performance, especially at high data volumes, where the cost of serializing and de-serializing is expensive. If, for example, the weights of the model are unsigned 32-bit integers, JSON does not provide data type specification. As a result, when parsing the JSON file, a larger amount of memory is allocated for each of the values that is really needed.

In order to better optimize the memory footprint, alternative file storage formats can be considered, such as protocol buffers (protobuf). This file can be used within the ONNX runtime [208] for inference and deployment in Athena. Protobuf are implemented differently than JSON files to make the serialization operation faster. It is a binary file which improves the speed of loading, and thus it takes less space and bandwidth. Studies in [209] and [210] compare different libraries for object serialization in terms of size and execution time. Figure 160 shows these two quantities. The size of the binary serialized file in protobuf is more than two times smaller than the JSON file. The execution time of object serialization on the other hand, is more than five times less for protobuf than for JSON. Moreover, the ONNX runtime implements a set of optimization components such as graph optimizations and quantization which can drastically reduce the complexity of the model and
therefore the memory footprint and the simulation time. Another alternative to reduce these two features is to use knowledge distillation \cite{219}. This consists of transferring the higher knowledge capacity from a large to a smaller model.

**Novel $K$-means alternatives**

The clustering results have shown that the majority of the clusters are centered in the core region. This is explained by the fact that the algorithm computes the means to all data points and therefore shifts the centroids towards the highest density population. For future developments, a better definition of the shower resolution in the core and the tail region can lead to more accurate simulator.

We implemented and tested new versions of $K$-means clustering algorithm in order to control the distribution of the number of centroids in the core and in the tail. 2-steps $K$-means, for example, consists of first defining a $dr_{\text{threshold}}$ where most of the energy is deposited (95%). A first $K$-means step is applied on hits with $dr_{\text{core}} \leq dr_{\text{threshold}}$ and the second step is applied on hits with $dr_{\text{threshold}} \leq dr_{\text{tail}}$. Figure 164 illustrates the $dr$ distribution weighted by the energies of hits in EMB2 comparing the hits to cells assignment with the hits to centroids to cells. By applying only the standard $K$-means with $K$ equals to 100, it is clear that at large $dr$ only few centroids are formed and because of their large size their energies can be assigned to the wrong cells. Using 2-steps $K$-means allowed to better reproduce the structure of the tail. However, the $K$ value of both core and tail should be carefully chosen to avoid creating, if $K_{\text{tail}} >> K_{\text{core}}$, a bias of successive high and low densities of centroids as shown in Figure 163 when $K_{\text{tail}}=500$ and $K_{\text{core}}=100$. 

![Figure 160: (a) Size of object serialization, (b) Execution time of object serialization](image-url)
Figure 161: (a) Energy in EMB2 and (b) weta2 distributions for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to $K$-means (solid red line) and voxels (dashed blue line).

Figure 162: Eratio distributions for (a) VAE centroids and (b) VAE voxels for pions with an energy of approximately 65 GeV in the $0.2 < |\eta| < 0.25$ range. The full detector simulation (dashed black line) is compared to $K$-means (solid red line) and voxels (dashed blue line).
An adaptive $K$-means is an automatic alternative if the resolution is computed based on the area of the volume spaces of the clusters w.r.t. the area of the cells. The algorithm then computes the area of these volumes using the Voronoi polygons. The adaptation consists of modifying the stopping criteria such that the $K$-means stops when all $f \times$ polygon areas $\leq$ cell areas, where $f$ is a factor of choice on how granular the definition should be. However, with $K$ being an input parameter to the algorithm, it is not guaranteed to converge and reach this stopping criteria. Given the shortcomings of the previous techniques, we propose a novel technique named Hierarchical $K$-means. It starts by applying $K$-means with $K=3$, computes the area of the polygons and in the next iteration if $f \times$ polygon area $\leq$ cell area then apply $K$-means with $K=3$. The stopping criteria is the same as the adaptive $K$-means definition. Figure 165 shows the algorithm application over the iterations. The red circles represent the areas where the stopping criteria is not reached when computing the area of the polygons after each iteration. Compared to all the other implementation of $K$-means, the hierarchical version is the fastest. Moreover, its convergence is guaranteed. On the other hand, the number of centroids increases quickly.

The hierarchical $K$-means should be the most optimized shower representation, since it uses a clustering algorithm that is independent of the number of centroids and a physics stopping criteria. Compared to the standard $K$-means, the total number of centroids, from all the layers, can be very large. This increases significantly the number of trainable parameters, impacting the training and inference time as well as the memory. In order to be used in production, this approach would need extensive optimizations such as hardware acceleration and model pruning. After these considerable optimizations, the hierarchical $K$-means could lead to optimal results both in precision and runtime. However, in this thesis, we propose to investigate the trade-off between precision and runtime, accepting a small loss in precision with the faster alternative of using a standard $K$-means.

**Fast simulation approaches in ATLAS**

In this section, we present a comparison of fast simulation approaches in ATLAS FastCaloSim (FCS) and FastCaloGAN. FastCaloGAN [211] is another GAN model developed in ATLAS by another group, and it is a different GAN approach from the one presented in Chapter 8. It uses 300 GANs, one for each particle type and $\eta$ region. FastCaloGAN learns to simulate calorimeter showers using a voxelization procedure in ($r, \alpha$) which is different compared to the one presented in Chapter 9. The FastCaloGAN voxelization is derived for each particle type, $\eta$ slice and relevant layer. The relevance is determined using only the 1 TeV energy points with energy fractions larger than 0.1 %. Moreover, only layers which have a large fraction of the total energy are binned along $\alpha$. This results, for photons and electrons, in having for example 170 voxels in EMB1 with 17 bins in $r$ and 10 bins in $\alpha$ (for FastCaloVSim, the number of centroids is 1000). FastCaloGAN is based on the Wasserstein GAN variant with a gradient penalty term. A schematic representation of its architecture is presented in Figure 166 based on dense layers and a latent space has a dimension of 50.
Figure 164: $dr$ distribution weighted by energy of the hits in EMB2 for photons with an energy of 1048 GeV in the $0.2 < |\eta| < 0.25$ range, (a) standard $K$-means and (b) 2-steps $K$-means.
Figure 165: Hierarchical $K$-means over four different iterations. The gray circle represents a $dr$ of 0.2 where it contains 99% of the shower energy deposited in EMB2. The red circles represent polygon areas where the values are greater than the cell area divided by a factor $f$. In this case, $f=4$. 
Figure 167 shows the performance of FastCaloGAN in the central $\eta$ region using Athena validation. The energy per layer is better modeled by FastCaloGAN compared to the total energy, where it shows a shift. The same figure contains as well a standalone plot where the means and RMS of each of the total energy distributions across the energy range is reported as a function of the true momentum. This shows a good agreement to Geant4. FastCaloGAN has also shown a good performance on pions. Figure 168 illustrates that the average $p_T$ is better reproduced than the width of the distribution. For the longitudinal and extension $<\lambda^2>$ of all clusters in the leading jet, at high values $<\lambda^2>$, can better reproduce the distribution than in the low values regime. For the lateral extension $<r^2>$, it is equally well modeled in both regimes.

Table 15 summarizes a set of characteristic components of FCS, FastCaloGAN and FastCaloVSim at centroid level. Compared to the FCS approach which factorizes the shower parametrization into longitudinal and lateral energy components for the different energies, an ML approach provides a simpler alternative solution to learn the process of the shower development in the calorimeter as a single step. For the number of particles and energies FCS and FastCaloGAN use a larger range, while for FastCaloVSim only photons and pions were considered with energies ranging from 1 GeV to 1 TeV compared to 15 energy points covering the range from 256 MeV to 4 TeV. Extending these ranges for the FastCaloVSim is quite straightforward.

For the preoprocessing, FCS uses a fixed binning voxelization where a 1 mm bins are used in the $r$ direction for EMB1 and EME1 layers and 5 mm for the other layers. For $\alpha$, 8 bins are used for all the layers. For FastCaloGAN, having a variable bin width in $r$ can create voxels which are larger than the cells of the calorimeter, and thus can lead to a mis-assignment of energies from voxels to cells. Following the centroid’s definition of FastCaloVSim there are about 40 polygons at 2 cell radii in EMB1 which is much more granular than FCS or FastCaloGAN. This high granularity demonstrated a better learning of key shower quantities such as the $E_ratio$.

The storage feature in Table 15 refers to what each of the models needs to store in order to generate showers within the Athena framework. For FCS, a parametrization file is saved for each particle type, energy point and $\eta$ slice, or alternatively they can be saved as a single large file. For the ML models, the generators are saved. FastCaloGAN trains 300 GANs storing all of them independently. For FastCaloVSim, a single model is trained per particle type which means that only this file is saved, which can significantly reduce the storage space. The optimization for FCS or FastCaloGAN needs a dedicated approach for each particle, energy and $\eta$ slice independently, which requires a lot of manual scanning. On the other hand, for FastCaloVSim any form of optimization is performed on a single model for each particle type.

Since the parametrization or the learning of shower simulation for all approaches is performed using logarithmic spaced discrete energy points, the interpolation between energy points is an important property which allows us to get the full energy spectrum falling between the lowest and highest energy points. The advantage of learning a conditional model on the energy parameter for the ML based approaches, provides a direct solution to this task, where interpolation has shown to be efficient. On the other hand, for FCS, the interpolation is based on a spline functions that fits the total energy response. These functions are also defined for each particle type and each $\eta$ region.

Different corrections are applied to FCS to accurately describe the simulated events compared to Geant4. The total energy resolution, for example, is corrected by reweighting the FCS distribution to the Geant4 distribution. A second correction consists of applying a calibration when reconstructing photons and electrons. This corrects the total energy modulated in the $\phi$ direction due to the accordion shape of the EM calorimeter of the ATLAS detector. The third correction, is applied on the total energy of hadrons to differentiate between the response of charged pion and other hadron variants. The residual energy response correction, on the other hand, adjusts the total energy of all particles to match the average energy of Geant4 after all the steps of the ATLAS simulation chain. All these corrections are not included to the ML based solutions. Therefore, all these effects, specifically the $\phi$ modulation, can be included in future versions of FastCaloVSim to correct for the accordion structure of the calorimeter to have a correct modeling of the Higgs mass.
Table 15: Comparison between fast simulation approaches in ATLAS: FCS, FastCaloGAN and FastCaloVSim.

<table>
<thead>
<tr>
<th>Approach</th>
<th>FCS</th>
<th>FastCaloGAN</th>
<th>FastCaloVSim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factorize shower into components (longitudinal and lateral for the different energy points)</td>
<td>Generative model GAN to learn shower energy deposition</td>
<td>Generative model VAE to learn shower energy deposition</td>
<td></td>
</tr>
<tr>
<td>Number of particles</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Number of discrete energy points</td>
<td>17</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>Voxels (fixed binning)</td>
<td>Voxels (defined per layer and $\eta$)</td>
<td>Centroids (defined per layer)</td>
</tr>
<tr>
<td>Storage</td>
<td>Parametrization files per energy point and $\eta$ slice (or one big parametrization file)</td>
<td>300 GANs</td>
<td>2 VAEs (depends on the number of particles)</td>
</tr>
<tr>
<td>Model optimization</td>
<td>Per particle, energy point and $\eta$ slice</td>
<td>Per particle and $\eta$ slice</td>
<td>Per particle</td>
</tr>
<tr>
<td>Energy interpolation</td>
<td>Fit Spline function</td>
<td>Direct application</td>
<td>Direct application</td>
</tr>
<tr>
<td>Number of corrections applied</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 166: Schematic representation of the architecture of the GANs used by FastCaloGAN [211].
(a) Reconstructed photon energy in EMB0.

(b) Reconstructed photon energy in EMB1.

(c) Reconstructed photon energy in EMB2.

(d) Reconstructed photon energy in EMB3.

(e) Reconstructed total energy for photons.

(f) Total energy response normalized to the truth momentum as function of the true momentum distribution.

Figure 167: Performance of FastCaloGAN for photons in $0.2 < |\eta| < 0.25$ with an energy of approximately 65 GeV. For (f) the error on the data point show the RMS of the total energy [211].
Figure 168: Performance of FastCaloGAN for pions in \(0.2 < |\eta| < 0.25\) with an energy of approximately 65 GeV [211].
FastCaloSim (FCS), described in Chapter 5, is a simulation tool which relies on parametrization of the particle shower development. These parametrizations can be split into longitudinal and lateral. The former describes the outward propagation of energy from the interaction point, and the latter models the shape of each particle shower. As depicted in Figure 33, the lateral parametrization constructs an average shape for each particle type, energy, $\eta$ and layer using Geant4. This shape is then used during simulation, as a probability distribution from which a finite number of hits are randomly sampled. This number is computed from the energy deposited in each layer and the intrinsic resolution of that layer. Therefore, $N_{\text{hits}} \sim \text{Poisson}(1/\sigma^2_E)$, where the resolution is defined as $\sigma_E = a/\sqrt{E} + c$, for a given energy $E$ simulated within a calorimeter layer with $a$ and $c$ being a stochastic (constant) term. For EMB2, for example, the values are 10.1% and 0.2% [54] for $a$ and $c$ respectively.

The simulated hits have equal energies with $E_{\text{hit}} = E/N_{\text{hits}}$. Therefore, the sampling process introduces a statistical fluctuation of $\sigma_S = a/\sqrt{\sum E_{\text{hit}}} + c$, away from the average shape. This is also known as the random fluctuation or the uncorrelated noise.

Figure 169 shows, in the left plots, the average shape for a 65 GeV photon and pion in a $5 \times 5$ grid of calorimeter cells in EMB2. The right plots show the ratios of single Geant4 events with respect to the left averages. This shows that pions have larger and non-trivial deviations from the average shape. Moreover, pions ratios are characterized by large deviations compared to photon ratios. This illustrates that current shape simulation, with purely random fluctuation, is not sufficient because it neglects the correlated part, where for a given simulated event the energy ratios will look different depending on how the energy is shared between the neighboring cells and layers.

The correct modelling of these fluctuations is a requirement to model substructure and boosted topologies. To address this problem, a CoVAE approach is implemented. It uses a VAE model to learn the differences from the average shower shape. The VAE learns to model event by event fluctuations of shower shape and correlation across cells or voxels. This is achieved by training on energy ratios with respect to the average. These correlated fluctuations are then added on top of FCS as weights.

In this chapter, a VAE model is first designed to learn the correlated fluctuations of photons to describe electromagnetic showers and then pions to describe hadronic showers.
12.1 Modeling the Correlated Fluctuations for Photons

The first prototype to model the correlated fluctuations is based on photons with their shower energy depositions at the cell level. In order to model the deviations of events from the corresponding average, the idea is to train on energy ratios with respect to the average shower shape. It is implemented by running a given event through the simulation chain a large number of times and then build an average shape (or exact average) per calorimeter layer. Figure 170 illustrates a given Geant4 event in a cell energy grid of 7×7 in EMB2 with its exact average and the energy ratios derived from dividing the energies of the event by the energies of the exact average. The training set is composed of Geant4 showers produced by photons with an energy of 65 GeV. The showers are uniformly distributed in 0.20 < |\eta| < 0.25. The preprocessing is based on a rectangular selection of 7×7 cells in EMB2, as shown in Figure 170. The figure shows as well the grid of 3×3 cells, which represents the core region that contains most of the shower energy deposition. Therefore, the VAE is only trained on energy ratios of the 3×3 grid.

The choice of the architecture and all the VAE parameters, such as the size of the latent space, is based on an optimization coupled with a validation step. The first validation consists of reproducing the average shower representation across events. In fact, averaging multiple showers allows us to have a more visible topology with specific features such as the smoothness of the energy distribution. The exact average image in Figure 170 shows this pattern. Figure 172 shows the average Geant4 3×3 cell image over all events, compared to the average VAE-generated image. This shows that the VAE reproduces this pattern.
Figure 172: 3×3 average ratio image from (a) Geant4 and (b) VAE.

Figure 173: Cell energy distributions for the 3×3 cells grid in EMB2. The energy depositions from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line). The cell numbering here is done with respect to 7×7 grid in EMB2.

To further assess the performance of the VAE, another validation criteria is to reproduce the shape of the cell energy ratios or alternatively the cell energies of the training inputs. Figure 173 shows the energy distributions for the 3×3 cells in EMB2. These energies are computed by multiplying the ratios by the exact average. All the distributions from the nine cells are well reproduced.
12.2 Modeling the Correlated Fluctuations for Pions

The photon prototype is a proof of concept on using a VAE model to learn the fluctuations. From Figure 169, the unique features that pion showers exhibit results in larger and non-trivial deviations from the average shape. Therefore, developing a dedicated tool to learn the fluctuations is more complex. The next section starts first with cell level information as training input in the process of moving from photons to pions. Then, finer granularity information is used to learn the fluctuations at the voxel level by extending the learning to more calorimeter layers, and extending the energy and $\eta$ ranges.

12.2.1 CoVAE at Cell level

Pions are characterized by having wider showers compared to photons. Therefore, the selected window of cells in EMB2 should intuitively be larger than 3x3. The core region is set to be 5x5 which contains more than 98% of the total energy deposited in this layer. The VAE training is performed using central pions with a 65 GeV energy.

The uncorrelated-noise is included in the Geant4 events. In FCS, it is applied on top of the reconstructed cell energies to correct the energies. To illustrate the impact of this correction, Figure 174 compares the cell energy ratios from Geant4 to the average energy with added noise divided by the average. This shows that this correction can partially model some cells, especially in the edges, such as cell 0 or cell 24. On the other hand, in the core region, where most of the energy is deposited (cells: 12,11,13,6,7,8,16,18) it can not reproduce the distributions due to the missing correlation information. In fact, the noise component can be used during training and validation. The idea behind using the noise is to simplify the learning process of the network to only focus on modeling the correlations between the cells. Chapter 9 presented the augmented reconstruction loss with the noise.

Another correction applied by FCS after reconstruction consists of renormalizing the energy per event. This normalization allows an exact match of the simulated energy. It consists of adding an energy quantity $q$ to match the Geant4 energy such that $q \sum_{i=1}^{25} E_i(G_{4\alpha}) = \sum_{i=1}^{25} E_i(G_{4\alpha})$, where, $E_i(G_{4\alpha})$ represents the cell energies using the exact average and $E_i(G_{4\alpha})$ the cell energies from the Geant4 events.

In addition to the distribution of cell energies or ratios, the modeling of the correlated fluctuations can be also validated through correlation coefficients between the core cell (middle) and other cells. Geant4 contains a specific pattern of this statistical measure, constituting a set of negative correlations. An example to illustrate the negative correlation can be seen in Figure 175 which shows the energy values in the 5x5 grid in EMB2 for two pion events with an energy of 65 GeV. A negative correlation in this case comes from how the showers develop in the calorimeter: when most of the energy is contained in the core region the outer regions contain less energy.

Moving from a 3x3 grid for photons to a 5x5 grid for pions as mentioned above, is motivated by the energy deposition. Figure 176 summarizes the correlation coefficients for VAE compared to Geant4 for three different sizes of the grid. In each of the plots, a VAE model is trained to reconstruct the cell ratios with a 2D latent space. Only the input and output layers are different between the four models. These plots show a very promising result towards increasing the size of the grid, where the correlations are well reproduced for the 7x7 grid. However, as shown in Figure 174 cell fluctuations in the outer region can be modeled using the uncorrelated-noise. Therefore, we consider only the 5x5 grid. The same model, as described for the photons in Figure 171 is used to train on the cell energy ratios for pions with an adapted number of nodes in the input and output layers to match the new grid size. A Similar level of agreement is seen for the pion model in learning the distribution of each cell energy ratios. These distributions are plotted in Figure 177.

Following the same process of validation in the previous chapters, after a standalone validation, the shape validation here allows us to access the performance of CoVAE on top of FCS. For this propose, the decoder’s architecture and weights are saved and converted into a LWTNN JSON file of size 144.1 KB, which is afterwards used for the shape validation.

Figure 178 shows one of the most important shower observables, the shower width $\omega_{\text{eta}}$. Adding the VAE correlated fluctuations on top of FCS improves the agreement with Geant4.

12.2.2 CoVAE at Voxel level

Similar to Chapter 9, the voxel level consists of binning the Geant4 hits using polar coordinates with 8 bins in $\alpha$, where $\alpha \in [0,2\pi]$ and 9 bins in $r$ with the first $r$ bin is 5 mm and the others are of order of 20 mm. The energy values of the voxels are saved in 3D histograms $(r,\alpha,e)$, where the third dimension $e$ represents the energy. The exact average in the voxel level case is also stored as a histogram. A first trial consists of using four truth energy values: 8, 16, 32, 65 in $0 < |\eta| < 0.6$. Moreover, for testing the robustness of the model another $\eta$
Figure 174: Cell ratio energy distributions for the $5 \times 5$ cells grid in EMB2. The ratios from a full detector simulation (blue line) are shown as reference and compared to the ratio of the (average shape + noise) and the average with a normalization factor (red line). The cell numbering here is done with respect to $5 \times 5$ grid in EMB2.

Figure 175: Energy values in EMB2 for pions eta 0.2 65 GeV (a) (b).
Figure 176: Correlation coefficients for Geant4 versus VAE-generated for four different grid sizes in EMB2. (a) 3×3, (b) 5×5, (c) 7×7. The full simulation (blue line) is compared to the VAE (red line). The periodic structure represents the order of cell reading when moving from one row to the next one.
Figure 177: Cell energy ratio distributions for the 5×5 cells grid in EMB2. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line) after adding the noise and the renormalization to the VAE output.

Figure 178: weta distribution in EMB2 for pions with an energy of 65 GeV in the range 0.20 < |\eta| < 0.25. The full simulation (black line) is compared to FCS (red line in a) and FCS+ VAE-correlated fluctuations (red line in b).
range is considered where $2.2 < |\eta| < 2.3$ and the energy of the truth particles of 260 GeV. The VAE model is therefore conditioned on both the energy and $\eta$.

Following the same logic as the previous section, the uncorrelated-noise (computed with respect to the energy of the voxel in GeV units) is fed to the network when computing the reconstruction loss. The VAE performance is systematically compared to Geant4 and the Gaussian model investigated by another ATLAS group. This comparison is the result of a research collaboration summarized in Reference [212].

The Gaussian model is based on finding a representation of the input data for generating new events. It applies a mapping function $f$ on the inputs to Gaussianize them. This operation results in $N$ dimensional Gaussians with $N$ means and an $N \times N$ covariance matrix. To generate events, a sampling from the cumulative distributions is performed.

Section 5.3.2 described how the longitudinal parameterization of FCS derives PCA bins of de-correlated energies. The number of PCA bins is five. Each of the bins contains about 20% of the total number of events. Events in the same PCA bin share the same properties of energy deposition. One of these properties can be seen in Figure 179 which compares the voxel energy ratios to the total energy between the first and the last PCA bins. The first bin contains showers which deposited a considerable amount of energy in EMB2 and the last bin contains showers with very low energy deposition in EMB2.

For the training procedure, we use the information of the PCA bins. In order to select the best training approach, we tested conditional and unconditional approaches. The condition here refers to the PCA bin information. The conditioning allows us to have a single model in order to reduce the memory footprint and the optimization process. Since the PCA bins are categorical information, the condition can be defined as a one hot vector where the condition vector of events belonging to the first PCA bin is [1,0,0,0,0] and for the last PCA bin the vector is [0,0,0,0,1]. Figure 180 shows the $8 \times 9$ voxel ratios for 65 GeV pions in EMB2 for all PCA bins. The shape of the ratios is not well reproduced. This can be explained by the fact that the different PCA bins represent different features as shown in Figure 179 and different categories of events where PCA1 can be seen as the bin of showers starting their development in EMB2 and PCA5 as the bin of events where their secondaries start after EMB2 (late showers). To further understand the results of Figure 180, the correlation plots in Figure 181 shows that the mismodeling of the energy ratios is caused mainly by a mismodeling of the correlations in the last PCA bins (4 and 5). Unlike at the cell level where the correlations are computed between the core cell and the other cells, there is no clear reference to a center voxel since all the $8 \alpha$ bins in the first ring represent the core of the shower. Following the same standard in FCS shape, the energy ratios from the first $r$ ring are averaged and set to be the core voxel. The index of each of the other voxels is shown in Figure 182.

On the other hand, when testing training and generation on each PCA bin independently, the performance is enhanced. Figures 183, 184, 185, 186 and 187 show the $8 \times 9$ voxel ratios for each of the PCA bins. The last two PCA bins are dominated by zero peaks, which are a direct consequence of low energy depositions in these bins. This means that the maximum number of bins to consider should be smaller to only contain the
Figure 180: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA1 for pions with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 181: Correlation coefficients for Geant4 versus VAE-generated for (a) PCA 1, (b) PCA 2, (c) PCA 3, (d) PCA 4 and (e) PCA 5. The full simulation (blue line) is compared to the VAE (red line). The periodic structure represents the order of voxels when moving from one α bin to the next one. The indices are shown in Figure 182.
Figure 182: Voxel index.

Figure 183: \((r, \alpha)\) voxel energy ratio distributions in EMB2 in PCA 1 for pions with an energy of 65 GeV in the range \(0.20 < |\eta| < 0.25\). The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 184: \((r, \alpha)\) voxel energy ratio distributions in EMB2 in PCA 2 for pions with an energy of 65 GeV in the range \(0.20 < |\eta| < 0.25\). The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 185: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA 3 for pions with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 186: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA 4 for pions with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 187: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA 5 for pions with an energy of 65 GeV in the range $0.20 < |\eta| < 0.25$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 188: \((r, \alpha)\) voxel energy ratio distributions in EMB2 in PCA 5 for pions with an energy of 262 GeV in the range \(2.2 < |\eta| < 2.25\). The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).

Since the PCA is performed for each \(\eta\) slice independently, this makes the definition of the PCA bins inconsistent across \(\eta\). In \(2.2 < |\eta| < 2.25\), PCA5 is now the one with most of the energy deposition for EMEC2 layer. Figure 188 shows the \(8 \times 9\) voxel ratios for PCA5 in EMEC2 layer. The plot shows the model’s capacity to learn the fluctuations in different \(\eta\) region with a higher energy.

The plots in Figures 189 to 192 show the results from using the VAE along with the Gaussian method. These represent two techniques to model the fluctuations on top of FCS. The plots compare the RMS fluctuations about the average shape without the correlated fluctuations and with the correlated fluctuations using both techniques. Figure 189 shows the performance for 65 GeV pions in EMB2 in \(0.05 < |\eta| < 0.10\). The agreement of the RMS error bars with Geant4 is well modelled with both techniques. The correlated fluctuations are only modeled up to a fixed distance from the shower center by using an \(8 \times 9\) bins in \((\alpha, r)\). This is reflected in this plot, where above a distance of 0.1 the agreement does not match. Figures 189 and 190 show the RMS fluctuations about the average shape for two extreme \(\eta\) slices in the considered range of training. Figure 191 shows the performance on another energy range of 16 GeV in \(0.20 < |\eta| < 0.25\). Figure 192 shows the same quantity for pions with an energy of 262 GeV in EMEC2 in \(2.20 < |\eta| < 2.25\).

The plots described above are the results of a training on voxelized hits in polar \((\alpha, r)\) bins with a 5 mm core in \(r\) and 20 mm binning elsewhere. In fact, the 5 mm core is filled with the average value of voxels in this bin across all the 8 \(\alpha\) bins when creating the parametrization. On the simulation side, each of the 8 \(\alpha\) bins is treated separately. This means that the model is learning redundant information. This leads to a biasing in the ratio to the average shape as shown in Figure 191 where with the VAE correlated fluctuations a slight shift from the ratio value to the average shape (1) is seen. To overcome this, we can instead train on a single voxel...
Figure 189: RMS fluctuations about the average shape with the Gaussian fluctuation model (red) the VAE fluctuation model (green) and without correlated fluctuations (blue) for 65 GeV pions in EMB2, $0.05 < \eta < 0.10$.

Figure 190: RMS fluctuations about the average shape with the Gaussian fluctuation model (red) the VAE fluctuation model (green) and without correlated fluctuations (blue) for 65 GeV pions in EMB2, $0.5 < \eta < 0.55$. 
Figure 191: RMS fluctuations about the average shape with the Gaussian fluctuation model (red) the VAE fluctuation model (green) and without correlated fluctuations (blue) for 16 GeV pions in EMB2, $0.2 < |\eta| < 0.25$.

Figure 192: RMS fluctuations about the average shape with the Gaussian fluctuation model (red) the VAE fluctuation model (green) and without correlated fluctuations (blue) for 262 GeV pions in EMB2, $2.2 < |\eta| < 2.25$. 
in the core $r$ bin and the remaining $8 \times 8$ bins in $(\alpha, r)$. This reproduces the correct ratio value to the average shape as shown in Figure 193 (in red) as compared to the previous training (green).

Towards extending energy and $\eta$ ranges

The VAE model in the previous section is trained per PCA bin. In order to further extend the energy and $\eta$ ranges, a PCA consistency study is done to derive regions where the PCA definition is similar. For this purpose, quantities such as the energy per layer can be used. The energy per layer shows the largest variations across the PCA bins compared to the total energy.

Upon defining the regions of $\eta$ with a consistent PCA definition, a conditional VAE model is trained on voxel energy ratios with energies ranging from 8 GeV to 4 TeV. Energies below 8 GeV are not taken into account because the ratios are dominated by zero values.

Figure 194 shows the mean energy in EMB1 as function of $\eta$ for 65 GeV and 2 TeV pions for all the PCA bins. The plot shows that the PCA bin definition using the information of the mean energy in EMB1 is consistent where the PCA ordering is the same. A clear distinction of two $PCA_\eta$ regions is visible: up to $\eta \leq 0.7$ and starting from $\eta \geq 1$ the PCA bins are consistent, in between the PCA are reversed.

Figures 195, 196 and 197 show the $8 \times 9$ voxel ratios distributions for a low, medium and high energy values of 4 GeV, 65 GeV and 4 TeV pions respectively with three different $\eta$ values. Overall, the model learns the all the distribution shapes.

The Athena validation allows us to access the performance of the VAE on top of FCS. With the VAE correlated fluctuations, the energy of clusters in the ATLAS topological cluster reconstruction is better modeled. This can be seen in Figure 198. Figure 199 shows the distance of the cluster to the true pion. The agreement to Geant4 improves when the VAE correlated fluctuations are included. The agreement is also better modeled for the second moment in $r$ and lambda, shown in Figure 200 and 201 respectively.

12.3 Summary and Discussion

FCS relies on longitudinal and lateral parametrization of the particle shower development to realistically model the ATLAS detector response. The longitudinal parametrization describes the energy deposited in each calorimeter layer. Since the energies are highly correlated, FCS uses Principal Component Analysis (PCA) to de-correlate the energies to simplify the parametrization. While FCS models very well the longitudinal quantities of electro-
Figure 194: Mean energy in EMB1 as function of the truth $\eta$ for pions with an energy of (a) 65 GeV (b) 2 TeV.
Figure 195: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA 1 for pions with an energy of 8 GeV in the range $0.4 < |\eta| < 0.45$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 196: $(r, \alpha)$ voxel energy ratio distributions in EMB2 in PCA 1 for pions with an energy of 65 GeV in the range $0.2 < |\eta| < 0.25$. The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 197: \((r, \alpha)\) voxel energy ratio distributions in EMB2 in PCA 1 for pions with an energy of 4 TeV in the range \(0 < |\eta| < 0.05\). The ratios from a full detector simulation (blue line) are shown as reference and compared to the VAE (red line).
Figure 198: Cluster energy of pions with 65 GeV energy in $0.2 < |\eta| < 0.25$. The full simulation (black markers) is shown as a reference and compared to the ones of FCS (blue markers) and FCS with VAE correlated fluctuations (red markers).

Figure 199: DeltaR of pions with 65 GeV energy in $0.2 < |\eta| < 0.25$. The full simulation (black markers) is shown as a reference and compared to the ones of FCS (blue markers) and FCS with VAE correlated fluctuations (red markers).
Figure 200: Second moment in $r$ of pions with 65 GeV energy in $0.2 < |\eta| < 0.25$. The full simulation (black markers) is shown as a reference and compared to the ones of FCS (blue markers) and FCS with VAE correlated fluctuations (red markers).

Figure 201: Second moment in lambda of pions with 65 GeV energy in $0.2 < |\eta| < 0.25$. The full simulation (black markers) is shown as a reference and compared to the ones of FCS (blue markers) and FCS with VAE correlated fluctuations (red markers).
magnetic and hadronic showers, for the lateral shape the correlations are not well modeled. These correlations are seen in individual events, which exhibit large fluctuations from the average shower. Modeling correctly these correlated fluctuations is important to model accurately the substructures.

This chapter described the CoVAE approach used to learn the correlated fluctuations using a VAE model. The VAE model was trained on the relative energy of showers to the average shower shape. The output of the VAE was applied on top of FCS as weights in the lateral parametrization.

Throughout the chapter, for the validation of the VAE performance, various quantities were used such as the energy ratio distributions per cell (voxel) and the correlation coefficients between a central cell (voxel) and the neighboring cells (voxels). Moreover, shape validation plots such as energy ratios with the RMS fluctuations about the average shape as function of the distance from the shower center were also used to demonstrate the performance.

The first prototype was based on photon particles at the cell level in a grid of 3×3 for a single calorimeter layer. The model reconstructed very well the input distributions.

Jet and particle reconstruction in the ATLAS calorimeter is based on the structure and connection of the topological energy depositions of pions. Therefore, modeling the correlated fluctuations is important for the correct modeling of the substructure. A first model for pions was designed using the cell level information and then extended to the voxel level with higher granularity information. Similar to the voxelization procedure used to train the FastCaloVSim model on voxels, the Geant4 hits in this chapter, are also binned in polar coordinates (r, α) with 8 and 9 bins in r and α respectively. Moving from cells to voxels, the energy range and η slices are also extended, and therefore the model was conditioned on these two features.

The VAE model at the voxel level was trained on each calorimeter layer and PCA bin separately. In fact, it was found that separating the PCA bins led to better performance than combining them in a single model and augmenting the condition vector with the PCA values.

The total number of voxels to use was also an important part of this study. For example, in EMB2 in the central η region, the last two PCA bins are dominated by zero values because they represent showers with a low energy deposition in that layer. Therefore, the number of voxels can be reduced to only contain the r rings where there is an energy deposition beyond a threshold (1 MeV, for example).

The number of voxels was also reduced differently for all the PCAs. In fact, the voxels of the first r ring were all filled with the same value during the generation of the input files. It resulted in a small shift of the ratio to the average shape. This was solved by considering only a single voxel in the first r ring, and therefore training the model on 1+8×8 voxels.

The PCA definition, by design, is not homogeneous over the energies and η regions. This adds a complexity on how to incorporate this information in the training procedure. In order to extend the model capacity to more energy and η ranges, a consistency study on the PCA definition was first conducted. The mean energy per layer was used to derive regions where the PCA definition is consistent. A model per PCA bin and per consistent region was designed, conditioned on the energy and η. The performance of the VAE was shown using standalone validation of voxel energy ratio distributions, where the agreement to Geant4 is well modeled. The Athena based validation allowed us to compare Geant4 to FCS and FCS with the VAE correlated fluctuations. The agreement improved when the correlated fluctuations were included.

The performance of the VAE was also compared to the Gaussian method, which builds a Gaussian representation of the input data. Both methods demonstrate a good performance across multiple regions of the calorimeter. Although using the Gaussian method is simpler to formulate and its implementation relies (mostly) on existing tools from FCS, extending it to include more energies and η is difficult. In fact, the Gaussian method is applied for each sample of energy and η independently, which requires a long processing time. Moreover, it saves for every sample the covariance matrix that is afterwards used to generate the showers. The VAE offers more flexibility by using a conditional learning process and saving only a single model (decoder). Moreover, it is possible to improve the architecture and fine tune the parameters of the model. In fact, a memory optimization study allows the derivation of a light version of the VAE model, which has a 0.5 MB as a memory footprint. The initial model took up to 4.6 MB. The optimization consisted of reducing the total number of nodes of the model while keeping the same performance measured by the RMS fluctuations about the average shape.

Although the consistency study in this chapter showed that the η regions with similar PCA definition can be delimited, this can be biased if the metric used only relies on the mean energy per layer. Furthermore, using a correction of the correlation would require a manual scanning per energy and η to assure the correct correspondence of the fluctuations w.r.t. to the PCA bin. An idea that can lift the burden of a manual scanning is to use an autoencoder to define a new PCA binning where the consistency remains the same across η slices.
Figure 202: DeltaR of pions with 65 GeV energy in $0.2 < |\eta| < 0.25$. The full simulation (black markers) is shown as a reference and compared to the ones of VAE (FastCaloVSim) trained using centroids (blue markers) and FCS with VAE correlated fluctuations (red markers).

It is also possible to use a single VAE for both the simulation and the fluctuation modeling. Since the start of this work, the VAE has evolved significantly and whereas it was intended to extend the FCS by modeling fluctuations only, we showed in Chapter 10 its potential for an end to end simulation. Compared to the state-of-the-art FCS augmented by the VAE fluctuation modeling, some quantities are even better described, such as the distance of the cluster to the true pion shown in Figure 202.
Conclusions and Future Outlook

Machine learning is now an important research area in high energy physics. It has shown great performance in solving problems such as particle identification and event reconstruction. This thesis followed the design, implementation, and performance evaluation of novel machine learning techniques for calorimeter simulation in the ATLAS experiment.

The following points describe various challenges encountered during this work. They are summarized in such a way to allow future extension of this work and rapid insight into what worked and what did not work, as well as key elements that have a high impact on the development of machine learning models for fast shower simulation.

- Since the dataset used in this research project was initially released as part of an official ATLAS production, the availability of the data was never a concern. In the high energy range however, very few samples were available due to the massive simulation time they require.
- The preprocessing of the data, i.e., defining a shower representation general enough to be compatible with any detector region, was such an important and lengthy component of this work that it is discussed as a section of this chapter.
- The validation of the preprocessing output has to go through the ATLAS simulation chain and not solely rely on a standalone validation. This is due to the number of additional metrics considered in the ATLAS simulation chain such as: shape variable, cluster level variables and reconstructed object validation. These metrics are only available in the ATLAS reconstruction chain, and a standalone validation that would only consider energy accuracy does not fulfill the general ATLAS performance requirements. This process is not necessarily straightforward since the output of a custom preprocessing strategy is not compatible with the ATLAS simulation chain and an additional procedure had to be implemented.
- The encoding of the target variable: the energy of the shower in this context. Different choices are available: training on the raw energies, normalized energies to the calorimeter layer or mapped energies. These differences may seem subtle, but they have great impact on the accuracy of the modeling. A major innovation in this work was the incorporation of normalized energies (per calorimeter layer and per total energy) in the objective function of the model. Without this normalization, the model is unable to correctly reconstruct the total shower energy. Incorporating data knowledge in the model is generally preferred and often superior to the development of a highly complex model. In fact, in the context of fast simulation, the incorporation of domain knowledge is crucial since the alternative, i.e. developing a highly complex network, cannot satisfy the primary constraint of this work: speed.
- The evaluation of the machine learning model. Speed is only the first requirement for the model to be considered. Many more physics performance metrics have to be carefully analyzed for the model to be “accurate”. These metrics are referred to as shower observables and are generally evaluated in several distribution plots. This multi-stage evaluation has a significant impact on the optimization of the hyperparameters of the model. An evaluation proxy (Chapter 7) was used to bypass this graphical performance constraint.

The research strategy adopted at the beginning of this thesis defined three main stages: data preprocessing, model design and validation, and finally Athena integration. Figure 203 illustrates the major steps involved at each stage, their connection as well as their respective categories.

Due to the challenges previously described, many models and techniques were proposed and studied in this thesis. The naming and parameters of these models can be confusing to the reader. Nevertheless, these techniques follow an improving trend, i.e., each new technique allows for a higher coverage of the parameter space. For example, FastCaloVSim relying on centroid preprocessing allows for a wider coverage of the pseudorapidity range compared to the cell preprocessing technique. The different techniques (strategies) are compared in Figure 204 as a function of the parameters they act on. The strategies are enumerated according to the chronological appearance in this work. As the strategies evolve, the wider coverage of the four parameters becomes visible.

In the following, the different building blocks of the FastCaloVSim approach are summarized.

Data Preprocessing

In this research project, the processing of the data refers to the definition of a suitable shower representation used as input to the deep learning model. A suitable representation has to be general enough to capture the full range of the detector coverage, but also detailed enough to incorporate different levels of granularity of the detector (resolution). Moreover, this representation has to be designed such that the model is able to learn the desired variables.
Figure 203: Overview of FastCaloVSim components with implemented models and future research directions.

Figure 204: FastCaloVSim training strategies described by the number of particle types, energies, \( \eta \) regions, and calorimeter layers.
The preprocessing is applied on the Geant4 events, where the hits information is provided. This includes the energy, the position, and the direction of the incoming particle as well as its secondaries. The preprocessing uses the hits to derive the shower data structure, which can be one of the following: cells, voxels or centroids. The cell definition was found to be limited because the cells are too coarse to capture the intricate structure of a shower. In addition, they are highly dependent on the geometry of the calorimeter, which implies that the structure definition can only be applied to calorimeter regions where cells have similar shapes. To address this geometry dependence and increase the granularity of the representation, the voxel level was presented as an alternative to cells. The \((r,\alpha)\) voxels have a limited application, which also depends on the \(\eta\) slice.

We then proposed a novel structure definition method based on the K-means clustering algorithm. The definition of the centroids was derived per calorimeter layer. This derivation was independent of the truth energy and \(\eta\). As a result, it allowed showers with different truth features to have the same structure as the ones the generative model was trained on. Moving from a small \(\eta\) range to the full detector represented a significant transition at many levels. The training strategy was adapted to handle a large number of statistics by only loading in memory events of the current training batch.

Once the data was preprocessed, it was stored in HDF5 files or as TensorFlow datasets. The former was used when the training set fitted in memory (such as cell representation). TensorFlow's datasets were used when the data did not fit into memory and had to be split into batches.

**Model Design and Validation**

As summarized in Figure 201, the strategy of training the VAE model started with a single particle type (photons), a single energy point, a single \(\eta\) region and a single calorimeter layer, using the cell level definition. Later strategies were built on improving and adapting to new data structures and incoming particles. The last strategy (number 6) extends the previous versions in terms of all features.

In this thesis we demonstrated that improving the performance of the model was not only limited by the architecture or the optimization but also by the structure of the input data: cells to voxels to centroids and using energy ratios instead of energies for the training. Using these ratios improved the performance of the model by capturing key shower quantities, such as the total energy. This reparametrization showed the importance of incorporating existing knowledge into the learning process.

The research direction taken in this thesis was based on building a generalizable model that can generate showers with a specific energy and \(\eta\) direction. This was achieved by incorporating these two features as conditions to the models. Thus, the VAE learned a conditional approximation function of the shower generation process. The conditional learning has also shown its advantages in interpolating or extrapolating to unseen energy points.

We adopted a joint training strategy during which the optimization of the objective function is performed over events across energies and \(\eta\) and where all the available statistics are used. For the model using the centroid information, the training on a GPU, took around seven days. It is possible to drastically reduce the training time by using meta learning [220]. Meta learning, or learning to learn, approaches have shown great performance in recent years. Meta learning improves the learning process using the experience of multiple tasks. The model can then be trained on few examples per energy and \(\eta\) and the task in this case can be to generalize to the \(\eta\) region. Furthermore, to reduce the training time, distributed training with data parallelism can offer orders of magnitude of speed up of the training time.

To analyze the model’s performance, we presented two validation steps: a standalone and an Athena based validation. The standalone validation, as Figure 203 shows, is divided into reconstruction and generation. It is used to assess the quality of the decoder’s performance in reconstructing a Geant4 shower. This reconstruction was used in the tuning of the model’s hyperparameters. The Structure Similarity Index Metric (SSIM) was used to compare the Geant4 shower with the VAE-reconstructed ones. The SSIM was shown to be more efficient in capturing the similarities in the event by event comparison. For the generation, when only the decoder is used, the validation is based on comparing distributions of shower observables such as the energy per layer and the total energy.

For hyperparameter tuning of the model, a grid search was performed in parallel on multiple GPUs. While this approach allowed us to have a good set of parameters for the model, the number of combinations remains limited. For example, the latent space dimensions were varied in the range 1,10,50,100,1000. A very promising future direction is deploying Automatic Machine Learning (AutoML) solution to lift the burden of manual definition of hyperparameters.

In this work, we used a combined \(\chi^2\) to compare the distributions of the total energy and the energy per layer as a metric when running the grid search to measure the generation performance of the model. While this metric has been efficient for the photon case, it is interesting to explore a more elaborated metric. The definition of a global metric can include a number of shower observables describing the shape of the shower. This metric can
be used along with the AutoML paradigm. This metric would allow the fine-tuning of the model, especially for the case of pions where complex correlations need to be correctly learned. Another interesting idea would be to use a neural network (EvalNet in Figure 203) as a binary classifier, which, according to the Neyman-Pearson Lemma [221], if $p_{\text{Geant4}} = p_{\text{VAE}}$, a classifier cannot distinguish data from generated samples.

While the overall performance of FastCaloVSim remains good, the transition regions of the calorimeter are not well described for high energies such as 1 TeV. An interesting idea could be using a weighting technique to add a higher penalty when reconstructing the showers in these regions.

In this thesis, only photon and pion particles were used. A future extension could add electrons. Moreover, the energy range should also be extended to include very low (64 MeV) and very high energy (4 TeV) particles. Deriving the data structure using the $K$-means clustering algorithm was a novel idea in high energy physics. The newly implemented version “hierarchical $K$-means” can be used in the future extension of FastCaloVSim to completely alleviate the problem of selecting and validating the number of centroids per calorimeter layer. Moreover, the VAE models presented in this thesis are trained without the correction on energy resolution for the accordion structure of the calorimeter. This effect can be corrected for a future version of FastCaloVSim to be able to assess its performance on $H \rightarrow \gamma \gamma$.

For the model design, more complex architectures can be investigated, such as a BIB-AE [222] approach which unifies several generative models. For the validation samples, more tests can be run using, for example, $H \rightarrow \gamma \gamma$ to access the performance of a wide range of physics samples in a more dense environment.

Athena Integration

Another important module of the FastCaloVSim was its integration into the ATLAS Athena framework. A new service was implemented to perform the inference using the VAE model.

This model was converted into a JSON file to be used during the inference handled by the LWTNN library. The memory footprint and the simulation time were also quantified as a function of the complexity of the model: the size of the input/output layers, the following depth and width of the hidden layers. Using libraries such as ONNX with a model converted to a binary file (ProtoBuf) was shown to alleviate the memory footprint. Moreover, if the decoder network is too large and complex, optimization techniques such as graph optimizations, quantization and pruning can be used to reduce the complexity. Also, techniques such as “Knowledge Distillation” can be a good alternative, to compress the knowledge contained in a large model into a much smaller one.

With all the optimizations mentioned above, FastCaloVSim would be very fast and light and ready to use in the production framework. A number of these extensions are already being investigated by the author within the EP-SFT group at CERN. The general goal being to develop an agnostic detector simulation model which can be used as a fast simulation plugin in Geant4.
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