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Supernova remnant: Cassiopea A (credit: Credit: NASA/CXC/SAO CC BY)

Cosmic Rays — direct 
messengers of the most 
energetic events in the 
Galaxy and beyond, 
which impact Galactic 
element composition 
and evolution

Chapter I: 
Cosmic Rays
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Historical remark
First hints of already in 18th century


• Coulomb observed spontaneous discharge of electroscope


1912 Discovery by Victor Hess in ballon flight 


• Conclusive proof of increasing penetrating radiation with altitude


1920 Millikan called them “cosmic rays” 


• Believed them to be energetic photons


1927 J. Clay discovered the latitude dependence of cosmic ray intensity


• Geomagnetic effect proves that cosmic rays are charge particles


Particle physics emerges from cosmic rays


• Discovery of μ, π, e+, Κ, Λ


• Proof of special relativity (atmospheric muons)


Nowadays Cosmic Rays represent a laboratory for the Universe study ….

Electroscope XVIII century

Victor Hess flight 3



Cosmic Rays (CR)
• 85—90% p,  10% He, few % ions, <1% e 

• Maximum energy up to ~1020 eV (GZK cutoff*)


• Spectrum consists of different power-laws


• dN/dE ∝ ~ E-2.7 up to the “knee” 


• The “knee” (region around few PeV) 

• Galactic sources “work” up to ~PeV scale


• Likely change of chemical composition


• Direct measurements (Space/balloon flights) 

• Precise, relatively small size/energy acceptance


• On-ground (air-shower/Cherenkov) 

• Large acceptance, limited identification 
capacity of CR composition 

* limit due to interaction of cosmic rays with cosmic microwave background 
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Abstract. A survey of progress in recent years suggests we are moving towards a quantitative understanding of
the whole cosmic ray spectrum, and that many bumps due to different components can hide beneath a smooth
total flux. The knee is much better understood: the KASCADE observations indicate that the spectrum does
have a rather sharp rigidity cut-off, while theoretical developments (strong magnetic field generation) indicate that
supernova remnants (SNR) of different types should indeed accelerate particles to practically this same maximum
rigidity. X-ray and TeV observations of shell-type supernova remnants produce evidence in favour of cosmic-ray
origin in diffusive shock acceleration at the outer boundaries of SNR. There is some still disputed evidence that the
transition to extragalactic cosmic rays has already occurred just above 1017 eV, in which case the shape of the whole
spectrum may possibly be well described by adding a single power-law source spectrum from many extragalactic
sources (that are capable of photodistintegrating all nuclei) to the flux from SNRs. At the very highest energy,
the experiments using fluorescence light to calibrate energy do not yet show any conflict with an expected GZK
“termination”. (And, in “version 2”,) Sources related to GRBs do not appear likely to play an important role.

1. Introductory overview

Because cosmic rays span such a huge range of energy,
it is natural to start from a very deceptive broad view
of the cosmic ray spectrum, such as that shown in figure
1, due to Gaisser (2005), which shows the flux reaching
the Earth, in the form of the energy carried by particles
per unit interval of ln(E), or E2J(E), where J(E) is the
number of particles arriving per unit interval of time, area,
solid angle and kinetic energy, E. At the lowest energies,
the fluxes of different nuclei can be measured, protons be-
ing the most numerous, and other common nuclei having
practically the same shape of spectrum as a function of
rigidity (momentum/charge ∝ energy/charge at these rel-
ativistic energies). To identify the particles clearly, they
have to be detected before they are broken up in the at-
mosphere, in detectors carried by balloons or satellites,
and the flux is too low for this above about 105 GeV (1014

eV): beyond here the total flux of all particle types can
be recorded by air shower experiments. The well-known
power-law spectrum, J(E) ∝ E−2.7 holds to a good ap-
proximation before the “knee”, the downward bend near
1015.5 eV, the fall-off below 10 GeV being a very local
effect within the solar system. For 3 decades of energy
above the knee the flux continues to fall somewhat more
steeply, to the “ankle”, where the rate of fall briefly be-
comes less steep again, until statistics and possibly flux
peter out near 1011 Gev (1020 eV). At energies of several
GeV there is good evidence from gamma rays produced in
nuclear collisions (e.g. Hunter et al. 1997) that the cosmic
rays originate in the Galaxy, and diffuse out; and the belief
that the major source is acceleration at the outer shock
boundaries of expanding supernova remnants (SNR) has
strengthened recently in several ways, outlined below.

It now seems likely that this bland shape masks a su-
perposition of bumps and variations which each tell their
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Fig. 1. Many measurements of the cosmic ray flux over a
wide energy range, assembled by Gaisser

own story, though few of them can yet be disentangled
clearly, so this field of diagnosing the components is still
very active.
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Power law in CR
• Gain/loss at each acceleration proportional to energy:


ΔE = k * E 

• Given p — escape probability at each acceleration, probability to stay 
within acceleration region after N interactions: 


P = (1-p)N  

• Energy after N interactions:


E = (1+k)N * E0 

==>    log(E/E0) / log (1+k) = log(P) / log(1-p)  ==>  P(E) ∝ Ε -γ       


… where  γ = - log (1-p) / log (1+k).  In differential form:


 dP/dE ∝ Ε -γ-1       

5

Shock front

Accelerated particle going back 
and forth until it escapes the front

— probability distribution function of  gained CR energy

(“rich get richer” )



Fermi acceleration mechanism (a) (b)

Fig. 4: (a) One-shot acceleration. (b) Diffusive shock acceleration

(a) (b)

Fig. 5: (a) Second-order Fermi acceleration. (b) First-order Fermi acceleration.

4 Fermi acceleration
4.1 Second-order Fermi acceleration
This first version of the Fermi acceleration mechanism (later dubbed second-order acceleration) was
proposed by Enrico Fermi in 1949 [15] and explains the acceleration of relativistic particles by means
of their collision with interstellar clouds. These clouds move randomly and act as ’magnetic mirrors’, so
that the particles are reflected off them, as shown in Figure 5(a).

After some calculations [12, 16] it can be shown that the average energy gain per collision is
⌧
�E

E

�
=

8
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⇣v
c

⌘2
, (5)

where v and c are the speed of the cloud and of the particle, respectively. The average energy gain
is proportional to (v/c)2: the process is known as “second-order” acceleration owing to the value of
the exponent. If we calculate the average time between collisions, an energy rate can be derived from
Equation (5):

dE

dt
=

4

3

✓
v2

cL

◆
E = ↵E, (6)

where L is the mean free path between clouds, along the field lines. It is possible to find the energy
spectrum N (E) by solving a diffusion-loss equation in the steady state and considering this energy rate,
plus the assumption that ⌧esc is the characteristic time for a particle to remain in the accelerating region.
In so doing, one finds that

N (E) dE = const. ⇥ E1+ 1
↵⌧esc dE . (7)

Even though second-order acceleration succeeds in generating a power-law spectrum, it is not a com-
pletely satisfactory mechanism. First, on account of the observed low cloud density, the energy gain
is very slow. Second, the mechanism fails to explain the observed value of 2.7 for the exponent in the
power-law spectrum: the value of the exponent is determined by the uncertain value of the combination
↵⌧esc.
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(Image credit: M. Bustamante et al.)

• Fermi 2-nd order 
• “Reflection” from magnetic “mirror”

• Energy loss at following collision

• Energy gain at heads-on collision

• Not efficient enough to explain CR spectra

(a) (b)

Fig. 4: (a) One-shot acceleration. (b) Diffusive shock acceleration

(a) (b)

Fig. 5: (a) Second-order Fermi acceleration. (b) First-order Fermi acceleration.
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Even though second-order acceleration succeeds in generating a power-law spectrum, it is not a com-
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Fig. 4: (a) One-shot acceleration. (b) Diffusive shock acceleration

(a) (b)

Fig. 5: (a) Second-order Fermi acceleration. (b) First-order Fermi acceleration.
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4.2 First-order Fermi acceleration
Before we discuss first-order Fermi acceleration it is convenient to formulate the Fermi mechanism in a
more general and simple way, valid for both the second- and first-order versions. For that purpose, we
define the average energy of the particle after one collision as E = �E0, with E0 the energy before the
collision, and P as the probability that the particle remains, after one collision, inside the acceleration
region. After n collisions, we have N = N0Pn particles with energies E = E0�n. Hence the energy
spectrum results in

N(E)dE = const. ⇥ E�1+ lnP

ln� dE . (8)
It is clear that in this approach, which exhibits the expected power law, the parameters P and � can be
translated into the ones that were found for the Fermi second-order mechanism, and are also going to be
applied to the first-order one.

The goal of the first-order acceleration mechanism is to obtain an energy gain that is linear in
(v/c), a condition that would make the acceleration process more effective, especially at relatively high
values of v. This set-up will occur when the relativistic particles collide with strong shock waves (e.g.,
like those produced in supernova explosions, active galactic nuclei, etc.), which can reach supersonic
velocities (103 times the velocity of an interstellar cloud).

Owing to the turbulence behind the shock and the irregularities in front of it, the particle velocity
distribution is isotropic in the frames of reference where the interstellar gas is at rest on either side of the
shock. Consequently, there is a complete symmetry when a high-energy particle crosses the shock from
downstream to upstream or from upstream to downstream; this is illustrated in Figure 5(b).

In both types of crossing, the particle gains energy. It is possible to show [16] that in a round trip
the average energy gain is given by ⌧

�E

E

�
=

4

3

⇣v
c

⌘
. (9)

Another quantity that must be considered is the particle escape probability Pesc (equivalent to 1 � P )
from the shock. Using kinetic theory, one obtains

Pesc =
4

3

⇣v
c

⌘
. (10)

Replacing these two parameters in Equation (8), we get

N (E) dE = const. ⇥ E�2 dE . (11)

In spite of not having obtained the observed exponent of 2.7 yet, the first-order mechanism is very
promising, being the most effective and probable one, since shock waves are expected to be present in
different astrophysical enviroments. In addition, in contrast to the second-order mechanism, here we find
a fixed numerical value for the exponent.

5 Summary
We have presented a brief review of the mechanisms that could accelerate particles up to high energies
(1020 eV) at galactic and extragalactic astrophysical sites. These mechanisms must fulfil a series of
general requirementes, which include geometrical and energetical constraints. Among these, the Hillas
criterion, a geometrical constraint on the size of the acceleration region, is most useful in selecting
potential sources of cosmic rays. We have also presented two general forms of acceleration: one-shot
acceleration, which requires ordered magnetic fields, and diffusive acceleration, in which particles gain
energy by bouncing off random magnetic clouds. The latter type of acceleration includes Fermi shock
acceleration, which correctly predicts a power-law cosmic-ray energy spectrum, albeit with a different
exponent than the one that has been measured. Of the two versions of the Fermi mechanism, the first-
order seems to be the most promising one to explain the ultra-high-energy cosmic-ray flux, even though
it does not manage to predict the observed spectral index.
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(a) (b)

Fig. 4: (a) One-shot acceleration. (b) Diffusive shock acceleration

(a) (b)

Fig. 5: (a) Second-order Fermi acceleration. (b) First-order Fermi acceleration.

4 Fermi acceleration
4.1 Second-order Fermi acceleration
This first version of the Fermi acceleration mechanism (later dubbed second-order acceleration) was
proposed by Enrico Fermi in 1949 [15] and explains the acceleration of relativistic particles by means
of their collision with interstellar clouds. These clouds move randomly and act as ’magnetic mirrors’, so
that the particles are reflected off them, as shown in Figure 5(a).
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where v and c are the speed of the cloud and of the particle, respectively. The average energy gain
is proportional to (v/c)2: the process is known as “second-order” acceleration owing to the value of
the exponent. If we calculate the average time between collisions, an energy rate can be derived from
Equation (5):
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where L is the mean free path between clouds, along the field lines. It is possible to find the energy
spectrum N (E) by solving a diffusion-loss equation in the steady state and considering this energy rate,
plus the assumption that ⌧esc is the characteristic time for a particle to remain in the accelerating region.
In so doing, one finds that

N (E) dE = const. ⇥ E1+ 1
↵⌧esc dE . (7)

Even though second-order acceleration succeeds in generating a power-law spectrum, it is not a com-
pletely satisfactory mechanism. First, on account of the observed low cloud density, the energy gain
is very slow. Second, the mechanism fails to explain the observed value of 2.7 for the exponent in the
power-law spectrum: the value of the exponent is determined by the uncertain value of the combination
↵⌧esc.

5

HIGH-ENERGY COSMIC-RAY ACCELERATION

537

∝

• Fermi 1-st order 
• Acceleration when crossing shock wave front

• Energy gain both upstream and downstream

• Yields spectral index ~ 2

• Efficient


… can produce galactic CR in supernovae 

… at least least up to ~ 0.x PeV

(a) (b)

Fig. 4: (a) One-shot acceleration. (b) Diffusive shock acceleration

(a) (b)

Fig. 5: (a) Second-order Fermi acceleration. (b) First-order Fermi acceleration.

4 Fermi acceleration
4.1 Second-order Fermi acceleration
This first version of the Fermi acceleration mechanism (later dubbed second-order acceleration) was
proposed by Enrico Fermi in 1949 [15] and explains the acceleration of relativistic particles by means
of their collision with interstellar clouds. These clouds move randomly and act as ’magnetic mirrors’, so
that the particles are reflected off them, as shown in Figure 5(a).

After some calculations [12, 16] it can be shown that the average energy gain per collision is
⌧
�E

E

�
=

8

3

⇣v
c

⌘2
, (5)

where v and c are the speed of the cloud and of the particle, respectively. The average energy gain
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Equation (5):
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where L is the mean free path between clouds, along the field lines. It is possible to find the energy
spectrum N (E) by solving a diffusion-loss equation in the steady state and considering this energy rate,
plus the assumption that ⌧esc is the characteristic time for a particle to remain in the accelerating region.
In so doing, one finds that

N (E) dE = const. ⇥ E1+ 1
↵⌧esc dE . (7)

Even though second-order acceleration succeeds in generating a power-law spectrum, it is not a com-
pletely satisfactory mechanism. First, on account of the observed low cloud density, the energy gain
is very slow. Second, the mechanism fails to explain the observed value of 2.7 for the exponent in the
power-law spectrum: the value of the exponent is determined by the uncertain value of the combination
↵⌧esc.
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Cosmic ray propagation
Cosmic rays propagate though Interstellar Medium (ISM) before reaching us 

• Diffusive confinement of CRs in the Galaxy 


→ leaky box model


• Traverse on average ~ 10 g/cm2


• Crossing multiple turbulent magnetic fields


→ isotropic CR direction


• Power law spectrum modified


• Secondary cosmic rays produced


• Ratio of primary/secondary CRs (e.g. B/C) carries crucial information about ISM!
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Figure 1

Abundances of elements as function of atomic number up to Z = 40 (Zr) normalized to 106 Si
atoms. The solar system abundances (black symbols) are taken from Table 10 in Ref. (46). The
GCR abundances (green symbols) are from Voyager 1 measurements (17, Table 3) up to Fe
(Z = 26), from measurements with the Trans-Iron Galactic Element Recorder (TIGER)
balloon-borne instrument (47) for Co (Z = 27) and Cu (Z = 29), and from SuperTIGER
observations (48) for the other elements.

abundant than volatile ones in GCRs (51, 47, 48), which can be explained in a scenario where

dust grains, being characterized by a very large mass-to-charge ratio, are accelerated very

e↵ectively at shocks (49, 50). During the acceleration, grains attain velocities large enough

to be eroded by sputtering. The sputtered particles would then be refractory elements, that

will have the same velocity of the parent grain. Such a velocity is much larger than the

shock speed, and this guarantees the injection of refractory elements ejected by grains into

the acceleration process, independently on their mass-to-charge ratio (49, 50).

Volatility: is the
tendency of an
element to be found
in its gaseous state,
rather than
condensed into dust
grains. Elements
with low (high)
condensation
temperature are
called volatiles
(refractory).

Rigidity: regulates
the motion of
particles in a
magnetic field B,
and is defined as
R = rgB = pc

Ze

where rg is the
particle gyration
radius.

Among the GCR volatile elements, the heavier ones are found to be relatively more

abundant than lighter ones, while such a trend is not observed (or is very much weaker)

among refractory elements (47, 48). From theory, it is di�cult to see how the atomic

mass A alone could be the physical parameter regulating the acceleration e�ciency of

volatile elements. A much more plausible physical parameter would be the rigidity, which

is proportional to the mass-to-charge ratio A/Z of ions, and governs the behavior of particles

in magnetized environments such as shocks. Indeed, such a rigidity dependent enhancement

is predicted by state-of-the art simulations of di↵usive shock acceleration, with a scaling in

the sub-relativistic particle energy domain equal to (52):

Ci ⌘
fi(E/ZISM

i )
�ifp(E)

⇠ (Ai/Z
ISM
i )2 . 3.

Here, fi and fp are the CR particle distribution functions at the shock for elements of specie

i of atomic mass Ai and for protons, respectively, �i is the ISM abundance of element i

8 Tatische↵, Gabici

(Image credit: arXiv:1803.01794v1)
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Supernovae remnants (SNRs) 

SNR example: Crab nebula

(Image credit: https://astronomy.swin.edu.au/)

SNRs  — most likely source of CRs below the “knee” 

Only known Galactic source with sufficient energy to power CRs  
Even for SNRs, the mechanism has to be highly efficient!


CR composition → source injecting material from entire galaxy 
Old not freshly synthesised material including low-mass stars 


Non-thermal emission observed in SNRs 
Radiation by ultra relativistic electrons & ions 

In-situ footprint of CR production!


Collisionless shock in SNRs → 1st order Fermi acceleration  
Effective for accelerating of various ions & electrons

Most naturally explains similar spectral shapes of leptons and hadrons

(See e.g. Bykov et al. arxiv.org/abs/1801.08890v1  Bell et al. doi.org/10.1016/j.astropartphys.2012.05.022)
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Problems with SNRs ( < TeV scale)
• Recent Cosmic Ray data question conventional SNR models

• Spectral break confirmed in major CR species

performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948%0.0002ðfitÞ%0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780%0.005ðfitÞ%
0.001ðsysÞ%0.004ðsolÞ, Δγ ¼ 0.119þ0.013

−0.010ðfitÞþ0.033
−0.028ðsysÞ%

0.004ðsolÞ, s ¼ 0.027þ0.014
−0.010ðfitÞþ0.017

−0.013ðsysÞ % 0.002ðsolÞ,
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þM2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.
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New phenomena!
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A. Kounine, ICHEP 2018 

• New source? 

• New propagation mechanism? 


self-generated waves (Blasi et al), superbubbles …
9
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and L3–L8. This residual background is < 3% for the
boron sample and < 0.5% for carbon.
The background from carbon, nitrogen, and oxygen

interactions on materials above L1 (thin support structures
made by carbon fiber and aluminum honeycomb) has been
estimated from simulation, using MC samples generated
according to AMS flux measurements [32]. The simulation
of nuclear interactions has been validated using data as
shown in Fig. 3 of the Supplemental Material [31]. The
background from interactions above L1 in the boron
sample is 2% at 2 GV and increases up to 8% at 2.6
TV, while for the carbon sample it is< 0.5% over the entire
rigidity range. The total correction to the B=C ratio from
background subtraction is −2% at 2 GV, −3% at 20 GV,
−7% at 200 GV, and −10% at 2 TV.
After background subtraction the sample contains

2.3 × 106 boron and 8.3 × 106 carbon nuclei.
Data analysis.—The isotropic flux ΦZ

i for nuclei of
charge Z in the ith rigidity bin ðRi; Ri þ ΔRiÞ is given by

ΦZ
i ¼ NZ

i

AZ
i ϵ

Z
i TiΔRi

; ð1Þ

where NZ
i is the number of events of charge Z corrected

for bin-to-bin migrations, AZ
i is the effective acceptance, ϵZi

is the trigger efficiency, and Ti is the collection time.
The B=C ratio in each rigidity bin is then given by

!
B
C

"

i
¼ ΦB

i

ΦC
i
¼ NB

i

NC
i

!
AB
i

AC
i

ϵBi
ϵCi

"−1
: ð2Þ

In this Letter the B=C ratio was measured in 67 bins from
1.9 GV to 2.6 TV with bin widths chosen according to the
rigidity resolution.
The bin-to-bin migration of events was corrected

using the unfolding procedure described in Ref. [4]

independently for the boron and the carbon samples.
This results in a correction on the B=C ratio of −2.4%
at 2 GV, −0.5% at 20 GV, −5% at 200 GV, and −13%
at 2 TV.
Extensive studies were made of the systematic errors.

These errors include the uncertainties in the two back-
ground estimations discussed above, in the trigger effi-
ciency, in the acceptance calculation, in the rigidity
resolution function, and in the absolute rigidity scale.
The systematic error on the B=C ratio associated with

background subtraction is dominated by the uncertainty of
∼10% in the boron sample background estimation for
interactions above L1, see, for example, Fig. 3 of the
Supplemental Material [31]. The total background sub-
traction error on the B=C ratio is < 1% over the entire
rigidity range.
The systematic error on the B=C ratio associated with the

trigger efficiency is < 0.5% over the entire rigidity range.
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FIG. 2. The B=C spectral index Δ as a function of rigidity.
The dashed red line shows the single power law fit result to the
B=C ratio above 65 GV; see Fig. 1.
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FIG. 3. The boron to carbon ratio as a function of kinetic energy
per nucleon EK compared with measurements since the year 1980
[12–21]. The dashed line is the B=C ratio required for the model
of Ref. [7].
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rigidity in the interval from 1.9 GV to 2.6 TV based on 2.3 million
boron and 8.3 million carbon nuclei. The dashed line shows
the single power law fit starting from 65 GV with index Δ ¼
−0.333% 0.014ðfitÞ % 0.005ðsystÞ.
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• No structure in B/C ratio ! 

M. Aguilar et al.  PRL 117, 231102 (2016)



Problems with SNRs (PeV scale)
Challenging to explain CR acceleration to PeV by classic SNR paradigm 

• Maximum CR energy in observed SNRs does reach into the “knee”


• Requires strong magnetic field amplification above typical interstellar values


• How particles escape from the accelerator without experiencing strong adiabatic losses ?


Are there CRs beyond PeV produced in SNRs? 
• Acceleration in early years after supernovae explosion?


• Explosion of Wolf-Rayet stars? (Thoudam et al.)


• Re-acceleration of CRs in Superbubbles? 


Questions need answering …

Origin of cosmic rays close to the knee and above 
remains an enigma!


Observational data at TeV—PeV is a key to crack it!
10



Cosmic Rays beyond the “knee”

Objects with strong rotating magnetic fields 

• Binaries with neutron star or a pulsar 


Mergers accompanied by Gamma-Ray Burst &  


Gravitational Waves


• Pulsars — fast spinning highly-magnetised neutron star


Appears as a result of Supernovae explosion


Accretion to supermassive black hole 

• Tidal Disruption Events 


• Active Galactic Nuclei, …


Starburst galaxies, etc. 

Mostly extragalactic, even more uncertain origin, various hypotheses exist 

Pulsar magnetic & spin axes do not coincide 

→ appear “flickering” (pulsating)


(Image credit: https://imagine.gsfc.nasa.gov )

Artist representation of tidal disruption event: a 
star is shredded by a supermassive black hole

(Adapted from: NASA/CXC/M. Weiss)11

https://imagine.gsfc.nasa.gov


Cosmic ray electrons & positrons (CRE)
Rare: 1/10000 cosmic rays at 1 TeV is an e- or e+


• Sensitive to new physics 

Rapidly loose their energy during propagation 


• (synchrotron radiation & inverse Compton)


• Only nearby sources (1 kpc) at TeVs

Can be of primary or secondary nature


• (Primary)  Pulsars & Supernovae


• Same acceleration mechanism as CR p/ions


• Mostly originate from π decays, 


• photons above e+e- production threshold (pulsars) ?


• (Secondary) interaction of CR with interstellar medium


CR electron and positron spectrum up to 1 TeV 
measured by AMS-02 mission


(Phys. Rev. Lett.122, 101101 (2019) )

Positron spectrum incompatible with 
purely secondary origin: DM, pulsar ?


12



Can be produced in annihilation\decay of Dark Matter (DM)

• Distinct spectral features, isotropic 

Cosmic ray electrons & positrons (CRE)

MEASUREMENT OF COSMIC ELECTRON SPECTRUM AND DARK MATTER SIGNAL SEARCH 9
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Figure 2.4 Possible spectrum feature at the CR electron-positron spectrum above TeV scale from
the nearby sources Vela X (up) and Cgynus loop (down) and the simulated measurement by HERD.
The 3 curves for Vela X are for different electron/positron release time and the 2 curves for Cgynus
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Figure 2.5 The anisotropy of the CR electron-positron flux considering the contribution from
nearby sources Vela X (left) and Cgynus loop (right).
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Figure 2.2 Spectrum (electron top left, positron top right, electron+positron bottom left, positron
fraction bottom right) measured by AMS-02, fit results with an excess due to pulsar contribution
(dotted line).
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   — Pulsar

   — Dark Matter   


HERD-like detector simulation

cosmic ray accelerators such as SNRs, pulsars, quasars [107] etc. Although
the e↵ective acceptance of DAMPE is smaller than that of Fermi-LAT,
DAMPE may play an auxiliary role in deep observations of these sources,
especially in connection with ground-based measurements at hundreds of
GeV.
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Figure 27: Expected spectra of protons (left) and helium (right) that can be obtained by
DAMPE, assuming the AMS-02 fluxes and their extrapolations, with an exposure of 0.3 m2

sr yr, compared with current measurements [77, 78, 79, 80, 145].
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Figure 28: Current measurement [94, 98, 96, 99, 100] and the expected spectrum of cosmic
ray electrons (and positrons) for three years operation of DAMPE, assuming the AMS-02
intensity, a cut-o↵ and the contribution of Vela as calculated in [146]. Note that some nearby
young/middle-aged supernova remnants may give rise to additional TeV bump(s) in the spec-
trum.

5.2. Probing the nature of dark matter

As early as the 1930s, it was recognized that some matter in the Universe
is invisible [108]. The existence of this so-called dark matter was gradually
and firmly established since the early 1970s [109]. In the standard model of

33

cosmic ray accelerators such as SNRs, pulsars, quasars [107] etc. Although
the e↵ective acceptance of DAMPE is smaller than that of Fermi-LAT,
DAMPE may play an auxiliary role in deep observations of these sources,
especially in connection with ground-based measurements at hundreds of
GeV.
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Figure 27: Expected spectra of protons (left) and helium (right) that can be obtained by
DAMPE, assuming the AMS-02 fluxes and their extrapolations, with an exposure of 0.3 m2

sr yr, compared with current measurements [77, 78, 79, 80, 145].
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Figure 28: Current measurement [94, 98, 96, 99, 100] and the expected spectrum of cosmic
ray electrons (and positrons) for three years operation of DAMPE, assuming the AMS-02
intensity, a cut-o↵ and the contribution of Vela as calculated in [146]. Note that some nearby
young/middle-aged supernova remnants may give rise to additional TeV bump(s) in the spec-
trum.
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Figure 27: Expected spectra of protons (left) and helium (right) that can be obtained by
DAMPE, assuming the AMS-02 fluxes and their extrapolations, with an exposure of 0.3 m2
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Figure 28: Current measurement [94, 98, 96, 99, 100] and the expected spectrum of cosmic
ray electrons (and positrons) for three years operation of DAMPE, assuming the AMS-02
intensity, a cut-o↵ and the contribution of Vela as calculated in [146]. Note that some nearby
young/middle-aged supernova remnants may give rise to additional TeV bump(s) in the spec-
trum.
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Chapter II: 
Instruments

HERD proposal

The Joint Working Team for the HERD collaboration

O. Adriani1,2, G. Ambrosi3, Y. Bai4, B. Bertucci3,5, X. Bi6, J. Casaus7, I. De
Mitri8,9, M. Dong10, Y. Dong6, I. Donnarumma11, F. Gargano12, E. Liang13, H.

Liu13, C. Lyu10, G. Marsella14,15, M.N. Maziotta12, N. Mori2, M. Su16, A.
Surdo14, L. Wang4, X. Wu17, Y. Yang10, Q. Yuan18, S. Zhang6, T. Zhang10, L.

Zhao10, H. Zhong10, and K. Zhu6
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From spectrometers to calorimeters
Alpha Magnetic Spectrometer (AMS-02) 
• Launched to ISS in 2011

• Utmost precise CR measurements up to ~ TeV

• Difficult to go beyond few TeV with spectrometers


Calorimetric space experiments 
• AGILE, FERMI (2007, 2008) — relatively small calorimeters 

• CALET: Calorimetric Electron Telescope (launch 2015)

• DAMPE: DArk Matter  Particle Explorer (launch 2015)

• HERD: High Energy Radiation Detection mission (next-gen)

Monte-Carlo simulation of a 100 GeV

gamma ray shower in the atmosphere
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DArk Matter Particle Explorer (DAMPE) 
• Launched in Dec 2015

• Orbit: sun-synchronous, 500 km

• Period: 95 min

• Payload: 1.4 Tonn 

• Power: ~ 400 W 
• Data: ~ 12 GByte / day

The	collabora+on	

G.	Ambrosi	

•  CHINA	
–  Purple	Mountain	Observatory,	CAS,	Nanjing														Prof.	Jin	Chang	
–  Ins+tute	of	High	Energy	Physics,	CAS,	Beijing	
–  Na+onal	Space	Science	Center,	CAS,	Beijing	
–  University	of	Science	and	Technology	of	China,	Hefei	
–  Ins+tute	of	Modern	Physics,	CAS,	Lanzhou	
	

•  ITALY	
–  INFN	Perugia	and	University	of	Perugia	
–  INFN	Bari	and	University	of	Bari	
–  INFN	Lecce	and		University	of	Salento	
	

•  SWITZERLAND	
–  University	of	Geneva	
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University of Geneva

Collaboration
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Thick calorimeter ~ 32 X0  (biggest in Space) 
• e/γ detection up to 10 TeV 
• CR p/ions 50 GeV — 500 TeV

• e/γ  energy resolution 1% at TeVs 
• e/p rejection factor ~ 104  — 105


Precise Silicon-Tungsten tracker-converter  
• Position resolution  ~50 micron

• Charge Z identification up to Fe

• γ pointing  0.5° — 0.1° (GeVs — TeV) 


Plastic scintillator 
• Z identification

• γ anti-coincidence signal


Netron detector  
• Additional e/p rejection capability

Tykhonov Part B2 PeVSPACE

PSD: double layer 
of scintillating strip 
detector acting as 
ACD 

STK: 6 tracking double layer 
+ 3 mm tungsten plates. 

Used for particle track and 
photon conversion 

BGO: the calorimeter  made of 308 BGO 
bars in hodoscopic arrangement (~31 
radiation length). Performs both energy 
measurements and trigger 

NUD: it’s complementary to the BGO by 
measuring the thermal neutron shower 

activity. Made up of boron-doped plastic 
scintillator 

 γ 

The	detector	

C
R

 

G.	Ambrosi	

PSD

NUDBGO

STK

LYSO  
calorimeter

Tracker-Converter  

Tracker 

Figure 1: Schematic view of DAMPE (left) and HERD (right) detectors.

The present proposal can be logically grouped in work packages:

1. Particle track pattern recognition and reconstruction using machine learning (ML) techniques.

2. Electron/proton (e/p) discrimination using the Deep-Neural-Net (DNN) or a similar approach.

3. Tuning of hadronic MC models with DAMPE data.

4. Applying the developed techniques to the DAMPE data analysis and HERD performance assessment.

Below in this section the DAMPE and HERD missions are briefly introduced. Then the current status of
the field is described in detail, in the connection with the outlined work packages of the proposal. The section
is concluded with the list of objectives and the deliverables associated to these objectives.

The DAMPE (DArk Matter Particle Explorer) detector was developed by an international collaboration
formed by Chinese, Swiss and Italian institutes [12]. It was successfully launched in space in December 2015
and operates smoothly since then. The group of University of Geneva (hereafter UniGe), of which I am a
leading member, has proposed and developed the Silicon–Tungsten tracKer–converter (STK) sub-detector of
DAMPE [13]. I am personally responsible for tracking software, CR data analysis and MC simulations. With a
relatively large acceptance, DAMPE features a deep highly-granular calorimeter of about 31 radiation lengths.
It provides a unique opportunity to probe CRE and gamma-rays between few GeV and 10 TeV with an un-
precedented energy resolution of about 1% (above 100 GeV) and CR proton/nuclei in the kinetic energy range
between 10 GeV and 100 TeV with the best available energy resolution (around 20% at 1 TeV). There are in
total four sub-detectors in DAMPE, as shown in Figure 1 left, from top to bottom:

• Plastic Scintillator Detector (PSD) for charge identification and for providing veto signal for the photon
discrimination.

• Silicon–Tungsten tracKer–converter (STK) for gamma-ray direction identification and for CR trajectory
and charge reconstruction and identification.

• BGO calorimeter for precise energy measurement and e/p discrimination;

• Neutron Detector (NUD) for improving the e/p discrimination.

HERD is the next generation spaceborne instrument with a thicker calorimeter of about 55 radiation lengths and
one order of magnitude higher acceptance compared to DAMPE. UniGe group is one of the leading contributors
to the HERD R&D program. In the core of HERD design is the 3D imaging LYSO calorimeter, consisting of
almost 10k cubic crystals of 3 cm3 each, as shown in Figure 1 right. The tracker detectors will be installed
on five out of six sides of HERD. This unique 3D arrangement allows to detect particles coming from five
directions, while in conventional detectors only one direction (from the top) is admitted.

Tracker sub-detectors of DAMPE and HERD include thin tungsten layers to enhance photon conversions
into electron-positron pairs. Therefore, CR and gamma-rays at high energies tend to pre-shower before the
calorimeter, creating a large hit multiplicity in the tracker. Moreover, the back-splash of secondary particles
from calorimeter severely deteriorates the picture, creating tens of thousands noise hits, as illustrated in Fig-
ure 2. As can be seen from the figure, only a small fraction of events have clean topology in the tracker.

2

Plastic Scintillator 
Detector Silicon-Tungsten 

Tracker Converter (STK)

BGO Calorimeter Neutron Detector

32 X0 

DArk Matter Particle Explorer (DAMPE) 

~7m2 Si 

modules
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DAMPE Tracker detector (STK) & DPNC 

University of Geneva (DPNC) &  
INFN Perugia groups 

DAMPE Silicon Tracker tests with 
cosmic muons (April 2015)

R&D Construction (2013–2015)


Space qualification (2014–2015)


Beam tests @ CERN (2014–2015)

The	Silicon	TracKer	

G.	Ambrosi	

DAMPE	

The	Silicon	TracKer	

G.	Ambrosi	

DAMPE	

Engineering	and	Qualifica+on	model	

G.	Ambrosi	

•  An	EQM	has	been	constructed	in	July	2014	
–  full	size	model	as	the	final	Flight	Model	(FM),	but	only	26	ladders	with	real	

silicon	sensors,	the	rest	with	dummy	sensors	

EQM	passed	a	series	of	
space	environmental	
qualifica+on	tests:	
vibra+on,	accelera+on,	
shock,	thermal	cycling,	
thermal	vacuum	

SERMS	laboratory	
Terni	-	Italy	

Engineering	and	Qualifica+on	model	

G.	Ambrosi	

•  An	EQM	has	been	constructed	in	July	2014	
–  full	size	model	as	the	final	Flight	Model	(FM),	but	only	26	ladders	with	real	

silicon	sensors,	the	rest	with	dummy	sensors	

EQM	passed	a	series	of	
space	environmental	
qualifica+on	tests:	
vibra+on,	accelera+on,	
shock,	thermal	cycling,	
thermal	vacuum	

SERMS	laboratory	
Terni	-	Italy	

76 cm

Vibration, shock, thermal cycling,..
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DAMPE Cosmic Rays Measurements

!15Andrii Tykhonov    (University of Geneva)                                                                First results from the DAMPE mission
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DAMPE is the first 
to directly 

observe the 
spectral break

First results
e+ + e- flux measurement Flux is usually scaled by E3 to see 

the features in the spectrum

Nature, 552, 63–66 (2017)

Electron—positron spectrum 
• Energy span 3 orders of magnitude!

• Direct observation of spectral break

Terra 
incognita

Proton spectrum 
• First direct measurement up to 100 TeV

• Reveals new spectral feature at ~13 TeV
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Figure 2: Proton spectrum from 40 GeV to 100 TeV measured with DAMPE (red filled dots). The
red error bars show the statistical uncertainties, the inner shaded band shows the estimated systematic
uncertainties due to the analysis procedure, and the outer band shows the total systematic uncertainties
including also those from the hadronic models. The other direct measurements by PAMELA (10) (green
stars), AMS-02 (11) (blue squares), ATIC-2 (7) (cyan diamonds), CREAM I+III (16) (magenta circles),
and NUCLEON KLEM (17) are shown for comparison. For the PAMELA data, a �3.2% correction of
the absolute fluxes has been included (43, 44). The error bars of PAMELA and AMS-02 data include
both statistical and systematic uncertainties added in quadrature. For ATIC, CREAM, and NUCLEON
data only statistical uncertainties are shown.

34

Too low for proton knee 
Spectral features at 0.X PeV?

He spectrum — in preparation … 

Science Adv. 5 (9) eaax3793 (2019)
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Figure 1. Expected e� + e+ flux as measured by HERD with one year data accumulation. HERD will clearly
distinguish between a smooth spectrum, due to a PWN, or a spectrum with a “kink”, due to DM (left). Expected
proton flux as measured by HERD with five years data accumulation. HERD can reach the PeV region with
unprecedented statistics (center). Expected HERD’s one-year map of the gamma-ray sky (right).

In Table 1 the requirements for HERD in terms of energy range, energy, angular and charge resolution,
electron/proton separation and geometric factors are listed. Moreover it is important to note that the
geometric factors are ⇠ 10 times the geometric factors of present detectors, with a field of view of
±70°.

3 The HERD detector
Fig. 2 shows the exploded view of the HERD detector in which it is possible to see the di↵erent
sub-detectors. From inside to outside, the HERD detector consists of a calorimeter (CALO) for
the measurement of the energy of traversing particles and for the electrons/protons discrimination,
a 5-side particle tracker which will serve to reconstruct the particle trajectories and to identify the
nuclei charge, a plastic scintillator detector (PSD) for the measurement of low energy �s and for a
redundant measurement of the nuclei charge and a transition radiation detector (TRD) to perform the
energy calibration. The option with a 4-side scintillating fiber tracker (FIT) and a top silicon strip
tracker (STK) is depicted.

Figure 2. Exploded view of the HERD detector. The whole apparatus will have a weight < 4 t and a volume of
(2.3 ⇥ 2.3 ⇥ 2.6) m3.

3.1 The calorimeter (CALO)

The calorimeter comprises three sub-systems: the crystal array, the intensified scientific CMOS (IsC-
MOS) camera and the trigger sub-system. The crystal array (Fig. 3 left) is made of about 7500 cubic

, (201E Web of Conferences https://doi.org/10.1051/e onf /201920PJ pjc9)209 0
18
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High Energy Radiation Detection facility (HERD)

Next-gen Calorimetric detector in Space 
• 5-side tracking & charge (Z) detectors

• 3D imaging LYSO calorimeter

• Target size ~ 55 X0

• Estimated launch timeline ~ 2025

Image credit: C. Perrina, EPJ Web of Conferences, 2019 (RICAP-18 )
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High Energy Radiation Detection facility (HERD)
BIG 3D calorimeter + 5-side tracker =  

• CR electrons up to 100 TeV


• CR p/ions detection up to PeVs


• > order of magnitude higher acceptance 
(compared to DAMPE)


→ O(100) PeV protons / year
New features

• Minor fixes and improvements to 
the event display (#206)

Simulation of a particle in 
HERD-like setup

top viewside view

16 SCIENTIFIC OBJECTIVES

and can critically address the Z-dependence, A-dependence, or constant knee of different
compositions, which are very important to understand the physical nature of the knee of
CRs.
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Figure 2.12 Expected energy spectra of protons (left) and Helium nuclei (right) measured with 5-yr
exposure of HERD, compared with that observed by AMS-02 [24, 25], CREAM [21], and ATIC-2
[22].

HERD perspective of Boron-to-Carbon ratio observations. The Boron-to-Carbon
ratio (B/C) is important to probe the propagation of CRs. The AMS-02 measurement of the
B/C ratio to ⇠ 1 TeV/n found that the energy-dependence of such a ratio follows a power-
law of E�0.333, implying a Kolmogorov type of the interstellar turbulence power spectrum.
However, the data above ⇠ 300 GeV/n are subject to relatively large uncertainties. The
most recent measurements of the primary (He, C, O) and secondary (Li, Be, B) nucleus
spectra by AMS-02, on the other hand, showed that the secondaries harden by ⇠ E0.13

more than the primaries when comparing the spectral indices above and below several
hundred GV [28, 48]. The high-energy behaviors of the B/C ratio is not conclusive yet.
The HERD measurements will extend the precise B/C ratio to a few TeV/nucleon, and thus
can precisely determine the propagation behavior of CRs (2.13).
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Figure 2.13 Expectation of measurement of the B/C ratio with 5-yr exposure of HERD, compared
with that observed by HEAO-3 [49], AMS-01 [50], ATIC-2 [51], CREAM [52], and AMS-02 [53].

Observations of Iron and beyond. The Iron nuclei are the end products of stellar nu-
cleosynthesis. Elements heavier than Iron typically need to be produced via the r-process

EK (GeV)
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and can critically address the Z-dependence, A-dependence, or constant knee of different
compositions, which are very important to understand the physical nature of the knee of
CRs.
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Figure 2.12 Expected energy spectra of protons (left) and Helium nuclei (right) measured with 5-yr
exposure of HERD, compared with that observed by AMS-02 [24, 25], CREAM [21], and ATIC-2
[22].

HERD perspective of Boron-to-Carbon ratio observations. The Boron-to-Carbon
ratio (B/C) is important to probe the propagation of CRs. The AMS-02 measurement of the
B/C ratio to ⇠ 1 TeV/n found that the energy-dependence of such a ratio follows a power-
law of E�0.333, implying a Kolmogorov type of the interstellar turbulence power spectrum.
However, the data above ⇠ 300 GeV/n are subject to relatively large uncertainties. The
most recent measurements of the primary (He, C, O) and secondary (Li, Be, B) nucleus
spectra by AMS-02, on the other hand, showed that the secondaries harden by ⇠ E0.13

more than the primaries when comparing the spectral indices above and below several
hundred GV [28, 48]. The high-energy behaviors of the B/C ratio is not conclusive yet.
The HERD measurements will extend the precise B/C ratio to a few TeV/nucleon, and thus
can precisely determine the propagation behavior of CRs (2.13).
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and can critically address the Z-dependence, A-dependence, or constant knee of different
compositions, which are very important to understand the physical nature of the knee of
CRs.
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[22].

HERD perspective of Boron-to-Carbon ratio observations. The Boron-to-Carbon
ratio (B/C) is important to probe the propagation of CRs. The AMS-02 measurement of the
B/C ratio to ⇠ 1 TeV/n found that the energy-dependence of such a ratio follows a power-
law of E�0.333, implying a Kolmogorov type of the interstellar turbulence power spectrum.
However, the data above ⇠ 300 GeV/n are subject to relatively large uncertainties. The
most recent measurements of the primary (He, C, O) and secondary (Li, Be, B) nucleus
spectra by AMS-02, on the other hand, showed that the secondaries harden by ⇠ E0.13

more than the primaries when comparing the spectral indices above and below several
hundred GV [28, 48]. The high-energy behaviors of the B/C ratio is not conclusive yet.
The HERD measurements will extend the precise B/C ratio to a few TeV/nucleon, and thus
can precisely determine the propagation behavior of CRs (2.13).
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Chapter III: 
Data Analysis & Challenges
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conventional  
models
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Problems of TeV—PeV CR detection in Space
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Figure1:Typicaldisplaysofmulti-TeVeventsintheDAMPEflightdata.Particlehitsandreconstructedtracks
areshownwithblackstarsandlinesrespectively.Threesub-detectorscanbeseen(ineacheventdisplay),from
toptobottom:calorimeter,trackerandplasticscintillatorarray.Currenttrackreconstructionalgorithmrelies
ontheparticle-direction(dashedline)providedbythecalorimetersub-detector.

theCRdirectdetectionintheTeV–PeVenergyregion.
Analternativetoexternal-seededalgorithmsisthedirectcombinatorialone,inwhichtrackseedsare

searchedamongallpossibleparticlehitcombinations.Thisapproachworksforlowoccupancycleande-
tectorsatrelativelylowenergies.However,itscomputationaltimegrowsasafactorialofthenumberofhits.
GiventheimmenseaveragehitmultiplicityinDAMPEandHERD,combinatorialsearchisnotfeasiblewith
currentlyavailablescientificcomputingfacilities.

Asomewhatsimilarexternal-seededorcombinatorialtrackreconstructionapproachesarebeingusedinall
otherspacebornedirect-detectionexperiments,includingFERMI-LAT,AMS-02,CALETandothers.Themost
advancedtrackreconstructionwasdevelopedbytheFERMIcollaboration,describedin[18].However,this
approachisnotgenericenoughandisfocusedmainlyonthereconstructionofthegamma-raypair-production
processinthesub-TeVenergyrange.

Anoveltrackingtechniquehastobedevelopedinordertouncoverthefullpotentialofexistingandfuture
direct-detectionexperimentsforCosmicRay(CR)detectionintheTeV–PeVrange.Deeplearningorsimilar
ArtificialIntelligence(AI)approachappearasanaturalcandidateforsuchadevelopment.Currently,noneof
theoperatingCRdirect-detectionspaceborneexperimentsuseAIforparticletrackreconstruction.

WithmythoroughunderstandingoftheDAMPEandHERDdetectorsandstrongexpertiseinCRdatare-
constructionandanalysistechniques,IaminauniquepositiontoexploitAIforparticlereconstructionand
identificationintheCRdirect-detectionexperiments.Thisinnovativeapproachwillbefullydevelopedinthis
project.

AnotherkeychallengeintheTeV–PeVCRdetectionisthatofelectron–proton(e/p)discrimination.The
fluxofCRprotonsisafewordersofmagnitudehigherthanthatofelectrons[19],thus,aprotondiscrimination
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Figure 5: Typical display of reconstructed (a) muon (150 GeV), (b) electron (150 GeV) and (c)
photon (10 GeV) event candidate in the DAMPE beam test at the SPS accelerator at CERN, 2015.
Sensitive volumes are shown for the BGO calorimeter, STK and PSD respectively. Energy deposits
in BGO are displayed using the coloured squares (each square corresponds to one BGO bar), where
red ones correspond to bars with highest energy contribution. STK hits (clusters) are shown with
black crosses, and reconstructed tracks are shown with black solid lines. The xz projection is used
in all event displays.

allowed, while those which point in the opposite direction are considered as “crosses” and treated
correspondingly. The procedure for the blind-seed algorithm is similar, with the only exception
that the seeds are formed from a set of three x,y points forming a line. All combinations of three
planes out of six in the STK are looped over for this algorithm.

Performance of the reconstruction algorithms was evaluated in the preliminary beam-test data
analysis. The results on position and angular resolution are close to those estimated with the Monte-
Carlo simulations [8], however more detailed studies are now underway. In particular, at the mo-

7

Particle Tracking

Expectation Painful Reality …

Cosmic Ray 
particle

Primary CR track drawn in the sea of 
secondary-particle hits

• Pre-showering before the calorimeter

• Back-splash from calorimeter

• Majority of events affected

• Gets worse at higher energies


Similar to LHC particle tracking problem? 
— Well, not exactly:

• No magnetic field

• No interaction point known

• Way higher energies … 

• More passive material in/around 

tracker

Standard tracking algorithms not capable of 
unleashing the full detector potential


→ good time to try out modern AI 
techniques & Machine Learning 
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Figure 1: The combined signal spectra of PSD for protons and helium nuclei. The left panel is
for BGO deposited energies between 447 GeV and 562 GeV, the middle panel is for BGO deposited
energies of 4.47 � 5.62 TeV, and the right panel is for BGO deposited energies between 20 TeV and 63
TeV. The on-orbit data (black) are shown, together with the best-fit templates of simulations of protons
(blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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Particle Tracking & Z identification

Why precise tracking is important for CR?

• Opens the door to STK-based Z identification! 
• Contrary to PSD, not affected by secondary particles

• Provide up to 12 independent measurements 

• High accuracy, stable (“flat”) performance at all energies

Tykhonov Part B2 PeVSPACE
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Figure 1: Typical displays of multi-TeV events in the DAMPE flight data. Particle hits and reconstructed tracks
are shown with black stars and lines respectively. Three sub-detectors can be seen (in each event display), from
top to bottom: calorimeter, tracker and plastic scintillator array. Current track reconstruction algorithm relies
on the particle-direction (dashed line) provided by the calorimeter sub-detector.

the CR direct detection in the TeV–PeV energy region.
An alternative to external-seeded algorithms is the direct combinatorial one, in which track seeds are

searched among all possible particle hit combinations. This approach works for low occupancy clean de-
tectors at relatively low energies. However, its computational time grows as a factorial of the number of hits.
Given the immense average hit multiplicity in DAMPE and HERD, combinatorial search is not feasible with
currently available scientific computing facilities.

A somewhat similar external-seeded or combinatorial track reconstruction approaches are being used in all
other spaceborne direct-detection experiments, including FERMI-LAT, AMS-02, CALET and others. The most
advanced track reconstruction was developed by the FERMI collaboration, described in [18]. However, this
approach is not generic enough and is focused mainly on the reconstruction of the gamma-ray pair-production
process in the sub-TeV energy range.

A novel tracking technique has to be developed in order to uncover the full potential of existing and future
direct-detection experiments for Cosmic Ray (CR) detection in the TeV–PeV range. Deep learning or similar
Artificial Intelligence (AI) approach appear as a natural candidate for such a development. Currently, none of
the operating CR direct-detection spaceborne experiments use AI for particle track reconstruction.

With my thorough understanding of the DAMPE and HERD detectors and strong expertise in CR data re-
construction and analysis techniques, I am in a unique position to exploit AI for particle reconstruction and
identification in the CR direct-detection experiments. This innovative approach will be fully developed in this
project.

Another key challenge in the TeV–PeV CR detection is that of electron–proton (e/p) discrimination. The
flux of CR protons is a few orders of magnitude higher than that of electrons [19], thus, a proton discrimination
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DAMPE Simulation 

Preliminary

Preliminary

At present, Z  measured in Plastic Scintillator (PSD):
PSD

STK

BGO

Gets event worse at higher energies …
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Figure 1: Schematic view of the DAMPE detector. Sensitive detectors and support structures are shown. The z-axis of the
DAMPE coordinate system is oriented to the zenith, orthogonal to the STK planes and y points to the Sun.

10 GeV to 100 TeV, with excellent energy resolution and direction precision [1, 2]. The main objectives of
DAMPE are the identification of possible indirect signatures of Dark Matter annihilation or decay, improving
the understanding of the origin and propagation mechanisms of high energy cosmic rays and gamma-ray
astronomy. It consists of four sub-detectors (Figure 1) stacked together as follows, moving from top to
bottom. First is a Plastic Scintillator-strip Detector (PSD), which measures the cosmic ray charge (Z)
and provides the veto signal for charged particles in gamma-ray detection. It is followed by a Silicon-
Tungsten tracKer-converter (STK), that is described in detail in the next section. Next, there is an imaging
calorimeter made of 14 layers of Bismuth Germanium Oxide (BGO) bars in a hodoscopic arrangement with
a total thickness of about 32 radiation lengths, which provides a precise energy measurement and particle
identification for electron/hadron separation. The BGO is aided by the NeUtron Detector (NUD), a boron-
doped plastic scintillator detecting delayed neutrons coming from hadronic interactions at high energies,
which serves to improve the electron/hadron separation power.

The STK is a key component of DAMPE, allowing the trajectory and absolute ion charge (Z) of incoming
particles to be reconstructed and measured respectively. Moreover, thanks to its high position resolution,
the direction of incoming photons converting into electron-positron pairs in the STK’s tungsten plates can
be precisely reconstructed. In order to fully exploit the trajectory reconstruction capabilities of the STK, a
precise alignment of the instrument is needed, as explained in this paper.

The paper is organized as follows. In Section 2 the STK is briefly described. Section 3 provides the
details of the on-orbit data and simulation used in the alignment analysis. Section 4 gives an overview of
the data reconstruction procedure. In Section 5 the alignment procedure is described in detail. In Section 6
the results on the STK position resolution are reported. In Section 7 the alignment stability and its on-orbit
variations are discussed. Conclusions are given in Section 8.

2. The STK

The STK [3] is designed to reconstruct the charged particle trajectories, to identify the direction of
incoming gamma-rays converting into electron-positron pairs and to measure the charge Z of cosmic rays.
It consists of 6 tracking double-layers, providing 6 independent measurements of the x and y coordinates of
the incoming particle. The tracking layers are mounted on 7 supporting trays, as shown in Figure 2. To
favor the pair conversion of incoming photons into electron-positron pairs, three tungsten layers are placed
after the first, second and third tracking layer. Each tungsten layer is 1 mm thick, for a total of about one
radiation length.

2

Particle direction (4 values)

Tracking & Machine Learning — ConvNet
Many ides for ML application … Let us start with the seed:

• Initial / rough guess of a particle direction, provided by either


A. Combinatorial guess (e.g. 3–point combinations from the tracker)

B. External detector (calorimeter) Used in DAMPE

Try regression with Convolutional Neural Net based on BGO “image” to predict the seed
27

X & Y projections combined

x

z

y



6− 4− 2− 0 2 4 6
 (deg)XθΔ

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22 mean=0.001 rms=1.249

mean=0.000 rms=0.193

mean=-0.010 rms=1.450

mean=0.000 rms=0.257

tetax_rec

40− 30− 20− 10− 0 10 20 30 40
 intercept_xΔ

0

0.01

0.02

0.03

0.04

0.05

0.06
mean=-0.013 rms=7.992

mean=-0.002 rms=1.091

mean=0.013 rms=9.174

mean=0.000 rms=1.408

intrx_recHe Standard
He ML 
p  Standard

p  ML

6− 4− 2− 0 2 4 6
 (deg)XθΔ

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22 mean=0.001 rms=1.249

mean=0.000 rms=0.193

mean=-0.010 rms=1.450

mean=0.000 rms=0.257

tetax_rec

40− 30− 20− 10− 0 10 20 30 40
 intercept_xΔ

0

0.01

0.02

0.03

0.04

0.05

0.06
mean=-0.013 rms=7.992

mean=-0.002 rms=1.091

mean=0.013 rms=9.174

mean=0.000 rms=1.408

intrx_rec

Track x-slope (deg) Track x-intercept (mm)

Standard

ConvNet

Standard

ConvNet

Preliminary ConvNet at multi-TeV significantly beats the standard algorithm: 

EKIN = 10-100 TeV EKIN = 10-100 TeV

Prelim
inary

Prelim
inary

• Position resolution of ~1mm — not that far from the actual STK pitch (0.2mm)

• Huge impact — allows to pre-select small reliable set of candidate hits for tracking

• Next steps (tracker ConvNet + Hugh approach, etc), ML and hits/doublets selection, etc.
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Tracking & Machine Learning — ConvNet
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and Ecut = 77.1+15.6

�11.4 TeV.
Then we include the systematic uncertainties of the e�ec-

tive acceptance. The systematic uncertainties are approxi-
mated by a set of nuisance parameters wj, which are multi-
plied on the acceptance [39]. A Gaussian prior of each wj
with a mean value of 1 and a width of 7.2% (estimated to be

the level of the systematic uncertainties without considering
that associated with the energy scale) is further multiplied on
the likelihood. Following Ref. [39] we adopt 6 nuisance pa-
rameters in the fit. The resulting log-likelihood di�erence is
about 14.9, and the EP model is favored at the 3.9� confidence
level. The fit of the EP model gives �0 = (8.65± 0.50)� 10�5

GeV�1 m�2 s�1 sr�1, � = 2.54 ± 0.04, and Ecut = 80.6+30.8
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the best-fit result of the exponential cutoff power-law model.
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Figure 3: (Left) The proton energy unfolding matrix of DAMPE obtained with the Geant4 Monte-Carlo (MC)
simulation toolkit [25]. (Right) Preliminary Cosmic Ray (CR) proton flux measured with 24 months of DAMPE
data. Shade area indicates the systematic uncertainty: the dominant contributions come from hadronic modeling
and Cosmic Ray (CR) absolute charge (Z) identification. The uncertainty related to the limited knowledge of
inelastic hadronic cross-sections is not taken into account.

This project will be the first one to exploit the TeV–PeV data for tuning/verifying hadronic models which will
radically improve the CR measurement precision in this extreme energy regime. It will serve to the whole
astroparticle physics community, since hadronic models are one of the key ingredients in any CR analysis.

The main objective of the project is to radically improve/develop the techniques for CR and gamma-ray
detection in the TeV–PeV energy region. In order to reach it, specific objectives are identified and will be de-
veloped in the project. They are concisely summarized below together with the corresponding work packages
(WP) and sub-objectives:

• Objective 1: Precise identification of cosmic-ray (CR) trajectory/charge (Z) and gamma-ray direction.
• WP1: Particle track pattern recognition and reconstruction using Artificial Intelligence (AI) techniques.

• Objective 1A: Development of AI-based tracking algorithm;
• Objective 1B: Development of track-based charge (Z) identification algorithm.
• Objective 1C: Optimization of AI-based tracking algorithm for gamma-ray detection.

• Objective 2: Suppression of proton background in the CR electron detection.
• WP2: Electron/proton discrimination using deep learning or a similar approach.

• Objective 3: Reduction in the systematic uncertainty of CR proton/ion flux measurement.
• WP3: Improving precision of hadronic MC models with first DAMPE data, then foreseen HERD data.

• Objective 4: Measuring CR proton/electron spectrum at TeV–PeV energies with the highest precision.
• WP4: Applying the developed techniques to DAMPE data and preparation for HERD data analysis.

• Objective 4A: Performing CR electron analysis with DAMPE using the technique developed in (2);
• Objective 4B: Performing CR proton analysis with DAMPE using the results of (1) and (3).
• Objective 4C: Preparing for HERD data analysis using the results of (1–3);

There are risks associated with the project. First, the AI will be applied in the rarely explored TeV–PeV en-
ergy range in a completely non-typical use case, which has never been attempted before. Second, the tun-
ing/verification of hadronic models will be performed for the first time at energies far exceeding the highest

5
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• DAMPE — thickest calorimeter in space, HERD will be even bigger

• Excellent e/γ energy reconstruction, Eprimary  = ~  Ereco, uncertainty 1% (at TeVs)

• p/ions leave only ~1/3 of energy in calorimeter, response matrix is not diagonal

Ideal calorimeter

Reconstructed Energy
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DAMPE simulation protons

• Energy of incident p/ion can be identified only with limited accuracy

• Primary spectrum obtained from “visible” spectrum through unfolding (e.g. D’Augustini)

Hadronic Interaction Modelling 
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• CR p/ion energy spectrum measurement rely significantly on hadrons simulations 

• Limited accuracy of inelastic cross-sections & hadronic models (differential cross-sections) 

→ not constrained above LHC energies

→ source of large systematics!

Hadronic Interaction Modelling 
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Figure 8: Mean deposited energy in DAMPE as a function of primary proton energy.

will be first developed using the DAMPE simulation and data, and then optimized/validated separately for the
two detectors. The PI will be responsible for developing these objectives in the first 2 years of the project, while
the postdoc will overtake the responsibility for the 3 years after it.

The e/p discrimination technique will be developed and optimized with DAMPE during the first 2 years
(Objective 2A). Application of this technique to the HERD detector will be also developed during this period
based entirely on the MC simulation. Once this technique is successfully implemented in the DAMPE CRE
analysis, the focus will switch to the Objective 2B, e/p discrimination with HERD.

3. Hadronic Monte-Carlo tuning.

Objectives 3A and 3B: I propose to use DAMPE and, in future, HERD data to identify and tune the pa-
rameters of hadronic models and cross-sections of hadronic interactions in TeV–PeV energy range, to improve
the precision of CR measurements with these detectors. Both DAMPE and HERD feature a unique combina-
tion of fine-grained thick calorimeter and relatively large instrument acceptance, which gives it an exclusive
opportunity to study hadronic showers at high energies with the best possible precision.

As seen from figure 8, the difference in the average calorimeter response using different hadronic models
reaches more than 10%. Therefore the unfolding matrix (Figure 4) used in the CR proton/ion spectra measure-
ments is determined with poor precision. Moreover, the modeling of HET trigger is also severely affected by
the limited precision of hadronic models and lack of precise knowledge of the hadronic inelastic cross-sections,
leading to another 10% of uncertainty. The aim of this work package is to reduce the total effect of these
uncertainties to 1–5%. To achieve this, two main strategies are proposed:

• Fine-tune total elastic/inelastic hadronic cross-sections by examining both showering and non-showering
proton/ion events in the DAMPE data, collected with MIP trigger.

• Identify and tune model parameters and cross-sections by examining various shower-shape distributions
in the events collected with the standard HET trigger.

Preliminary estimates show that with the first approach, the hadronic uncertainties can be reduced to couple
percent at few TeV, using the current DAMPE data. Analysis at higher energy would most likely rely on the
second approach.

The first approach provides clean event selection, since MIP trigger efficiency does not depend on the
simulation of hadronic interactions and is well modeled. Inelastic cross-sections can be derived in this approach
by studying the fraction of showering versus non-showering events. However, due to the limitation of data
throughput from DAMPE (HERD) to ground control, only a small fixed fraction of MIP events is admitted by
DAQ system for further analysis. Therefore, the major limitation of this approach comes from the low data
statistics of MIP events.

In the second approach, longitudinal, lateral and other shower-shape parameters will be studied, similar to
how it is done in the analysis of the DAMPE beam test data (see Figure 9) at CERN SPS. That is, after removing
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Analysis using the MIP trigger PSDsmear p selection Acceptance and flux HET analysis details

Interaction study

With the two independent samples we can be sensitive to the di�erent
interactions in DAMPE with the ratio NMIPT /NHET , the ratio of the selected
events with the two di�erent triggers. The prescale factor of 4 was taken into
account with the MIPT sample (only MIPT1 considered).

Energy [GeV]
210 310 410

HE
T

/N
um

M
IP

T
Nu

m

1

1.5

2

2.5

3

3.5

p MC 

p Data 

 [GeV]
rec BGO

Energy
210 310 410

Da
ta

-M
C/

M
C

0.4−

0.3−

0.2−

0.1−

0
0.1
0.2
0.3
0.4

Data 01/2016-04/2018

the di�erence data and MC is
maximum � 4% at 100 GeV, after
2 TeV the statistics is not enough
(28 month of flight data used)

 [GeV]
rec BGO

Energy1 10 210 310 410 510 610

Nu
m

be
r E

ve
nt

s

1

10

210

310

410

510

610 DATA MIPT 
 Data HET 

V. Gallo, N. Mazziotta, A. Tykhonov, S. Vitillo University of Geneva

p study with MIP trigger 15 / 15

 N
M

IP
  /

  N
in

te
ra

ct
io

n
 D

at
a 

- M
C

104
102
 103


 EREC (GeV)

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f0

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

f1

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

f2

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f3

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f4

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f5

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

f6

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

f7

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

f8

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

f9

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

f10

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

f11

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f12

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f13

DAMPE 

Beam Test


Proton 

400 GeV

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f0

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

f1

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

f2

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f3

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f4

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

f5

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

f6

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

f7

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

f8

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

f9

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

f10

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

f11

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f12

0 20 40 60 80 100 120 140 160
0

0.02

0.04

0.06

0.08

0.1

0.12

f13

Data

Simulation

f13 f14

f2f1

Figure 6: (Left) ratio of non-interacting (Minimum Ionizing Particles – MIP) versus strongly interacting cos-

mic ray protons in DAMPE. Results based on data and Monte-Carlo (MC) simulation are shown. Data–MC

difference reaches more than 15% and increases with energy. (Right) energy fraction in the first two (f1 and f2)

and last two (f13 and f14) layers of the DAMPE calorimeter. Distributions are obtained with the data of 400

GeV proton beam at SPS accelerator (CERN, Geneva) and compared with the Monte-Carlo simulations.

reconstruction performance of the algorithm will be verified and corrected with orbit data using the known

bright gamma-ray sources, like Vela and Geminga pulsars [40].

For WP2, I propose to identify and tune the parameters of hadronic models and cross-sections using the

unique DAMPE data, to which I have the full access, and later the HERD data. Both DAMPE and HERD feature

an exceptional combination of precise tracker, fine-grained thick calorimeter and relatively large acceptance,

which gives them an exclusive opportunity to study hadronic showers at high energies with the best possible

precision.

Present uncertainties in the modeling of hadronic interactions limit the precision of direct CR proton/ion

measurements at TeV–PeV energies to 15–20%. This project aims to improve it to 1–5%. To achieve this, two

main methodologies/approaches will be used:

• Fine tuning of the total elastic/inelastic hadronic cross-sections by examining strongly interacting and

non-interacting (MIP) proton/ion events.

• Adjust the main parameters entering into the different hadronic models and cross-sections by examining

longitudinal, lateral and other shower-shape distributions of cosmic ray events in DAMPE and HERD.

In the first approach, the data sample will be the one collected on orbit with the MIP (Minimum Ionizing

Particle) trigger. By comparing the rate of non-interacting MIP events with the rate of strongly interacting

cosmic ray events, a ratio of inelastic versus inelastic hadronic cross-section will be inferred directly from the

data, for different particle species. This ratio will then be used to tune the hadronic cross-sections thereby

improving the precision of Monte-Carlo simulation. The advantage of this approach is that MIP physics does
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• DAMPE (HERD) feature highly granular calorimeter and unique data at multi-TeV

• Use these data to constrain/tune cross-sections & hadronic models


• elastic/Inelastic ratio, shower shape characteristics (lateral, longitudinal, etc.)

Hadronic Interaction & Simulation Tuning  
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Figure 5: (Left) Proton rejection capabilities of the proposed Deep Neural Net (DNN) e/p classifier and the
standard one used in [4]. (Right) Ratio of non-interacting (Minimum Ionizing Particles – MIP) versus strongly
interacting CR protons in DAMPE. Results based on data and Monte-Carlo (MC) simulation are shown. Data-
MC difference reaches more than 15% and increases with energy.

• Identify and tune parameters of hadronic models and cross-sections by examining various shower-shape
distributions in DAMPE and HERD (see Figure 6).

Preliminary estimates show that with the first approach it is feasible to reduce the hadronic-related uncer-
tainties to about 2-3% at a few TeV, using the current DAMPE data. Analysis at higher energy will most likely
rely on the second approach.

In the first approach, the data sample can be collected with the MIP (Minimum Ionizing Particle) detector
trigger. Simulation of MIP physics does not depend on the hadronic interactions and is therefore well modeled.
Hence, this approach provides very clean event selection. However, due to the limitation of data throughput
and data processing/storage capacities, only a small fraction of MIP events is accepted for the offline analysis
by the DAQ (Data Acquisition) systems of spaceborne detectors like DAMPE and HERD. Therefore, the major
limitation of this approach comes from the low data statistics of MIP events.

In the second approach, longitudinal, lateral and other shower-shape parameters will be studied, similar
to how it is done in the analysis of the DAMPE beam test data (see Figure 6) at CERN SPS. That is, after
removing the contribution of Helium and heavier ions, the CR can be considered as a proton “beam facility”,
with the power-law spectrum of proton energies and spectral index of about �2.7. The model parameter and
cross-sections will be tuned to obtain the best data–MC match for the shower shape distributions. It should be
noted that AI-based track reconstruction technique developed in this project is crucial for this approach, since
it facilitates the precise particle identification based on a particle track, which allows selecting a clean proton
event data sample.

To perform the hadornic Monte-Carlo tuning, I propose to exploit state-of-the-art high-energy hadronic
models like DPMJET [32] and EPOS [33] and integrate these models in the framework of Geant4 toolkit [34].
A prototype of such implementation was already developed by myself in UniGe using the CRMC (Cosmic Ray
Monte Carlo) package [35]. This allowed to perform simulations with the Geant4 tollkit at energies exceed-
ing 100 TeV, i.e. above the “intrinsic limit” of this toolkit. Integration of different hadronic models in s the
advanced toolkit like Geant4 allows to perform a direct comparison of these models for DAMPE, HERD and
other detector setups, without a need to implement the detector simulation description in difference Monte-
Carlo codes. This reduces significantly the overhead of code development and ensures a coherent approach to
different hadronic models.
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Figure 6: Example of longitudinal shower-shape distribution: energy ratio in each of 14 layers of the DAMPE
calorimeter. Distributions are obtained with the data of 400 GeV proton beam at SPS accelerator (CERN,
Geneva) and compared with the Monte-Carlo (MC) simulations. In this project, similar lateral/longitudinal and
other shower-shape distributions will be used for improving/tuning hadronic models and cross-sections in the
TeV–PeV energy range, using the orbit data of DAMPE (and HERD in the future).

Methodology WP4

Aforementioned particle reconstruction techniques and results of hadronic Monte-Carlo (MC) tuning, devel-
oped in the project, will be applied to perform a full re-analysis of the DAMPE data and to prepare for the
HERD data analysis.

4A. Cosmic-Ray (CR) electron flux measurement will be repeated with DAMPE using the developed e/p dis-
crimination technique with larger statistics.
4B. Cosmic-ray proton flux measurements will be preformed with DAMPE using first the hadronic MC simu-
lations, tuned with high precision, and then repeated with the AI-based track reconstruction.
4C. Finally, the developed techniques and methods will be optimized and integrated into the HERD data anal-
ysis framework.

Summary

The expected results of the project are summarized below:

Year Expected results Obj Team
1st First results/publication of a technical article for the e/p discrimination 2 PI

2nd First results/publication of a technical article on hadronic model tuning 3 PhD, PI
Publication of a CR electron flux article (as a part of the DAMPE collaboration) 4 PI

3rd First results/publication of a technical article on AI-based track reconstruction 1 PI
Publication of a CR proton flux article (as a part of the DAMPE collaboration) 4 PhD, PI

4th Integration of developed techniques in the HERD data analysis framework 4 Postdoc, PI
5th Publication of a technical article on TeV–PeV CR detection with HERD 1–3 Postdoc, PI

10

48

0 0.02 0.04 0.06 0.08 0.1
0

0.02

0.04

0.06

0.08

0.1

0.12

f0

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

f1

0 0.05 0.1 0.15 0.2 0.25
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

f2

0 0.05 0.1 0.15 0.2 0.25
0

0.01

0.02

0.03

0.04

0.05

0.06

f3

0 0.05 0.1 0.15 0.2 0.25
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

f4

0 0.05 0.1 0.15 0.2 0.25
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

f5

0 0.05 0.1 0.15 0.2 0.25
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

f6

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f7

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f8

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f9

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f10

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f11

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

f12

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

0.12

f13

Baseline

Energy 
fraction per 

layer

Energy 
fraction 
per layer

• Needs reliable Z identification and vertex reconstruction → connection to ML tracking



600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

1

10

210

3
10

410

5
10

6
10

DAMPE XZ   E=11.616 TeV

1−10

1

10

600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

1

10

210

3
10

410

5
10

6
10

DAMPE YZ   E=11.616 TeV

1−10

1

10

Figure 7: HE candidate: sec/ms 187853065 / 40 Erec/Ecor 11616.3/12483.7 year/month/day

2018/12/15 MLscoreI 0 Xtrl 41.7027 hasSaturation 0 NudMaxADC 86.1761 MLscoreV72
6.63466 MLscoreV82 6.80702

7

1 Pass MLP but fail CNN

600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

0

200

400

600

800

1000

1200
3

10×
DAMPE XZ   E=10.040 TeV

024
68101214
161820

600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

0
200
400
600
800
1000
1200
1400
1600

3
10×

DAMPE YZ   E=10.040 TeV

024
68101214
161820

600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

1

10

210

3
10

410

5
10

6
10

DAMPE XZ   E=10.040 TeV

1−10

1

10

600− 400− 200− 0 200 400 600

300−

200−

100−

0

100

200

300

400

1

10

210

3
10

410

5
10

6
10

DAMPE YZ   E=10.040 TeV

1−10

1

10

Figure 1: HE candidate: sec/ms 190070950 / 444 Erec/Ecor 9283.04/10040.3 year/month/day

2019/1/9 MLscoreI 1.67513 Xtrl 18.9486 hasSaturation 0 NudMaxADC 1305.64 MLscoreV72

0 MLscoreV82 0

1

32

e/p discrimnation 
• Tiny fraction e-+e+ in CR → gets even smaller with energy 

→ electron signal buried under proton backgroundTykhonov Part B2 PeVSPACE
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Figure 2: (Left) Cosmic Ray (CR) electron–positron flux measured by DAMPE [4] and other experiments.
(Right) Estimated proton background fraction in the DAMPE CR electron–positron flux measurement.

capability of at least 105 is required in order to detect exclusively CR electrons. The e/p discrimination at
1 TeV and above becomes even more challenging, since images of electron and proton interactions appear to
look effectively the same in the calorimeter. Existing e/p discrimination techniques in CR direct-detection
experiments usually rely on either custom-engineered variables, boosted decision trees or principle component
analysis [4, 20, 21]. These techniques will not be able to efficiently cope with proton background rejection in
the challenging TeV–PeV energy region.

In the present CR electron measurement by DAMPE [4], of which I was one of the key contributors, the
proton contamination reaches 30% at 5 TeV and increases further with energy (see Figure 2). Result reported [4]
is currently the most precise direct measurement of CR electron–positron flux at multi-TeV energies. The
precision of this measurement is limited by the low statistics of multi-TeV data. With larger accumulated data
set by DAMPE and HERD the statistical uncertainty of direct CR measurement will be reduced by an order
of magnitude. In this regime, the proton background reduction will become a dominating source of systematic
uncertainty, limiting the precision of CR electron measurement at 10 TeV and higher energies.

The reduction and consequently the estimation of proton background represents a major challenge in the future
CR electron flux measurements. On the other hand, deep learning or similar techniques show great potential
for enhancing the e/p discrimination capability by at least an order of magnitude. This project will be the first
to exploit deep learning for addressing the e/p discrimination challenge.

The last but not least challenge is related to the modeling of hadronic interactions in Monte-Carlo (MC) sim-
ulations. The hadronic models and cross-sections suffer high systematic uncertainties due to i) non-perturbative
nature of strong interactions and ii) absence of particle beam facilities with multi-TeV and higher energies to
validate the models. Inelastic hadronic cross-sections at multi-TeV and higher energies are neither measured
precisely nor calculated unambiguously in the theoretical (phenomenological) models [22]. These uncertain-
ties affect dramatically the CR proton and ion spectra measurements and limit their precision.

In order to obtain the energy spectrum, a de-convolution of reconstructed energy into primary energy has
to be performed using a so-called unfolding matrix, obtained from Monte-Carlo (MC) simulation [23] (see
Figure 3 left panel). DAMPE and CALET are currently the experiments with the deepest calorimeters ever used
in space. DAMPE is about 1.7 nuclear interaction lengths (lI) thick and HERD will feature an even deeper
calorimeter of 3lI . In spite of this, these detectors are not (and will not be) capable of fully containing the
hadronic showers from TeV–PeV particles. The average fraction of energy deposited by a proton in DAMPE
after passing the trigger selection varies from about 50% at 1 TeV to only 10% at 1 PeV. Thus, estimation
of CR proton/ion energy relies heavily on the precision of hadronic models used in MC simulations and the
predicted shower topology. Such models were never tested or verified at these high energies [24]. As a result,
the modeling of hadronic interactions introduce large systematic uncertainties in the CR direct detection in the
TeV–PeV energy range (see Figure 3 right panel). Reducing these uncertainties is a must for a high-precision
CR proton/ion flux measurement.
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Nature, 552, 63–66 (2017)

Standard e/p discrimination 
algorithm (combined shower-

shape variable)

Normally proton showers are 
thick & long, while  electron 
showers are narrow and well 

contained

At multi-TeV, a chances to get a 
proton which looks like an 
electron become very high

• Standard e/p discrimination method not efficient at > few TeV; background-related systematics “explodes”!

• Let’s try something new … 

Proton contamination after 
electron selection 
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Figure 2. Schematic of the neural network model used in this work. The hidden layers use the ReLU
activation function. The logistic sigmoid in the output layer is removed after training.

We therefore followed an extensive campaign of empirical testing to find and remove the quantities159

that resulted in such di�erences. As a result, the features selected include the energy deposited and160

its RMS distribution in 12 out of 14 layers of the BGO calorimeter (excluding the top two), the161

reconstructed energy, the angle of the trajectory, the energy deposited in one Moliere radius of a162

STK track (STK cluster energy), and the classical ⇣ classifier.163

Along with optimising the set of input variables we were also researching and optimising the164

architecture of the neural network itself (the model). Building a model indeed requires several165

parameter choices: the number of neurons and layers, the activation function, the optimiser and166

regularisers, etc. The optimisation of these hyper-parameters is somewhat of an art, and the167

common practice is to conduct a random gridsearch [33]. We decided to follow this philosophy168

and tested hundreds of models against each other. The winner of this computing battle royale is169

a model consisting of 4 layers with 300, 150, 75 and 1 neuron, respectively, regularised with a170

10-20% dropout (technique consisting of randomly turning o� neurons during the training) [34].171

The hidden layers use the Rectified Linear Unit (ReLU) [35] activation function, and the output172

layer uses the logistic sigmoid function to map the network output to the [0; 1] range as is common173

to binary classification problems. Finally the model is optimised using the Adam gradient descent174

algorithm [36] against the cross-entropy metric. The architecture is represented in figure 2 and175

table 1.176

The extensive training campaigns were conducted on the Baobab computer cluster of the177

University of Geneva, using Nvidia Titan X GPUs. On the software side, we used Nvidia cuDNN178

[37], Keras [38] with Theano [39] as a backend, and Scikit-Learn [40]. Google’s Tensorflow179

[41] was considered as well but internal benchmarks with our models and data showed no gain in180

performances, for a longer computing time.181

A feature we noticed during the early stages of our optimisation procedure is that the neural182

network output values are either very close (or exactly equal to) 0.0 or 1.0, with only very few183

events classified in-between. This holds true for false positives and false negatives as well: figure184

3 (left) shows that the histogram of MC protons (background) exhibits two peaks: one at 0.0185
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• Neural Net — Multi Layer Perceptron (MLP)
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• Multiple models tested (grid search) to optimise a set of hyper-parameters (number 
of layers, neutrons, dropout, etc.)

Binary classification score 
(electron vs proton)

Standard e/p discrimination variable 
(Nature, 552, 63–66, 2017) used as an input

e/p discrimination: MLP
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• Alternative option — ConvNet 

• Consider both tracker and calorimeter as images 
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• Outputs of two ConvNets concatenated, followed by a standard MLP network

• Extensive optimisation campaign — network architecture, impact of data selection, etc.


(lots of technical details beyond the scope of this talk) … 

Image #1 
Tracker

Image #2 
Calorimeter

e/p discrimination: ConvNet

(images not to scale)
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e/p discrimination: ML performance 
• Neural Net classifier (MLP): > 3 times better p rejection at highest energies (10 TeV)

Figure 6. Energy dependency of the surviving background fraction for a fixed signal e�ciency of 85% (left)
and 95% (right), for the neural networks and the classical ⇣ method.

for electrons, respectively protons:

Signal e�ciency =
Ne�,pass

Ne�

Remaining background =
Np,pass

Np

These two metrics have the advantage of being independent from the relative abundance of electrons206

with respect to protons. A good classifier is one that maximises the first metric and/or minimises207

the second. This translates into a lower curve on figure 5: classifiers with the lowest curves have208

the smallest background for a set e�ciency. The image shows that the neural network significantly209

outperforms the classical method in the lowest and highest energy ranges, while the performances210

appear roughly comparable at intermediate energies. Note that for both classifiers, Ne� and Np are211
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• MLP classifier with yet better performance was developed → requires further data/simu optimisation

• ConvNet performance usually marginally better than MLPs, but requires more optimisation with the data 
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Figure 8. Comparison of the neural network output distribution between simulated Monte Carlo and real
data, on six energy bins from 24 GeV to 10.6 TeV. Logarithmic y-scale.
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• Optimisation and training of Machine Learning usually done with simulated data

• Performance of ML algorithm is important — yes, however 

• Equally important is a good correspondence between simulation and real data! 

Quite specific to particle physics! 

Machine Learning — data vs simulation
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• Even more challenging for particle tracking (detector mis-alignment effects, etc.)

electron / proton discrimination with MLP classifier, data vs simulation:
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Inelastic interaction Vertex reconstruction (CR measurements, hadronic physics, etc.)

• Regression problem (predict vertex position) — yes, seems “easy” in the Tracker

→ not good precision in reality → majority of events convert in Calorimeter

Machine Learning — vertex finding
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• First, a classification problem to solve: does conversion happen before calorimeter?

→ preliminary version of ConvNet answers the question with accuracy ~few% 
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Wrap-up
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• Cosmic Rays (CR)  — the laboratory for the Universe study  
• TeV—PeV is at borderline of our present CR understanding 

• after there are many theories / models

• direct CR measurements are crucial to clarify the picture


• Calorimetric experiments in space (DAMPE, HERD)  
• Unique capability to directly measure CR at TeV—PeV

• Data analysis bottleneck (hadronic models, particle identification 

precision)

• Way out suggested using in particular modern AI techniques — 

first results very promising — stay tuned!


