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• Higgs boson (H) production in proton-proton collisions: 

‣ Predominant production gluon-gluon fusion (87%) and VBF (6.8) 

‣ W,Z associated production (4%) and tt̅ H/bb̅ H (<1%) 
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• Experimentally challenging final states

‣ In association with additional jets, same final state of many processes

‣ forward jets with large rapidity gap, small rate

ggF VBF WH,ZH
tt̅ H, 
bb̅ H
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• Final states considered here: 

(i) H→γγ
(ii) H→WW*→ℓνℓ̅ν̅
(iii) H→ZZ*→4ℓ

24 I.3.1. Update of branching ratios and decay width for the Standard Model Higgs boson
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Figure 9: Higgs boson branching ratios and their uncertainties for the mass range around 125 GeV.

While about half of this shift is due to the change in ↵s, the remaining part comes from improvements
in HDECAY, in particular from the inclusion of charm-quark-loop contributions and NLO quark-mass
effects. The partial widths for the other bosonic decay modes change at the level of one per mille or
below. The total width increases by approximately 0.5%. Correspondingly, the relative increase for the
central value of the H ! bb BR is approximately 1%. The relative decrease in the other fermionic
modes is below 1%. For H ! gg, the relative decrease of the BR is approximately 4%. The relative
decrease of the other bosonic BRs is below 1%, only.

The error estimates on the BRs also change as discussed in the following: The total error on
the H ! bb BR decreases to below 2% due to the reduced errors on ↵s and the bottom quark mass
and the reduced THU. Since the error on H ! bb is a major source of uncertainty for all the other
BRs, their error is reduced by more than 2% due to this improvement alone. In addition, the other
fermionic modes benefit from the reduced THU after the inclusion of the full EW corrections, such that
the corresponding errors are reduced roughly by a factor of 2 to below 2.5% for the leptonic final states
and to below 7% for H ! cc. Also the error estimates for the bosonic decay modes are decreased,
mainly due to the improvements in H ! bb. In particular, the error for the decay into massive vector
bosons is approximately 2%, i.e. half as big as before. The errors on the partial widths are discussed in
Section I.3.1.c.

The BRs for the fermionic decay modes are shown in Tables 174–175. The BRs for the bosonic
decay modes together with the total width are given in Tables 176–178. Besides the BRs, the tables list
also the corresponding theoretical uncertainties (THU) and parametric uncertainties resulting from the
quark masses (PU(mq)) and the strong coupling (PU(↵s)). The PUs from the different quark masses
have been added in quadrature. The BRs (including the full uncertainty) are also presented graphically
in Figure 9 for the mass region around the Higgs boson resonance.

Finally, Tables 179–181 list the BRs for the most relevant Higgs boson decays into four-fermion
final states. The right-most column in the tables shows the total relative uncertainty of these BRs in
per cent, obtained by adding the PUs in quadrature and combining them linearly with the THU. The
uncertainty is practically equal for all H ! 4f BRs and the same for those for H ! WW/ZZ. Note that
the charge-conjugate final state is not included for H ! `+nlqq.

Introduction

pp

total (x2)

inelastic

Jets
R=0.4

dijets

incl .

γ

fid.

pT > 125 GeV

pT > 25 GeV

nj ≥ 1

nj ≥ 2

nj ≥ 3

pT > 100 GeV

W

fid.

nj ≥ 0

nj ≥ 1

nj ≥ 2

nj ≥ 3

nj ≥ 4

nj ≥ 5

nj ≥ 6

nj ≥ 7

Z

fid.

nj ≥ 1

nj ≥ 2

nj ≥ 3

nj ≥ 4

nj ≥ 5

nj ≥ 6

nj ≥ 7

nj ≥ 0

nj ≥ 1

nj ≥ 2

nj ≥ 3

nj ≥ 4

nj ≥ 5

nj ≥ 6

nj ≥ 7

t̄t

fid.

total

nj ≥ 4

nj ≥ 5

nj ≥ 6

nj ≥ 7

nj ≥ 8

t

tot.

Zt

s-chan

t-chan

Wt

VV

tot.

ZZ

WZ

WW

ZZ

WZ

WW

ZZ

WZ

WW

γγ

fid.

H

fid.

H→γγ

VBF
H→WW

ggF
H→WW

H→ZZ→4ℓ

H→ττ

total

WV

fid.

Vγ

fid.

Zγ

W γ

t̄tW

tot.

t̄tZ

tot.

t̄tγ

fid.

Wjj
EWK

fid.

Zjj
EWK

fid.

WW
Excl.

tot.

Zγγ

fid.

Wγγ

fid.

WWγ

fid.

Zγjj
EWK

fid.

VVjj
EWK

fid.

W ±W ±

WZ

σ
[p

b
]

10−3

10−2

10−1

1

101

102

103

104

105

106

1011 Theory

LHC pp
√

s = 7 TeV

Data 4.5 − 4.9 fb−1

LHC pp
√

s = 8 TeV

Data 20.3 fb−1

LHC pp
√

s = 13 TeV

Data 0.08 − 36.1 fb−1

Standard Model Production Cross Section Measurements Status: July 2017

ATLAS Preliminary

Run 1,2
√
s = 7, 8, 13 TeV



2. Experimental setup

 7



G. Barone April-18

ATLAS
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Experimental Setup

Experimental Setup 27

2.2 Detector overview

The ATLAS detector is composed of a range of sub-systems which, ordered from the inside out:
(i) the Inner Detector, which is the innermost tracker for charged particles,(ii) a calorimetry system,
comprised of an electromagnetic calorimeter and a hadronic calorimeter measuring respectively
energy deposits of particles originated from Electromagnetic (EM) and from hadronic showers
and (iii) an outermost Muon Spectrometer measuring muon trajectories escaping the calorimeter
system. Figure 2.3 shows a schematic view of the detector and its different components and a
detailed description of the ATLAS experiment can be found elsewhere [66].

2008 JINST 3 S08003

Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –

Figure 2.3: Artist’s overview of the ATLAS detector and its sub-systems.

ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre
of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upward. Cylindrical coordinates (r,') are used in the
transverse plane, ' being the azimuthal angle around the beam pipe. The pseudorapidity (⌘) is
defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Transverse momentum and energy are
defined as pT = p sin ✓ and ET = E sin ✓ respectively.

2.3 Inner Detector

The Inner Detector (ID) [67], submersed in a 2 T solenoidal field, includes the subsystems closest
to the interaction point.

It is comprised, as shown in Fig. 2.4, by a gaseous Transition Radiation Tracker (TRT), and
two silicon trackers: the pixel detector (PIXEL) and the semiconductor tracker. Overall, the total
material budget is of about 0.4 radiation lengths (X0) in the central region, and of 1.5 X0 in the
forward region. The ID provides momentum measurement and interaction vertex reconstruction.
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Object selection
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• Muons (μ).
‣ Combined track fit of Inner Detector and 

Muon Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm 

of  “loose or medium quality” 

• Jets (j).
‣ Energy deposit grouping with infra-red safe 

algorithm: 

‣ pT > 20 GeV and  |η| < 4.5
✦ Clustering with anti-kT, R=0.4 

Reconstruction and selection

• Electrons (e).
‣ Clustering of calorimeter energy deposits with 

associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm  
of  “loose or tight quality” or  
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• Electrons (e).
‣ Clustering of calorimeter energy deposits 

with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm  
of  “loose or tight quality” 

• Muons (μ).
‣ Combined track fit of Inner Detector and 

Muon Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm 

of  “loose or medium quality” 

• Jets (j).
‣ Energy deposit grouping with infra-red safe 

algorithm: 

‣ pT > 30 GeV and  |η| < 4.5
✦ Clustering with anti-kT, R=0.4 

Reconstruction and selection
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• Electrons (e).
‣ Clustering of calorimeter energy deposits 

with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm  
of  “loose or tight quality” 

• Muons (μ).
‣ Combined track fit of Inner Detector and 

Muon Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm 

of  “loose or medium quality” 

• Photons (γ).

‣ Clustering of calorimeter energy deposits.

‣ Identified with rectangular cuts on shower shapes. 

Reconstruction and selection
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Object selection
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• Electrons (e).
‣ Clustering of calorimeter energy deposits 

with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm  
of  “loose or tight quality” 

• Muons (μ).
‣ Combined track fit of Inner Detector and 

Muon Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm 

of  “loose or medium quality” 

• Jets (j).
‣ Energy deposit grouping with infra-red safe 

algorithm: 

‣ pT > 30 GeV and  |η| < 4.5
✦ Clustering with anti-kT, R=0.4 

Reconstruction and selection
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Object selection
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• Electrons (e).
‣ Clustering of calorimeter energy deposits 

with associated ID track.

‣ ET > 7 GeV, |η| < 2.47 and |z0 sin(θ)| < 0.5 mm  
of  “loose or tight quality” 

• Muons (μ).
‣ Combined track fit of Inner Detector and 

Muon Spectrometer hits, 
‣ pT > 5 GeV, |η| < 2.7 |z0 sin(θ)| < 0.5 mm 

of  “loose or medium quality” 

• Missing transverse energy (ETmiss).

‣ Inferred from momentum imbalance

Reconstruction and selection
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ZZ*→ 4ℓ
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• ZZ*→ 4ℓ (ℓ= μ,e) selection: 
‣ Isolated leptons with: pT(ℓ) > 20 GeV , 15 GeV 10 GeV and 5 (7) GeV
‣ Leading pair: pair closest to mZ,

‣ Vertex refit: χ2 cut at 99.5% signal efficiency
‣ Final state photon emission recovered

4e. In order to improve the four-lepton mass reconstruction, the reconstructed final-state radiation (FSR)
photons in Z boson decays are accounted for using the same strategy as in the Run-1 data analysis [110].
The invariant mass distribution of the four leptons of the selected events is shown in Figure 1. Only events
with a four-lepton invariant mass in the range 115�130 GeV are used in the extraction of the signal.
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Figure 1: Four-lepton invariant mass distribution of the selected events before the m4` requirement, corrected for
final-state radiation (FSR). The error bars on the data points indicate the statistical uncertainty. The SM Higgs
boson signal prediction is obtained from the samples discussed in Section 3. The backgrounds are determined
following the description in Section 6. The uncertainty in the prediction is shown by the hatched band, calculated
as described in Section 9.

The selected events are divided into bins of the variables of interest. The bin boundaries are chosen such
that each bin has an expected signal significance greater than 2� (where the significance is calculated
from the number of signal events S and the number of background events B as S/

p
S + B) and that

there are minimal migrations between bins, which reduces the model dependence of the correction for the
detector response.

5 Fiducial phase space

The fiducial cross sections are defined at particle level using the selection requirements outlined in
Table 1, which are chosen to closely match those in the detector-level analysis in order to minimize
model-dependent acceptance extrapolations.

7

110 GeV < m4ℓ < 130 GeV 

Reconstruction and selection

Based on simulation

3. Hadrons misidentified as leptons: 

‣ Z+jets tt̅  and WZ production

‣ Extrapolation to signal region making 
use of simulation

1.ZZ* production in 4ℓ (dominant)
‣ From qq̅  annihilation and gg 

fusion (subdominant)

2.ZZZ, WZZ and WWZ (small).

Based on data

• Background estimation

Table 1: The number of events expected and observed for a signal under a mH=125 GeV hypothesis and the
backgrounds considered in the analysis in each of the four-lepton final states in the range 110 < m4` < 135 GeV.
All numbers are quoted with their total uncertainty.

Final state Signal (125 GeV) Z Z⇤ Z + jets, tt̄, W Z , ttV ,VVV Expected Observed
4µ 20.6 ± 1.7 15.9 ± 1.2 2.0 ± 0.4 38.5 ± 2.1 38

2e2µ 14.6 ± 1.1 11.2 ± 0.8 1.6 ± 0.4 27.5 ± 1.4 34
2µ2e 11.2 ± 1.0 7.4 ± 0.7 2.2 ± 0.4 20.8 ± 1.3 26
4e 11.1 ± 1.1 7.1 ± 0.7 2.1 ± 0.4 20.3 ± 1.3 24

Total 57 ± 5 41.6 ± 3.2 8.0 ± 1.0 107 ± 6 122

from background brought by the BDT output brings 6% improvement on mH resolution in the 4` decay
channel.

The mass of the Higgs boson is determined from the position of the peak in the four-lepton invariant mass
distribution around 125 GeV. This distribution is a superposition of a signal distribution SmH

, which is
a function of the mass of the Higgs boson mH , and a background distribution B, which is independent
of mH . The determination of the background distribution B is described above. The shape of the signal
distribution depends on the four-lepton invariant mass resolution which varies event by event. This
variation is taken into account by the so-called “per-event method” as described below.

6.2 Per-event method

The measured m4` signal distribution is modelled as the convolution of the intrinsic Higgs boson lineshape,
assumed to be a relativistic Breit-Wigner (BW ) distribution with width equal to the SM value and mass
mH free in the fit, with a four-lepton invariant mass response function F, which gives the probability of
measuring a value mmeas

4` for a true invariant mass mtrue
4` :

SmH
(mmeas

4` ) =
1Z

0

F (mmeas
4` � mtrue

4` ) · BW (mtrue
4` ,mH ) dmtrue

4` . (2)

The response function is derived using simulation from the lepton energy response functions which
describe the probability of measuring a lepton energy Emeas given its true energy Etrue. The lepton energy
response functions can be parametrised by a linear superposition of three normal distributions. The
parameters of the normal distributions and their linear coe�cients are di�erent for electrons and muons,
and they depend on both the lepton energy and the detector region in which the lepton energy is measured.
The parametrization as a sum of normal distributions was chosen because it is possible to express the
four-lepton invariant mass response function as a convolution of 34 = 81 normal distributions, whose
parameters can be computed from the parameters of the lepton energy response functions. Since the shape
of the lepton energy response function depends on the lepton kinematics, their combination forming the
four-lepton invariant mass response function varies from one event to another.

The procedure outlined above provides the four-lepton invariant mass response for the signal as a sum of
eighty-one normal distributions. In order to simplify the probability density function (pdf), the number of
normal distributions can be reduced, while minimising the loss of information, by following a procedure
which is also used in the Gaussian sum filter of the electron reconstruction software [94]. The similarity

11
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γγ

 16

Reconstruction and selection
• Diphoton event selection 

‣ At least two photon with ET> 25 GeV 

‣ Highest ET pair forms candidate. 

‣ Vertex identification with Neural Network
✦ Vertex within 0.3 mm for 79% of ggH 

events. 
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Figure 9: Weighted diphoton invariant mass spectrum observed in the 2015 and 2016 data at 13 TeV. Each
event is weighted by the ln(1 + S90/B90) ratio of the expected signal (S90) and background (B90) of the 90%
signal quantile in the category to which it belongs to. The error bars represent 68% confidence intervals of the
weighted sums. The solid red curve shows the fitted signal-plus-background model when the Higgs boson mass
is constrained to be 125.09 ± 0.24 GeV. The background component of the fit is shown with the dotted blue
curve. The signal component of the fit is shown with the solid black curve. Both the signal-plus-background
and background-only curves reported here are obtained from the sum of the individual curves in each category
weighted by the logarithm of unity plus the signal-to-background ratio. The bottom plot shows the residuals
between the data and the background component of the fitted model.

the NNLO SM prediction for ggH production [17, 110], which is about 10% lower than the N3LO
calculation used here (see Section 4). section [17, 110] that is about 10% lower than the state-of-
the-art �ggH. The impact of the main sources of systematic uncertainty (presented in Table 3 and
Section 7) in the measured global signal strength is summarized in Table 6. The distinction between
yield and migration uncertainties adopted in Table 3 is used and the uncertainties are grouped into
theory uncertainties, experimental uncertainties, mass resolution and scale, background shape, and
luminosity.

In addition to the global signal strength, the signal strengths of the primary production processes are
evaluated by exploiting the sensitivities of the analysis categories of Table 4 to specific production
processes. The measured signal strengths are shown together with the global signal strengths discussed
above in Figure 12 and found to be:

39

• Background estimation

‣ Entirely estimated from data

‣ Prompt photons: maximum likelihood fit 
to mγγ spectrum 

‣ Jets misidentified as photons: from 
control sample 
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WW*→ℓν̅ℓν̅
• WW*→eνμν selection

‣ Two isolated leptons pT(ℓ) > 22 GeV and 
pT(ℓ) > 15 GeV 

‣ ETmiss > 20 GeV

 17
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Figure 4: Post-fit combined transverse mass distribution for Njet  1. The SM Higgs boson signal prediction shown is
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background compared to the distribution for a SM Higgs boson with mH = 125 GeV. The background and signal
processes are normalised to the result of the statistical analysis. The hatched band shows the sum in quadrature of
statistical and systematic uncertainties of the signal and background predictions taking into account the pulls and
data-constraints of the nuisance parameters, and the correlations between the fit regions.

is 0.2137 ± 0.99%(TH)+0.99%
�0.98%(PU(mq))+0.66%

�0.63%(PU(↵S)) [62]. The central value is the product of µ and
the predicted SM cross-section time branching fraction. The resulting cross-sections times branching
fractions are simultaneously determined to be

�ggF · BH!WW ⇤ = 12.6+1.3
�1.2(stat.)+1.9

�1.8 (sys.) pb = 12.6+2.3
�2.1 pb

�VBF · BH!WW ⇤ = 0.50+0.24
�0.23(stat.) ± 0.18(sys.) pb = 0.50+0.30

�0.29 pb.

The predicted cross-section times branching fraction values are 10.4±0.6 pb and 0.81±0.02 pb for ggF and
VBF [62], respectively. The observed (expected) significances of ggF and VBF productions are 6.3 (5.2)
standard deviations and 1.9 (2.7) standard deviations, respectively. When determining the significance for
the VBF production, the ggF production is profiled, and vice-versa. The 68% and 95% confidence level
two-dimensional contours of �ggF · BH!WW ⇤ and �VBF · BH!WW ⇤ are shown in Figure 5.

The measurement of the ggF and VBF cross-sections are in agreement with the SM predictions within
1�.

9

Reconstruction and selection

• Signal-to-background discriminants  

‣ Trasnverse mass (mT) for ggF production 
and Boosted Decision Tree (BDT)  for VBF 
production  

• Background estimation

Based on simulation

1. Non resonant WW production

2. tt̅  production

3. Drell-Yan: Z→τ+τ-

4. Hadrons misidentified as leptons: 
‣ W+jets tt̅  and WZ production

5.ZZ*, WZ, Wγ(*)   production in

6. Single-top-quark (Wt) production

Based on data
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Run I status
• ATLAS run I precision on mH of 0.33%

‣ combined measurement from H→γγ and H→ZZ*→4ℓ.  

‣ For both channels dominated by statistical uncertainty 

• Compatibility within 2.0 σ
‣ p-value of about 0.05. 

• Aim in improving significantly on δmH

‣ Expect 1.7 times more candidates, 

with 36 fb-1 at √s=13 TeV 
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Table 4: Principal systematic uncertainties on the combined mass. Each uncertainty is determined from the change in the 68% CL range for mH
when the corresponding nuisance parameter is removed (fixed to its best fit value), and is calculated by subtracting this reduced uncertainty from
the original uncertainty in quadrature.

Systematic Uncertainty on mH [MeV]
LAr syst on material before presampler (barrel) 70
LAr syst on material after presampler (barrel) 20
LAr cell non-linearity (layer 2) 60
LAr cell non-linearity (layer 1) 30
LAr layer calibration (barrel) 50
Lateral shower shape (conv) 50
Lateral shower shape (unconv) 40
Presampler energy scale (barrel) 20
ID material model (|⌘| < 1.1) 50
H ! �� background model (unconv rest low pTt) 40
Z ! ee calibration 50
Primary vertex e↵ect on mass scale 20
Muon momentum scale 10
Remaining systematic uncertainties 70
Total 180

In order to assess the compatibility of the mass measurements from the two channels a dedicated test statistic that
takes into account correlations between the two measurements is used, as described in Sec. 6. A value of

�mH = 1.47 ± 0.67 (stat) ± 0.28 (syst) GeV
= 1.47 ± 0.72 GeV

(8)

is derived. From the value of �2 ln⇤ at �mH = 0, a compatibility of 4.8%, equivalent to 1.98�, is estimated under the
asymptotic assumption. This probability was cross-checked using Monte Carlo ensemble tests. With this approach a
compatibility of 4.9% is obtained, corresponding to 1.97�.

As an additional cross-check, some of the systematic uncertainties related to the photon energy scale, namely the
inner detector material uncertainty and the uncertainty in the modeling of the photon lateral leakage, were modeled
using a “box-like” PDF defined as a double Fermi–Dirac function. This choice is compatible with the fact that for
these uncertainties the data does not suggest a preferred value within the systematic error range. In this case the
compatibility between the two masses increases to 7.5%, equivalent to 1.8�. The compatibility between the two
measurements increases to 11% (1.6�) if the two signal strengths are set to the SM value of one, instead of being
treated as free parameters.

With respect to the value published in Ref. [15], the compatibility between the measurements from the individual
channels has changed from 2.5� to 2.0�.

8. Conclusions

An improved measurement of the mass of the Higgs boson has been derived from a combined fit to the invariant
mass spectra of the decay channels H ! �� and H!ZZ⇤! 4`. These measurements are based on the pp collision
data sample recorded by the ATLAS experiment at the CERN Large Hadron Collider at center-of-mass energies ofp

s=7 TeV and
p

s=8 TeV, corresponding to an integrated luminosity of 25 fb�1. As shown in Table 5, the measured
values of the Higgs boson mass for the H ! �� and H!ZZ⇤! 4` channels are 125.98± 0.42 (stat)± 0.28 (syst) GeV
and 124.51 ± 0.52 (stat) ± 0.06 (syst) GeV respectively. The compatibility between the mass measurements from the
two individual channels is at the level of 2.0� corresponding to a probability of 4.8%.

From the combination of these two channels, the value of mH = 125.36 ± 0.37 (stat) ± 0.18 (syst) GeV is ob-
tained. These results are based on improved calibrations for photons, electrons and muons and on improved analysis
techniques with respect to Ref. [15], and supersede the previous results.

Table 5: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]

H ! �� 125.98 ± 0.42 (stat) ± 0.28 (syst) = 125.98 ± 0.50

H!ZZ⇤! 4` 124.51 ± 0.52 (stat) ± 0.06 (syst) = 124.51 ± 0.52

Combined 125.36 ± 0.37 (stat) ± 0.18 (syst) = 125.36 ± 0.41
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Uncertainties
•For γγ and 4ℓ, signal is narrow resonant peak above a background continuum 

‣ Allows for precise Higgs boson mass measurement
‣ Minimise the model dependency. 

• Ingredients for optimal measurement of Higgs boson mass:
‣ Detector performance driven measurement 

(I) Statistical precision precision depends upon:
‣ resolution of the reconstructed final state, 
‣ number of signal events.

(II) Systematic uncertainty from understanding of detector performance:

‣ energy and momentum scale,
‣ resolution uncertainty. 

 20
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�mH ' �(m4`,��)p
N �Nb
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Muon pT resolution 
• Local misalignments and second order effects:

‣ Charge dependent sagitta bias, with net effect of worsening 
resolution 

‣ In-situ correction based on Z→μμ data, recovers up to 5% in 
resolution. 

• Momentum scale understood down to the per mille level 

‣ Precision down to 0.5 per mille for |η|<1.0

 21
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175-9/December/2016 ATLAS: Inner Detector alignment

Tackling weak modesTackling weak modes
● Momentum biases can be monitored using Z→ μ+μ- and electrons E/p

– Charge symmetric and charge antisymmetric detector distortions

● E/p offers a direct measurement
– But electron's tracking has its own issues 

● Z→ μ+μ- (or J/ψ) 
– Better tracking using μ's → δsagitta accuracy 

– If bias is present: which track is to blame?
● Iterative procedure

– This channel can monitor d0 & z0 biases

● Parametrize the biases → apply constraints and realign

pT
reco= pT

true(1+q pT
true δsagitta)

−1

Charge antisymmetric
deformation

Charge symmetric
deformation

δd0 = d0
μ+ - d0

μ-
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Muon pT resolution 
• Resolution muon channels (4μ, 2e2μ and 4μ) crucial for mH uncertainty:
‣ bigger signal yield because of larger acceptance.

‣ Excellent momentum resolution of about 1% Z scale.

• Simulated momenta calibrated to J/ψ and Z samples in data 

‣ for residual mis modelling of Eloss in calorimeters, alignment precision etc.
‣ Uncertainty of about 10% 

 22
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Figure 1: Inclusive dimuon invariant mass distribution of Z ! µ+µ� candidate events. The upper panel shows the
invariant mass distribution for data and for simulation. The points show the data after correction for local charge-
dependent momentum biases. The continuous line corresponds to the simulation with the momentum corrections
applied. The band represents the total systematic uncertainty on the momentum corrections. The lower panel shows
the data to simulation ratio. No subtraction of the background (expected to be at the level of 0.5% and with a
non-peaking distribution) is applied, and the simulation is normalised to the data.

of ⌘, � and pT, and is found to be about 20 MeV for the average momentum of muons from Z ! µ+µ�
decays.

The invariant mass distributions of dimuons from Z ! µ+µ� decays in data and simulation after such
corrections are compared in Figure 1. After corrections data and simulation agree to better than 3% for
the description of the Z-boson decay lineshape.

5 Photon and electron reconstruction, identification and calibration

Photon and electron candidates are reconstructed from clusters of energy deposited in the electromagnetic
calorimeter [87]. Clusters without a matching track or reconstructed conversion vertex in the inner
detector are classified as unconverted photons. Those with a matching reconstructed conversion vertex
or a matching track, consistent with originating from a photon conversion, are classified as converted
photons. Clusters matched to a track consistent with originating from an electron produced in the beam
interaction region are considered electron candidates.

The energy measurement for reconstructed electrons and photons is performed by summing the energies
measured in the EM calorimeter cells belonging to the candidate cluster. The energy is measured from a
cluster size of�⌘⇥�� = 0.075⇥0.175 in the barrel region of the calorimeter and�⌘⇥�� = 0.125⇥0.125
in the calorimeter endcaps. The calibration strategy for the energy measurement of electrons and photons

6
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ET(e/γ) resolution
• Good energy calibration necessary for increased precision on mH

‣ Two step approach: i) material energy loss and ii) global calorimetric scale from data

• Total scale uncertainty of at 40 GeV at the per-mille level. 

‣  2 per mille central and 10 per mille forward. 
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Figure 3: Energy calibration scale factors �↵ obtained from J/ ! e+e� samples after having applied the Z-based
calibration, as a function of the electron pseudorapidity in the reference frame of the calorimeter. The error bars on
the data points represent the total uncertainty specific to the J/ ! e+e� analysis and include both statistical and
systematic uncertainties. The band represents the calibration systematic uncertainty extrapolated from Z ! e+e�
events. The luminosity is the sum of the prescaled luminosities collected by the J/ triggers in 2015 and 2016. The
corresponding unprescaled luminosity is 36.1 fb�1.
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H→ZZ→4ℓ strategy
• Three-prong approach to reduce uncertainty at analysis level:

(i) 14% from m12 constraint to mZ with kinematic fit. 

(i) 2.4% from per-event likelihood. 
‣ Per lepton energy response as a function of kinematics of event 

(ii) 6.3 % from kinematic discriminant selecting signal and background events

‣ Boosted Decision Tree on pT(4ℓ), y(4ℓ) and log(|ℳH|2/|ℳZZ*|2)

• Expected statistical uncertainty of 340 MeV. 

‣ Validation on Z→4ℓ decays
‣ Template fit as cross check method 

 24
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Appendix

A Validation of the per-event method with Z ! 4` events

Figure 13 shows the fit of signal plus background to the experimental data points in the four final state
categories.
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Figure 13: Distribution in data of m4` for each of the four categories after the Z mass constraint (black points)
plotted with the per-event response model for these events. The model is plotted with mZ , µZ!4` at their best fit
values, and �Z set to its SM value.
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Table 2: Validation of the mass determination method with simulated and data Z ! 4` events. The table summarises
the values of the measured Z-boson mass by final state category and after the combination of the results from the
individual final states.

Category mZ in simulation [GeV] mZ in data [GeV]

4µ 91.19+0.41
�0.41 91.46+0.42

�0.41

4e 91.19+1.02
�1.03 91.75+1.08

�1.06

2µ2e 91.18+1.11
�1.11 91.31+1.62

�1.33

2e2µ 91.19+0.90
�0.90 92.49+0.91

�0.94

Combined 91.19+0.34
�0.34 91.62+0.35

�0.35

6.4 Template method

An alternative signal model, used as a cross check in this analysis, is called the template method [6].
This method builds a template distribution for SmH

from simulation at di�erent simulated masses, and
interpolates these shapes to intermediate mass points. This provides a continuous distribution for SmH

.

The simulation is used to compare the template method with the per-event method. While both the per-
event and template methods are unbiased for a su�ciently large sample and when the lepton kinematics
are well modelled by simulation, the mH values obtained by the template method are subject to resolution
fluctuations for small samples. The performance of both methods has been studied with sets of pseudo-
experiments for a small sample of events. The mH estimates of the template method are found to di�er
from the per-event method with a variance of about 0.16 GeV. The statistical uncertainty on mH obtained
with the template method for a data sample of the size of the experimental data set and is about 1.4%
worse than that of the per-event method.

The per-event method is less model dependent since it constructs the m4` signal distribution from the lepton
response whereas the template method includes assumptions on, for example, the Higgs pT distribution
included in the simulation. In addition, the per-event method has a small expected statistical uncertainty
and is less sensitive to fluctuations in small-sized datasets. For these reasons the per-event method has
been chosen as the baseline method for the mass determination in the H ! Z Z⇤ ! 4` channel.

6.5 Systematic uncertainties

As the Higgs boson mass is determined from a fit of an S + B distribution with a signal distribution
S depending on the lepton energy response functions, the measured Higgs boson mass depends on
the normalisation of the fit function, the lepton energy resolution, and the lepton energy scale. These
are included as nuisance parameters in the likelihood function, and constrained within uncertainties to
the estimates obtained from auxiliary data or simulation control samples by penalty terms multiplying
the likelihood. The systematic uncertainty in the measured mass is expected to be small compared
to the expected statistical uncertainty, and to be dominated by the lepton energy and momentum scale
uncertainties.

13
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H→ZZ→4ℓ results
• Final estimate from 4x4 simultaneous un-binned fit 
‣ Four kinematic categories and four final states 

• Systematic uncertainty of 50 MeV 

‣ Energy (20 MeV) and momentum (40 MeV) 
scale dominate

• Result: 

‣ 25% improved precision with respect to Run I ATLAS Combination. 
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With such procedure, the measured value of mH is found to be

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

as evaluated from the per-event method. The total uncertainty is in agreement with the expectation of
±0.35 GeV and is dominated by the statistical component. The variance of the expected uncertainty was
estimated to be 60 MeV. The total systematic uncertainty is 47 MeV, with the leading sources being
the muon momentum scale (40 MeV), the electron energy scale (20 MeV), the background modelling
(10 MeV) and the simulation statistics (8 MeV), as summarized in Table 3.

Table 3: Leading sources of systematic uncertainty on mH in the H ! Z Z⇤ ! 4` channel.

Systematic e�ect Uncertainty on mZZ
⇤

H
[MeV]

Muon momentum scale 40
Electron energy scale 20
Background modelling 10
Simulation statistics 8

The combined measured value of mH is found to be compatible with the value measured independently
for each channel with deviations ranging from about 0.6 � for the 4µ channel to about 1.3 � for the 2µ2e
channel, as shown in Figure 6 (b).
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Figure 6: (a) Value of �2 ln⇤ as a function of mH for the combined fit to all H ! Z Z⇤ ! 4` categories. (b)
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6.6 Results

The estimate of mH for the per-event and template methods is extracted with a simultaneous profile
likelihood fit to the sixteen categories (one for each final state and for each BDT bin) of data. The
observed total uncertainty in mH for the per-event method is of ±0.37 GeV. For the template method it is
found to be +0.41

�0.40 GeV, larger by about 35 MeV than for the per-event method.
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Figure 5: Invariant mass distribution of the data (points with error bars) shown together with the projection of the
simultaneous fit result to H ! Z Z⇤ ! 4` candidates (continuous line). The background component of the fit is
also shown (filled area). The signal pdf is evaluated per-event and averaged over the observed data.

The observed di�erence for the mH estimates of the two methods is found to be 0.16 GeV, which is
compatible with the expected variance estimated with pseudo-experiments and corresponds to a one sided
p-value of 0.19. Figure 5 shows the addition of the projections of the fits with the per-event method to the
di�erent categories compared to the combined 4` data. The fit is also performed independently for each
decay channel fitting all BDT categories simultaneously; the resulting likelihood profile is compared to
the combined fit in Figure 6 (a) and the projections of the fit results to the data for each decay channel are
shown in Figure 7.

Here and in the following results, including those of the �� decay channel and the combination of the two
final states, the statistical uncertainty on mH is determined by fixing all nuisance parameters to their best-
fit values, except for those that do not correspond to systematic uncertainties and are thus unconstrained
in the nominal fit (i.e., in the 4` final state, the signal production cross section). This approach yields
the lower bound on the statistical uncertainty, when the combination of di�erent categories is performed
neglecting the di�erent impact of the systematic uncertainties in each category. The total systematic
uncertainty is found by subtracting in quadrature the statistical uncertainty from the total uncertainty. The
systematic uncertainty due to each source is found by leaving free all the nuisance parameters except for
the unconstrained ones and for those corresponding to the source under study, repeating the fit, and then
subtracting in quadrature this reduced uncertainty obtained from the original total uncertainty.

14
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H→γγ 
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electrons, and photons, and on improved analysis techniques with respect to the previous result based on
Run 1 data.

The measured values of the Higgs boson mass for the H ! Z Z⇤ ! 4` and H ! �� channels are:

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

m��
H
= 125.11 ± 0.21 (stat) ± 0.36 (syst) GeV = 125.11 ± 0.42 GeV.

From the combination of these two channels, the mass is measured to be

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV.

This result is in excellent agreement with and has similar uncertainty to the LHC Run 1 average.

29
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Figure 10: Di�erence between the Higgs boson mass mH measured with diphoton decays using a single category
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Figure 11 shows the value of �2 ln⇤ as a function of mH for H ! Z Z⇤ ! 4`, H ! ��, and their
combination. The combined mass measured is

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV,

where the first (second) uncertainty corresponds to the statistical (systematic) component. Table 8
summarises the mass measurements in the two decay channels and the combined result.

Table 8: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]
H ! Z Z⇤ ! 4` 124.88 ± 0.37 (stat) ± 0.05 (syst) = 124.88 ± 0.37
H ! �� 125.11 ± 0.21 (stat) ± 0.36 (syst) = 125.11 ± 0.42
Combined 124.98 ± 0.19 (stat) ± 0.21 (syst) = 124.98 ± 0.28

The contributions of the main sources of systematic uncertainty to the combined mass measurement are
summarised in Table 9. As described in Sec. 6.6, the systematic uncertainty induced from each source is
determined from the change in the 68% CL range for mH when the corresponding nuisance parameters
are removed by fixing them to their best-fit values. The sum in quadrature of the individual contributions
is not expected to reproduce the total systematic uncertainty due to the di�erent methodologies employed
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Figure 9: Diphoton invariant mass distribution of the data superimposed with the result of the fit. Both for data and
the fit each category is weighted by a factor log(1 + s/b). The dashed line represents the background component of
the model, while the black line the signal component. The bottom inset is the di�erence between the sum of weights
and the background component of the fitted model.

Table 7: Main sources of systematic uncertainty on m��
H

.

Source Systematic uncertainty on m��
H

[MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z ! ee calibration ±50
Background model ±50
Primary vertex e�ect on mass scale ±40
Resolution +20

�30
Signal model ±20
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• H→γγ updated result at Run II. 
‣ Analytical function in kinematic and detector categories.  

‣ Reduction of uncertainty through categorisation of events as a function of 
resolution and signal significance.

• Expected statistical uncertainty of 0.25 GeV  and 0.33 GeV systematic 
uncertainty 
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H→γγ
• H→γγ updated result at Run II. 
‣ Analytical function in kinematic and detector categories.  

‣ Reduction of uncertainty through categorisation of events as a function of 
resolution and signal significance.
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Mass measurement

electrons, and photons, and on improved analysis techniques with respect to the previous result based on
Run 1 data.

The measured values of the Higgs boson mass for the H ! Z Z⇤ ! 4` and H ! �� channels are:

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

m��
H
= 125.11 ± 0.21 (stat) ± 0.36 (syst) GeV = 125.11 ± 0.42 GeV.

From the combination of these two channels, the mass is measured to be

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV.

This result is in excellent agreement with and has similar uncertainty to the LHC Run 1 average.
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the fit each category is weighted by a factor log(1 + s/b). The dashed line represents the background component of
the model, while the black line the signal component. The bottom inset is the di�erence between the sum of weights
and the background component of the fitted model.

Table 7: Main sources of systematic uncertainty on m��
H

.

Source Systematic uncertainty on m��
H

[MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z ! ee calibration ±50
Background model ±50
Primary vertex e�ect on mass scale ±40
Resolution +20

�30
Signal model ±20
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Table 7: Main sources of systematic uncertainty on m��
H

.

Source Systematic uncertainty on m��
H

[MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z ! ee calibration ±50
Background model ±50
Primary vertex e�ect on mass scale ±40
Resolution +20

�30
Signal model ±20
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• Expected statistical uncertainty of 0.25 GeV  and 0.33 GeV systematic 
uncertainty 
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Combination with H→γγ
• Combination with mHZZ*

‣ Precision comparable to ATLAS + CMS LHC Run 1 combination

‣ Measurement precision of 2 per mille. 
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to derive them. No significant deviations from the pre-fit input values of the most significant nuisance
parameters are observed after the fit.

The di�erence between the masses measured in the H ! Z Z⇤ ! 4` and H ! �� channels, obtained
using a dedicated test statistic and the asymptotic approximation, is measured to be

�mH = 0.23 ± 0.42 (stat) ± 0.36 (syst) GeV = 0.23 ± 0.55 GeV.

The combined mass measured is in excellent agreement with, and has similar precision to, the value that
was measured with a combined fit to the ATLAS and CMS Run 1 data [6]:

mH = 125.09 ± 0.21 (stat) ± 0.11 (syst) GeV = 125.09 ± 0.24 GeV

The results from each of the individual channels and their combination, along with the LHC Run 1 result,
are summarized in Figure 12.

 [GeV]
H

m

124 124.5 125 125.5 126 126.5

Total Stat. Syst.
 PreliminaryATLAS

-1 = 13 TeV, 36.1 fbs

��Total      Stat.   Syst.

Combined  0.21) GeV± 0.19 ± 0.28 ( ±124.98 

γγ→H  0.36) GeV± 0.21 ± 0.42 ( ±125.11 

l4→ZZ*→H  0.05) GeV± 0.37 ± 0.37 ( ±124.88 

LHC Run 1  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

Figure 12: Summary of the Higgs boson mass measurements from the individual and combined analyses performed
here, compared to the combined Run 1 measurement by ATLAS and CMS [6]. The systematic (magenta-shaded
bands), statistical (yellow-shaded bands), and total (black error bars) uncertainties are indicated. The (red) vertical
line and corresponding (gray) shaded column indicate the central value and the total uncertainty of the combined
measurement, respectively.

9 Conclusion

A measurement of the mass of the Higgs boson, improved with respect to the previous one obtained with
ATLAS Run 1 data, has been derived from a combined fit to the invariant mass spectra of the decay channels
H ! Z Z⇤ ! 4` and H ! ��. The results use the pp collision data sample recorded by the ATLAS
experiment at the CERN Large Hadron Collider at a centre-of-mass energy of

p
s=13 TeV, corresponding

to an integrated luminosity of 36.1 fb�1. The measurements are based on the latest calibrations for muons,

28

electrons, and photons, and on improved analysis techniques with respect to the previous result based on
Run 1 data.

The measured values of the Higgs boson mass for the H ! Z Z⇤ ! 4` and H ! �� channels are:

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

m��
H
= 125.11 ± 0.21 (stat) ± 0.36 (syst) GeV = 125.11 ± 0.42 GeV.

From the combination of these two channels, the mass is measured to be

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV.

This result is in excellent agreement with and has similar uncertainty to the LHC Run 1 average.
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Comparison with CMS
• Updated mH measurement with Run-2 data. 
‣ With 4ℓ channel alone.  

• Strategy of “3D” fit: 

‣ Leading lepton pair constrained to mZ (-8%); 
‣ Matrix element discriminant for background rejection (-3.2%)

‣ Propagation of per-lepton tracking and ECAL uncertainties  to m4ℓ (8%) 
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Mass measurement

}Similar to ATLAS

}
Per-event 
resolution 
prediction 
in ATLAS 

mH = 125.26 ± 0.20 (stat.) ± 0.08(sys.) GeV

• Result 

‣ Expectation of ± 0.23 (stat) ± 0.08 (sys) GeV.
✦ p-value of uncertainty of 0.03

‣ Resolution is better than for ATLAS
✦ expected from solenoidal magnetic field. 

‣ Muon momentum scale uncertainty on lepton 
modelling ~1.6 times higher than ATLAS

CMS Collaboration, arXiv:1706.0993
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Figure 4: Distribution of the reconstructed four-lepton invariant mass in the seven event cate-
gories for the low-mass range. (Top left) untagged category. (Top right) VBF-1jet-tagged cat-
egory. (Center left) VBF-2jet-tagged category. (Center right) VH-hadronic-tagged category.
(Bottom left) VH-leptonic-tagged category. (Bottom middle) VH-Emiss

T
-tagged category. (Bot-

tom right) ttH-tagged category. Points with error bars represent the data and stacked his-
tograms represent expected signal and background distributions. The SM Higgs boson signal
with mH = 125 GeV, denoted as H(125), and the ZZ backgrounds are normalized to the SM
expectation, whilst the Z+X background is normalized to the estimation from data. For the
categories other than the untagged category, the SM Higgs boson signal is separated into two
components: the production mode that is targeted by the specific category, and other produc-
tion modes, where the gluon fusion dominates. The order in perturbation theory used for the
normalization of the irreducible backgrounds is described in Section 7.1.
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Comparison with CMS
• Updated mH measurement with Run-2 data. 
‣ With 4ℓ channel alone.  

• Strategy of “3D” fit: 

‣ Leading lepton pair constrained to mZ (-8%); 
‣ Matrix element discriminant for background rejection (-3.2%)

‣ Propagation of per-lepton tracking and ECAL uncertainties  to m4ℓ (8%) 
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Figure 11: Left: 1D likelihood scans as a function of the Higgs boson mass for the 1D, 2D,
and 3D measurement. Right: 1D likelihood scans as a function of mass for the different final
states and the combination of all final states for the 3D mass measurement. The likelihood
scans are shown for the mass measurement using the refitted mass distribution with the m(Z1)
constraint. Solid lines represent scans with all uncertainties included, dashed lines those with
only statistical uncertainties.

Table 6: Best fit values for the mass of the Higgs boson measured in the 4` final states, with
the 1D, 2D, and 3D fit, respectively, as described in the text. All mass values are given in GeV.
The uncertainties include both the statistical and systematic components. The expected mH
uncertainty change shows the change in the expected precision on the measurement for the
different fit scenarios, relative to 3D L(m0

4`,D
0
mass,Dkin

bkg).

No m(Z1) constraint 3D: L(m4`,Dmass,Dkin
bkg) 2D: L(m4`,Dmass) 1D: L(m4`)

Expected mH uncertainty change +8.1% +11% +21%
Observed mH (GeV) 125.28±0.22 125.36±0.24 125.39±0.25
With m(Z1) constraint 3D: L(m0

4`,D
0
mass,Dkin

bkg) 2D: L(m0

4`,D
0
mass) 1D: L(m0

4`)

Expected mH uncertainty change — +3.2% +11%
Observed mH (GeV) 125.26±0.21 125.30±0.21 125.34±0.23

Mass measurement

}Similar to ATLAS

}
Per-event 
resolution 
prediction 
in ATLAS 

mH = 125.26 ± 0.20 (stat.) ± 0.08(sys.) GeV

• Result 

‣ Expectation of ± 0.23 (stat) ± 0.08 (sys) GeV.
✦ p-value of uncertainty of 0.03

‣ Resolution is better than for ATLAS
✦ expected from solenoidal magnetic field. 

‣ Muon momentum scale uncertainty on lepton 
modelling ~1.6 times higher than ATLAS

CMS Collaboration, arXiv:1706.0993



5. Differential cross section measurements
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Inclusive cross section
• At Run II sufficient statistics for constraining differential measurements

• Inclusive (fiducial) cross sections from all diboson channels

• Measurements dominated by statistical uncertainty  

 32

Differential cross section
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Figure 10: The measured fiducial cross section as a function of
p

s (top left). The acceptance is
calculated using NNLOPS at

p
s = 13 TeV and HRES [39, 40] at

p
s = 7 and 8 TeV and the total

cross sections and uncertainties are taken from Ref. [34]. The fiducial volume for
p

s = 7 and
8 TeV uses the lepton isolation definition from Ref. [22], while for

p
s = 13 TeV the definition

described in the text is used. The results of the differential cross section measurements are
shown for pT(H) (top right), N(jets) (bottom left) and pT(jet) of the leading associated jet (bot-
tom right). The acceptance and theoretical uncertainties in the differential bins are calculated
using POWHEG and NNLOPS. The subdominant component of the signal (VBF + VH + ttH)
is denoted as XH. In the differential cross section measurement for pT(H), the last bin repre-
sents the integrated cross section for pT(H) > 200 GeV and is scaled by 1/50 for presentation
purposes. No events are observed with pT(H) > 200 GeV.

CMS Collaboration, arXiv:1706.0993

Channel Statistical Systematic
H ! ZZ

⇤ 15% 7%
H ! �� 16% 7%
H ! WW

⇤ 10% 15%
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Inclusive cross section
• Inclusive fiducial cross sections: 

• For ZZ also cross section per final state
‣ Eventually sensitivity to final state interference (10%) in same flavour quadruplets 
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Differential cross section
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Figure 7: The fiducial cross sections (left two panels) and total cross section (right panel) of Higgs boson production
measured in the 4` final state. The fiducial cross sections are shown separately for each decay channel, and for same-
and opposite-flavour decays. The inclusive fiducial cross section is measured as the sum of all channels, as well as
by combining the per-channel measurements assuming SM ZZ⇤ ! 4` branching ratios. The LHCXSWG prediction
is accurate to N3LO in QCD for the ggF process. For the fiducial cross-section predictions, the LHCXSWG
cross sections are multiplied by the acceptances determined using the NNLOPS sample for ggF and the samples
discussed in Section 3 for the other production modes. For the total cross section, the cross-section predictions
by the generators NNLOPS, HRes, and MG5_aMC@NLO_FxFx are also shown. The cross sections for all other
Higgs boson production modes XH are added. The error bars on the data points show the total uncertainties, while
the systematic uncertainties are indicated by the boxes. The shaded bands around the theoretical predictions indicate
the PDF and scale uncertainties.
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boson interactions within the framework of pseudo-observables [15, 79]. In this paper, the couplings
related to the contact interaction of the Higgs boson decay are considered, "L and "R, which modify, in a
flavour-universal way, the contact terms between the Higgs boson, the Z boson, and left- or right-handed
leptons. Since the contact terms have the same Lorentz structure as the SM term, they only a↵ect the
dilepton invariant mass spectra, while the lepton angular distributions are not modified. The di↵erence in
�2 between the measured and predicted cross sections in the m12 vs m34 parameter plane is therefore used
to constrain the possible contributions from contact interactions. It was checked with pseudo experiments
that the �2 distribution agrees with the hypothesis of two degrees of freedom. Assuming the SM values
for all but the tested parameters, limits are set on the contact-interaction coupling strength as shown in
Figure 11. Two parameter planes are considered: "L vs "R, as well as "L vs , where  is the coupling of
the Higgs boson to the Z bosons and "R = 0.48 · "L [79]. Since the addition of the contact terms changes
the Higgs boson production rate, in principle limits could be set based on the inclusive Higgs boson cross
sections alone. In this case, the obtained allowed area in Figure 11(a) would be circular, but the addition
of the invariant mass spectra improves the sensitivity, especially for negative "L and positive "R. The
addition of the shape information also improves the limit in the "L vs  parameter plane. It can be seen
that the expected and observed limits are slightly shifted with respect to each other, but no significant
deviation is observed.

11 Conclusion

Measurements of the inclusive and di↵erential fiducial cross sections of Higgs boson production in
the H ! ZZ⇤ ! 4` decay channel are presented. They are based on data extracted from 36.1 fb�1

of
p

s = 13 TeV proton–proton collisions recorded by the ATLAS detector at the LHC in 2015 and
2016. The inclusive fiducial cross section in the H ! ZZ⇤ ! 4` decay channel is measured to be
3.62 ± 0.50 (stat) +0.25

�0.20 (sys) fb, in agreement with the Standard Model prediction of 2.91 ± 0.13 fb. The
inclusive fiducial cross section is also extrapolated to the total phase space which includes all Stand-
ard Model Higgs boson decays. Several di↵erential fiducial cross sections are measured for observables
sensitive to the Higgs boson production and decay, including kinematic distributions of the jets produced
together with the Higgs boson. Good agreement is found between the data and the predictions of the
Standard Model. The extracted cross-section distributions are used to constrain anomalous Higgs boson
interactions with Standard Model particles using the pseudo-observable framework.
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55 ± 9 (stat.) ± 4(sys.) ± 0.1(theo.) fb
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Table 15: The measured cross sections in the diphoton, VBF-enhanced, Nlepton � 1, high Emiss
T , and tt̄H-enhanced

fiducial regions. The gluon–gluon fusion contribution to the Standard Model prediction of the diphoton fiducial
region is taken to be the N3LO prediction of Refs. [7, 24, 31–34] corrected for the H ! �� branching ratio and
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is taken from the P����� NNLOPS prediction normalized with the N3LO prediction and includes all theory
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For the Nlepton � 1, high Emiss
T , and tt̄H-enhanced fiducial regions, limits on the cross sections are

reported at the 95% CL.9

Figure 24 and Table 15 summarize measured cross sections of the fiducial regions and limits, and
compare both to the Standard Model expectations, constructed as outlined above. The P�����
NNLOPS prediction, without any additional corrections, is also shown. The uncertainty band is
estimated using a set of scale variations and includes PDF uncertainties from eigenvector variations.
The Standard Model predictions of all fiducial regions are in agreement with the corresponding
measured cross sections.

9 The quoted CL values were obtained using the unfolded cross sections and their corresponding uncertainties assuming
Gaussian errors.
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Higgs boson kinematics
• Higgs boson pT,4ℓ and rapidity (y4ℓ) probe:
‣ pT,4ℓ: Lagrangian structure of H interactions. 
‣ y4ℓ: Sensitivity to proton’s parton density functions.

• Agreement from different computations: 
‣ models normalised to N3LO prediction: p-values > 20%
‣ good agreement with the pdf set
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Higgs boson kinematics
• Higgs boson pT,4ℓ and rapidity (y4ℓ) probe:
‣ pT,4ℓ: Lagrangian structure of H interactions. 
‣ y4ℓ: Sensitivity to proton’s parton density functions.

• Agreement from different computations: 
‣ models normalised to N3LO prediction: p-values > 20%
‣ good agreement with the pdf set
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Figure 26: The di�erential cross sections for pp ! H ! �� as a function of (a) p��T and (b) |y�� | are shown
and compared to the SM expectations.

small whilst retaining enough statistical power to measure the di�erential spectra. The measured pj1
T

spectrum shown in Figure 27(a) is compared to the default MC prediction as introduced in the previous
section as well as to the NNLOJET and SCET���(STWZ) [98, 134] predictions. Both the NNLOJET
and SCET��� predictions are corrected using isolation correction factors to account for the impact of
the isolation e�ciency. In addition, the NNLOJET prediction is corrected for the kinematic acceptance
and the uncertainties in these corrections is included in the uncertainty bands of both NNLOJET and
SCET���. The first bin of the leading jet pT spectrum represents zero-jet events that do not contain
any jet with pT> 30 GeV. The predicted pT distributions slightly exceed the measured distribution
at low transverse momentum and all show a slight deficit at large transverse momentum. Both are
compatible with the observed slightly harder Higgs boson transverse momentum distribution. The
measured |yj1 | distribution shown in Figure 27(b) is compared to the default MC and the NNLOJET
predictions: Both show a slight excess at low rapidity. In Figure 27(c) the measured subleading jet pT
distribution is shown. The first bin of pj2

T represents one-jet events that do not contain two or more jets
with pT> 30 GeV. The measured distribution is compared to the default MC, S����� (M���@N��),
and G�S�� predictions, as introduced in Section 9.4. Finally, in Figure 27(d) the subleading jet
rapidity distribution, |yj2 |, is shown and compared to the expectation from the default MC, S�����
(M���@N��), and G�S�� predictions. The SM predictions are in agreement with the measured
distributions and no significant deviations are seen.

9.5.3 Measurements of cross sections probing spin and CP

The absolute value of the cosine of the angle between the beam axis and the photons in the Collins–
Soper frame [11] of the Higgs boson, | cos ✓⇤ |, can be used to study the spin of the Higgs boson. The
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H and jets variables
• Jet multiplicity (Nj) with jet pT

‣  modelling of high-pT quark kinematics 

• Double differential d2σ/dpTdNJ:
‣ Probe the Higgs production mode
‣ Nj = 0 dominated buy ggF production 
‣ Nj > 1 VBF enriched production
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Figure 10: Figures (a)–(c) show di↵erential fiducial cross sections of the transverse momentum pT,4` of the Higgs
boson for di↵erent jet multiplicities Njets, and (d) shows the invariant mass of the leading lepton pair vs that of the
subleading pair, m12 vs m34. The binning of m12 vs m34 is the same as presented in Figure 3(d). The measured cross
sections are compared to ggF predictions by NNLOPS and MG5_aMC@NLO_FxFx, all normalized to the N3LO
cross section with the listed K-factors. Predictions for all other Higgs boson production modes XH are added. The
error bars on the data points show the total uncertainties, while the systematic uncertainties are indicated by the
boxes. The shaded bands on the expected cross sections indicate the PDF and scale uncertainties. For the cross
sections as a function of pT,4`, the p-values reflect the level of agreement for the three jet bins together, treating
them as a two-dimensional distribution.
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Figure 10: Figures (a)–(c) show di↵erential fiducial cross sections of the transverse momentum pT,4` of the Higgs
boson for di↵erent jet multiplicities Njets, and (d) shows the invariant mass of the leading lepton pair vs that of the
subleading pair, m12 vs m34. The binning of m12 vs m34 is the same as presented in Figure 3(d). The measured cross
sections are compared to ggF predictions by NNLOPS and MG5_aMC@NLO_FxFx, all normalized to the N3LO
cross section with the listed K-factors. Predictions for all other Higgs boson production modes XH are added. The
error bars on the data points show the total uncertainties, while the systematic uncertainties are indicated by the
boxes. The shaded bands on the expected cross sections indicate the PDF and scale uncertainties. For the cross
sections as a function of pT,4`, the p-values reflect the level of agreement for the three jet bins together, treating
them as a two-dimensional distribution.

21

 [GeV]
=0jetsN

lT,4
p

 [f
b/

G
eV

]
=0

je
ts

N

l
T,

4
p

/d
σd

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
ATLAS

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1.1, +XHKNNLOPS 

XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 17%p
-value MG5 FxFx = 23%p

up
pe

r l
im

it s
@

95
%

 C
L

 [GeV]=0jetsN

lT,4
p

0 15 30 120 350

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

(a)

 [GeV]
=1jetsN

lT,4
p

 [f
b/

G
eV

]
=1

je
ts

N

l
T,

4
p

/d
σd

0

0.005

0.01

0.015

0.02

0.025 ATLAS

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1.1, +XHKNNLOPS 

XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 17%p
-value MG5 FxFx = 23%p

 [GeV]=1jetsN

lT,4
p

0 30 60 80 120 350

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

(b)

 [GeV]
2≥jetsN

lT,4
p

 [f
b/

G
eV

]
2≥

je
ts

N

l
T,

4
p

/d
σd

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008
ATLAS

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1.1, +XHKNNLOPS 

XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 17%p
-value MG5 FxFx = 23%p

 [GeV]2≥jetsN

lT,4
p

0 120 350
Da

ta
/T

he
or

y

0.5
1

1.5
2

2.5

(c)

34m vs 12m

 [f
b]

σ

0

0.5

1

1.5

2

2.5
ATLAS

-113 TeV, 36.1 fb
l 4→ ZZ* →H 

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1.1, +XHKNNLOPS 

XH = VBF+WH+ZH+ttH+bbH

-value NNLOPS = 41%p
-value MG5 FxFx = 54%p

34m vs 12m
bin 0 bin 1 bin 2 bin 3 bin 4

Da
ta

/T
he

or
y

0.5
1

1.5
2

2.5

(d)

Figure 10: Figures (a)–(c) show di↵erential fiducial cross sections of the transverse momentum pT,4` of the Higgs
boson for di↵erent jet multiplicities Njets, and (d) shows the invariant mass of the leading lepton pair vs that of the
subleading pair, m12 vs m34. The binning of m12 vs m34 is the same as presented in Figure 3(d). The measured cross
sections are compared to ggF predictions by NNLOPS and MG5_aMC@NLO_FxFx, all normalized to the N3LO
cross section with the listed K-factors. Predictions for all other Higgs boson production modes XH are added. The
error bars on the data points show the total uncertainties, while the systematic uncertainties are indicated by the
boxes. The shaded bands on the expected cross sections indicate the PDF and scale uncertainties. For the cross
sections as a function of pT,4`, the p-values reflect the level of agreement for the three jet bins together, treating
them as a two-dimensional distribution.
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Figure 9: Di↵erential fiducial cross sections, for (a) the number of jets Njets, (b) the transverse momentum plead.jet
T

of the leading jet, (c) the invariant mass of the two leading jets mjj, (d) the angle between the two leading jets
in the transverse plane ��jj. The measured cross sections are compared to ggF predictions by NNLOPS and
MG5_aMC@NLO_FxFx, all normalized to the N3LO cross section with the listed K-factors. Predictions for all
other Higgs boson production modes XH are added. The error bars on the data points show the total uncertainties,
while the systematic uncertainties are indicated by the boxes. The shaded bands on the expected cross sections
indicate the PDF and scale uncertainties. The p-values indicating the compatibility of the measurement and the SM
prediction are shown as well. They do not include the systematic uncertainty in the theoretical predictions.
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H and jets variables
• Jet multiplicity (Nj) with jet pT

‣  modelling of high-pT quark kinematics 

• Double differential d2σ/dpTdNJ:
‣ Probe the Higgs production mode
‣ Nj = 0 dominated buy ggF production 
‣ Nj > 1 VBF enriched production
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Figure 30: The double-di�erential cross section for pp ! H ! �� as a function of (a) p��T and Njets, for jets
with pT > 30 GeV, and (b) p��T and | cos ✓⇤ | separating the two regions of | cos ✓⇤ | < 0.5 and | cos ✓⇤ | > 0.5
from each other. The data and theoretical predictions are presented in the same way as in Figure 26.

Table 16: The expected uncertainties, expressed in percent, in the cross sections measured in the diphoton
fiducial, VBF-enhanced, Nlepton � 1, tt̄H-enhanced, and high Emiss

T regions. The fit systematic uncertainty
includes the e�ect of the photon energy scale and resolution, and the impact of the background modeling on
the signal yield. The theoretical modeling uncertainty is defined as the envelope of the signal composition, the
modeling of Higgs boson transverse momentum and rapidity distribution, and the uncertainty of parton shower
and the underlying event (labeled as “UE/PS”) as described in Section 7.4.

Source Uncertainty in fiducial cross section
Diphoton VBF-enhanced Nlepton � 1 tt̄H-enhanced High Emiss

T
Fit (stat.) 17% 22% 72% 176% 53%
Fit (syst.) 6% 9% 27% 138% 13%

Photon energy scale & resolution 4.3% 3.5% 3.1% 10% 4.1%
Background modelling 4.2% 7.8% 26.7% 138% 12.2%

Photon e�ciency 1.8% 1.8% 1.8% 1.8% 1.9%
Jet energy scale/resolution - 8.9% - 4.5% 6.9%
b-jet flavor tagging - - - 3% -
Lepton selection - - 0.7% 0.2% -
Pileup 1.1% 2.9% 1.3% 2.5% 2.5%
Theoretical modeling 0.1% 4.5% 4.0% 8.1% 31%

Signal composition 0.1% 4.5% 3.1% 8.1% 25%
Higgs boson pH

T & |yH | 0.1% 0.9% 0.2% 0.7% 0.1%
UE/PS - 0.3% 0.7% 1.1% 31%

Luminosity 3.2% 3.2% 3.2% 3.2% 3.2%
Total 18% 26% 77% 224% 63%

the uncertainty in the fitted signal yield, due to the background modeling and the photon energy
resolution, is typically more important than the uncertainty in the correction factor due to the theoretical
modeling. The jet energy scale and resolution uncertainties become increasingly important for high-jet
multiplicities and in the tt̄H- and VBF-enhanced phase space.
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from each other. The data and theoretical predictions are presented in the same way as in Figure 26.

Table 16: The expected uncertainties, expressed in percent, in the cross sections measured in the diphoton
fiducial, VBF-enhanced, Nlepton � 1, tt̄H-enhanced, and high Emiss

T regions. The fit systematic uncertainty
includes the e�ect of the photon energy scale and resolution, and the impact of the background modeling on
the signal yield. The theoretical modeling uncertainty is defined as the envelope of the signal composition, the
modeling of Higgs boson transverse momentum and rapidity distribution, and the uncertainty of parton shower
and the underlying event (labeled as “UE/PS”) as described in Section 7.4.

Source Uncertainty in fiducial cross section
Diphoton VBF-enhanced Nlepton � 1 tt̄H-enhanced High Emiss

T
Fit (stat.) 17% 22% 72% 176% 53%
Fit (syst.) 6% 9% 27% 138% 13%

Photon energy scale & resolution 4.3% 3.5% 3.1% 10% 4.1%
Background modelling 4.2% 7.8% 26.7% 138% 12.2%

Photon e�ciency 1.8% 1.8% 1.8% 1.8% 1.9%
Jet energy scale/resolution - 8.9% - 4.5% 6.9%
b-jet flavor tagging - - - 3% -
Lepton selection - - 0.7% 0.2% -
Pileup 1.1% 2.9% 1.3% 2.5% 2.5%
Theoretical modeling 0.1% 4.5% 4.0% 8.1% 31%

Signal composition 0.1% 4.5% 3.1% 8.1% 25%
Higgs boson pH

T & |yH | 0.1% 0.9% 0.2% 0.7% 0.1%
UE/PS - 0.3% 0.7% 1.1% 31%

Luminosity 3.2% 3.2% 3.2% 3.2% 3.2%
Total 18% 26% 77% 224% 63%

the uncertainty in the fitted signal yield, due to the background modeling and the photon energy
resolution, is typically more important than the uncertainty in the correction factor due to the theoretical
modeling. The jet energy scale and resolution uncertainties become increasingly important for high-jet
multiplicities and in the tt̄H- and VBF-enhanced phase space.
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Strategy
• Measurement of cross sections sensitive to:

(i) production modes and
(ii) probes of BSM contributions in tensor couplings. 

• Strategy is classification into exclusive event categories (truth level)
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Figure 1: The phase space regions (production bins) for the measurement of the Higgs boson production cross
sections defined for two stages at the particle-level and the corresponding reconstructed event categories.

or vector bosons (VH), where V is a W or a Z boson. The bbH Higgs boson production bin is not included
because there is insu�cient sensitivity to measure this process with the current integrated luminosity.
This production mode has an acceptance similar to gluon fusion, and therefore their contributions are
considered together in the analysis. The sum of their contributions will be referred to in the following as
gluon fusion.

For the second set (reduced Stage 1), a more exclusive set of production bins is defined. This set is
reduced compared to the Stage-1 set in Ref. [20] by merging several Stage-1 production bins which in the
H ! Z Z

⇤ ! 4` channel cannot be measured with the current data sample. The gluon fusion process is
split into events with 0, 1 or at least 2 particle-level jets. The particle-level jets are built from all stable
particles including neutrinos, photons and leptons from hadron decays or produced in the shower. All
decay products from the Higgs boson, as well as the leptons and neutrinos from decays of the signal
V bosons are removed, while decay products from hadronically decaying signal V bosons are included
in the inputs to the particle-level jet building. The anti-kt jet reconstruction algorithm with a radius
parameter R = 0.4 [21, 22] is used and jets are required to have pT > 30 GeV. The 1-jet bin is further
split into three bins with the Higgs boson transverse momentum p

H

T below 60 GeV, between 60 GeV
and 120 GeV and above 120 GeV. The reduced Stage-1 gluon fusion bins are correspondingly denoted
as ggF-0 j, ggF-1 j-pH

T Low, ggF-1 j-pH

T Med, ggF-1 j-pH

T High and ggF-2 j. The VBF production bin
is split into two bins with the transverse momentum of the leading jet, p
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T , below and above 200 GeV
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Figure 1. The phase-space regions (production bins) for the measurement of the Higgs boson
production cross sections which are defined at the particle level for Stage 0 and 1, and the corre-
sponding reconstructed event categories. Description of production bins is given in section 3, while
reconstructed event categories are described in section 5.

associated production with top quark pairs (ttH ) or vector bosons (VH ), where V is a

W or a Z boson. The bbH Higgs boson production bin is not included because there is

insufficient sensitivity to measure this process with the current integrated luminosity. This

production mode has an acceptance similar to gluon-gluon fusion, and their contributions

are therefore considered together in the analysis. The sum of their contributions is referred

to in the following as gluon-gluon fusion.

For the second set (reduced Stage 1), a more exclusive set of production bins is defined.

This set is obtained by the merging of those production bins of the original Stage-1 set

from ref. [15] which cannot be measured separately in the H → ZZ∗ → 4ℓ channel with

the current data sample. The gluon-gluon fusion process is split into events with zero, one

or at least two particle-level jets. The particle-level jets are built from all stable particles

(all particles with cτ > 1 mm) including neutrinos, photons and leptons from hadron

decays or produced in the shower. All decay products from the Higgs boson, as well as

the leptons and neutrinos from decays of the signal V bosons are removed, while decay

products from hadronically decaying signal V bosons are included in the inputs to the

4
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Strategy
• Measurement of cross sections sensitive to:

(i) production modes and
(ii) probes of BSM contributions in tensor couplings. 

• Strategy is classification into exclusive event categories (truth level)
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Reconstructed SM Higgs boson production mode

event category ggF VBF VH ttH bbH

0j 25.9± 2.5 0.29± 0.09 0.253± 0.025 0.00025± 0.00019 0.29± 0.14

1j-p4ℓT -Low 8.0± 1.1 0.514± 0.034 0.230± 0.018 0.0007± 0.0005 0.09± 0.05

1j-p4ℓT -Med 4.5± 0.7 0.64± 0.09 0.227± 0.019 0.0010± 0.0005 0.026± 0.013

1j-p4ℓT -High 1.10± 0.24 0.27± 0.04 0.095± 0.007 0.00080± 0.00024 0.0036± 0.0018

VBF-enriched-pjT-Low 3.9± 0.8 2.03± 0.19 0.285± 0.024 0.065± 0.009 0.045± 0.023

VBF-enriched-pjT-High 0.33± 0.09 0.185± 0.024 0.050± 0.004 0.0159± 0.0027 0.00058± 0.00029

VH -Had-enriched-p4ℓT -Low 2.3± 0.5 0.169± 0.014 0.418± 0.023 0.022± 0.004 0.025± 0.013

VH -Had-enriched-p4ℓT -High 0.42± 0.09 0.048± 0.008 0.162± 0.005 0.0090± 0.0015 < 0.0001

VH -Lep-enriched 0.0129± 0.0018 0.00310± 0.00021 0.263± 0.018 0.038± 0.005 0.0009± 0.0005

ttH -enriched 0.050± 0.016 0.010± 0.006 0.0196± 0.0031 0.301± 0.032 0.0064± 0.0035

Total 47± 4 4.16± 0.23 2.00± 0.11 0.45± 0.05 0.49± 0.24

Table 2. The expected number of SM Higgs boson events with a mass mH = 125.09 GeV in the
mass range 118 < m4ℓ < 129 GeV for an integrated luminosity of 36.1 fb−1 and

√
s = 13TeV

in each reconstructed event category, shown separately for each Stage-0 production bin. The ggF
and bbH contributions are shown separately but both contribute to the same (ggF) production bin.
Statistical and systematic uncertainties are added in quadrature.
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Figure 2. Signal composition in terms of the reduced Stage-1 production bins in each reconstructed
event category. The ggF and bbH contributions are shown separately but both contribute to the
same (ggF) production bin.

in section 8. The signal composition in terms of the reduced Stage-1 production bins is

shown in figure 2. The separation of contributions from different production bins, such as

the sizeable contribution of the ggF-2j component in reconstructed categories with two or

more jets, is further improved by means of boosted decision tree observables, as described

in the following.
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‣ Categories with high purities and small 
contamination from other fiducial regions.
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Strategy
• Cut based classification of events into category.

‣ Ex. Jet multiplicity (ggF), mjj for (VBF) and b-tagging (tt̅ H)

• and multivariate analysis (BDT) to discriminate contributions. 

‣ ggF from ZZ*, VBF from ggF, VH(had) from all.  
‣ Variables: pT,4ℓ, KD, ηj, Δηjj, pT,j etc.  

• Detector and theoretical uncertainties
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Production mode

(i) Luminosity 3.2%

(ii) Lepton Identification <2%

(iii)Pileup ~2%

(iv)Jet Energy Scale (3%-7%)

(v) Jet Energy Resolution (2%-4%)

(i) μR and μF about 4% to 30% 

(ii) ggF prediction in NJ categories.

(iii)(BSM only NLO/LO prediction) 
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H→ZZ→4ℓ results
• Simultaneous fit to all template cross sections 

‣ Extraction of global signal strength (μ=σobs /σexp).

• Extraction of individual category cross sections
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Figure 7. The observed and expected SM values of the cross-section ratios σ · B normalized by
the SM expectation (σ · B)SM for the inclusive production and in the (a) Stage-0 and (b) reduced
Stage-1 production bins for an integrated luminosity of 36.1 fb−1 at

√
s = 13 TeV. Different colors

for the observed results indicate different Higgs boson production modes. The hatched area indicates
that the VH and ttH parameters of interest are constrained to positive values. For visualization
purposes, the VBF-pjT-High value and the limits for the three reduced Stage-1 production bins
VH -Had, VH -Lep and ttH are divided by a factor of five when shown normalized to (σ ·B)SM. The
yellow vertical band represents the theory uncertainty in the signal prediction, while the horizontal
grey bands represent the expected measurement uncertainty.
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µ = 1.29 +0.18
�0.17 (stat.) +0.07

�0.06(sys.) ± 0.03(theo.) fb
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H→γγ results 
• Simultaneous fit to all template cross sections 

‣ Extraction of global signal strength (μ=σobs /σexp).

• Extraction of individual category cross sections
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Production mode

8.2 Production mode measurements

Using the 31 categories, total and production mode specific signal strength measurements are carried
out. Measurements of total production cross sections and simplified template cross sections are
reported. The simplified template cross sections are measured in a merged scheme introduced in
Section 1.2 and summarized in Table 1. In addition, the result of coupling-strength fits are reported.

8.2.1 Observed Data

The observed invariant mass distribution of the selected diphoton pairs of all categories as defined
in Table 4, is shown in Figure 9. Figure 10 shows the invariant mass distributions for the sums
of the categories most sensitive to the di�erent production modes. In all cases, for illustration
purposes, events in each category are weighted according to the expected signal (S90) to background
(B90) ratio in a m�� region containing 90% of the expected signal yield, using a weight of the form
ln (1 + S90/B90). The results of signal-plus-background fits to these spectra, displaying both the total
sum and the background-only components, are shown, as well as the residuals between the data and the
background component. Both the signal-plus-background and background-only distributions shown
are obtained from the sum of the individual distributions in each category weighted in the same way as
the data points. In the fit of Figure 9 a single signal strength µ a�ecting simultaneously all production
modes has been assumed, while in the fits of Figure 10 the four signal strengths µggH, µVBF, µVH and
µttH+tH are allowed to vary separately, as described in the following section. The observed mass peak
of the Higgs boson, constrained in the fit as mH = 125.09 ± 0.24 GeV, is well within 68% CL of the
Run 1 ATLAS+CMS combined measurement.

8.2.2 Signal strengths

The signal strengths, i.e. the ratios of the measured Higgs boson production-mode cross sections
times diphoton branching ratio to the SM predictions for each production mode, are measured with the
extended likelihood analysis described in Section 6.3. In the likelihood the signal yield N i

sig,m in each
category i for a particular production mode m is expressed as the product of the integrated luminosityØ

L dt, the signal strength µm for that production mode, the expected SM Higgs boson production mode
cross section times branching ratio to diphotons, and the acceptance times e�ciency ✏ (Table 5) for
signal events from that production mode in the selected category (N i

sig,m = µm⇥
Ø

L dt⇥�SM
m

⇥B(H !

��) ⇥ ✏ i
m

).

A global signal strength µ is measured assuming the ratios between di�erent production processes to
be as predicted by the SM. The profile of the negative log-likelihood ratio �(µ) of the global signal
strength of all Higgs processes µ for mH = 125.09 ± 0.24 GeV is shown in Figure 11.

The measured central value and 68% CL interval for µ is found to be:

µ = 0.99 +0.15
�0.14 = 0.99 ± 0.12 (stat.) +0.06

�0.05 (exp.) +0.07
�0.05 (theo.) ,

well compatible with the SM prediction (µ = 1). This result confirms the ATLAS Run-1 diphoton
signal strength measurement of µ = 1.17 ± 0.23 (stat.) +0.10

�0.08 (exp.) +0.12
�0.08 (theo.) with around a factor

of two improvement in each component of the uncertainty. The Run-1 result was obtained using
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Signal strength
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Figure 12: Summary of the signal strengths measured for the di�erent production processes (ggH, VBF, VH
and top) and globally (µRun�2), compared to the global signal strength measured at 7 and 8 TeV (µRun�1) [75].
The black and orange error bars show the total and statistical uncertainties. The signal strength µRun�1 was
derived assuming the Higgs production-mode cross section based on Refs. [17, 110]. Uncertainties smaller
than 0.05 are displayed as 0.0. In the more recent theoretical predictions used in this analysis [7, 32], the
gluon–gluon fusion production-mode cross section is larger by approximately 10%. In this measurement, the
bb̄H contributions are scaled with ggH (µbbH = µggH), and the tH and tt̄H productions are measured together
(µtop = µttH+tH). Associated production with Z or W bosons is assumed to be scaled by a single signal strength
parameter (µVH = µZH = µWH).

µggH = 0.81 +0.19
�0.18 = 0.81 ± 0.16 (stat.) +0.07

�0.06 (exp.) +0.07
�0.05 (theo.)

µVBF = 2.0 +0.6
�0.5 = 2.0 ± 0.5 (stat.) +0.3

�0.2 (exp.) +0.3
�0.2 (theo.)

µVH = 0.7 +0.9
�0.8 = 0.7 ± 0.8 (stat.) +0.2

�0.2 (exp.) +0.2
�0.1 (theo.)

µtop = 0.5 +0.6
�0.6 = 0.5 +0.6

�0.5 (stat.) +0.1
�0.1 (exp.) +0.1

�0.0 (theo.)

For Higgs boson production via VH the signal strength is assumed to be scaled by a single parameter
(i.e. µVH = µZH = µWH). The bb̄H contributions are scaled with ggH (i.e. µbbH = µggH), and the tH
and tt̄H productions are measured together rather than separately (i.e. µtop = µttH+tH).

The ggH signal strength is 1 � below the Standard Model prediction, while the VBF signal strength
is 2.2 � above the prediction. The expected and observed significances Z0 of VBF production are
reported in Table 7: the significance of the observed VBF signal is close to 5 �.

Since no significant evidence is observed for VH and top-associated Higgs boson production, upper
limits at 95% CL are reported for their signal strengths, as shown in Table 8 and Figure 13. The accuracy
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Figure 16: Summary plot of the measured simplified template cross sections times the Higgs to diphoton
branching ratio. For illustration purposes the central values have been divided by their SM expectations but no
additional theory uncertainties have been included in the uncertainty of the ratio due to this. The uncertainties
in the predicted SM cross sections are shown in gray in the plot. The definition of the measured regions
can be found in Table 1. The fitted value of �(top) corresponds to the sum of tt̄Hand tH production-mode
cross sections under the assumption that their relative ratios are as predicted by the SM. The �(VH, leptonic)
cross-section values are determined under the assumption that the ratio of the WH and ZH production mode
cross sections is as predicted by the SM and includes production from both the quark and gluon initial states.
The bb̄H contributions are merged with ggH.

The evaluated cross sections including their correlations are summarized in Figures 16 and 17. The
expected Standard Model correlations can be found in Appendix H. All observed cross sections are in
agreement with the Standard Model values. The Standard Model prediction is determined using the
generators in Section 4 and the theory uncertainties due to missing higher-order corrections and due to
the chosen PDF set are constructed as described in Section 7.3. The largest deviation (1.7 �) from the
SM prediction is found in the ggH, 0 jet bin. The di�erence of the cross sections for the pH

T > 200GeV
ggH and pj

T > 200GeV VBF regions is found to be 4.8+2.9
�2.7 fb.
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WW*→ℓνℓ̅ν̅ results 
• Simultaneous fit to the ggF and VBF categories. 

‣ Over mT for ggF and BDT response for ggF 

‣ Extraction of  ggF and VBF total cross sections 
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Production mode

Table 4: Post-fit MC and data yields in ggF and VBF SRs. The yields and the uncertainties take into account
the pulls and data-constraints of the nuisance parameters, and the correlations between the fit regions and the
background processes. The quoted uncertainties include the theoretical and experimental systematic sources and
those due to sample statistics. The sum of all the contributions may di�er from the total value due to rounding. In
the determination of the uncertainties on the total background correlations have been taken into account.

Process Njet = 0 SR Njet = 1 SR Njet � 2 VBF SR

ggF 680 ± 110 303 ± 52 37± 13
VBF 6.8± 0.8 30.0± 1.9 30± 16

WW 2960 ± 670 1020 ± 390 386± 59
VV 323 ± 34 204 ± 30 71± 14
tt̄/Wt 580 ± 128 1400 ± 180 1234± 89
Mis-Id 471 ± 80 246 ± 50 109± 38
Z/�⇤ 27 ± 10 76 ± 22 298± 42

Total 5062 ± 67 3290 ± 51 2138± 47
Observed 5089 3264 2164

Table 5: Breakdown of the main contributions to the total uncertainty in �ggF and �VBF. The sum in quadrature of
the individual components di�ers from the total uncertainty due to correlations between the components.

Source ��ggF
�ggF

[%] ��VBF
�VBF

[%]

Data statistics ±8 ±46
CR statistics ±8 ±9
MC statistics ±5 ±23
Theoretical uncertainties ±8 ±21

ggF signal ±5 ±15
VBF signal <1 ±15
WW ±5 ±12
Top-quark ±4 ±4

Experimental uncertainties ±9 ±8
b-tagging ±5 ±6
Pile-up ±5 ±2
Jet ±3 ±4
Electron ±3 <1
Misidentified leptons ±5 ±9

Luminosity ±2 ±3
TOTAL ±17 ±59

The signal strength parameter µ is defined as the ratio of the measured signal yield to that predicted by
the SM. The measured signal strengths for the ggF and VBF production modes in the H!WW

⇤ decay
are simultaneously determined to be

µggF = 1.21+0.12
�0.11(stat.)+0.18

�0.17 (sys.) = 1.21+0.22
�0.21

µVBF = 0.62+0.30
�0.28(stat.) ± 0.22(sys.) = 0.62+0.37

�0.36.

In addition the �ggF(VBF) · BH!WW ⇤ for ggF and VBF are evaluated. The branching fraction BH!WW ⇤
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Figure 5: 68% and 95% confidence level two-dimensional likelihood contours of �ggF · BH!WW ⇤ vs. �VBF ·
BH!WW ⇤ , compared to the Standard Model prediction (red cross).

10

• Significances of 6.3 σ and 1.8 σ 
for ggF and VBF, respectively
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Global fit
• Combination of results from γγ and ZZ

‣ still dominated by statistical component. 

‣ Result in agreement with expectation within stat. uncertainties. 
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Figure 3: Cross sections for ggF, VBF, VH, and ttH normalized to the SM predictions and measured with the
assumption of SM branching fractions. The black error bars and pink and yellow boxes show the total, systematic,
and statistical uncertainties in the measurements, respectively. The blue bands indicate the theoretical uncertainties
in the predictions.
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Figure 4: Correlation matrix for the measured values of the production cross sections shown in Table 5.
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Figure 9: Best-fit results of STXS measurement regions given in Table 7. The fit results are shown normalized (top)
and not normalized (bottom) to the SM predictions for the various parameters. The black error bar shows the total
uncertainty on each measurement.
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Global fit
• Combination of results from γγ and ZZ

‣ still dominated by statistical component. 

✦ CMS’s result systematically dominated. 

‣ Result in agreement with expectation within stat. uncertainties. 
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in the predictions.
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Global fit
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Production mode

Parameter value
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• Combination of results from γγ and ZZ

‣ still dominated by statistical component. 

✦ CMS’s result systematically dominated. 

‣ Result in agreement with expectation within stat. uncertainties. 
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Global fit
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• Combination of results from γγ and ZZ

‣ still dominated by statistical component. 

✦ CMS’s result systematically dominated. 

‣ Result in agreement with expectation within stat. uncertainties. 
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Conclusion
• Run II first results of ATLAS in the study of Higgs boson properties 

1.Measurement of mH at 2 per mille precision level.   

2.Fiducial cross section measurements, sensitivity to several distributions 

3.Production mode analysis and template cross section measurements. 

 50

• Globally measurements dominated by statistical uncertainty

• First step in the bigger picture of the Run 2 programme 

6.6 Results

The estimate of mH for the per-event and template methods is extracted with a simultaneous profile
likelihood fit to the sixteen categories (one for each final state and for each BDT bin) of data. The
observed total uncertainty in mH for the per-event method is of ±0.37 GeV. For the template method it is
found to be +0.41

�0.40 GeV, larger by about 35 MeV than for the per-event method.
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Figure 5: Invariant mass distribution of the data (points with error bars) shown together with the projection of the
simultaneous fit result to H ! Z Z⇤ ! 4` candidates (continuous line). The background component of the fit is
also shown (filled area). The signal pdf is evaluated per-event and averaged over the observed data.

The observed di�erence for the mH estimates of the two methods is found to be 0.16 GeV, which is
compatible with the expected variance estimated with pseudo-experiments and corresponds to a one sided
p-value of 0.19. Figure 5 shows the addition of the projections of the fits with the per-event method to the
di�erent categories compared to the combined 4` data. The fit is also performed independently for each
decay channel fitting all BDT categories simultaneously; the resulting likelihood profile is compared to
the combined fit in Figure 6 (a) and the projections of the fit results to the data for each decay channel are
shown in Figure 7.

Here and in the following results, including those of the �� decay channel and the combination of the two
final states, the statistical uncertainty on mH is determined by fixing all nuisance parameters to their best-
fit values, except for those that do not correspond to systematic uncertainties and are thus unconstrained
in the nominal fit (i.e., in the 4` final state, the signal production cross section). This approach yields
the lower bound on the statistical uncertainty, when the combination of di�erent categories is performed
neglecting the di�erent impact of the systematic uncertainties in each category. The total systematic
uncertainty is found by subtracting in quadrature the statistical uncertainty from the total uncertainty. The
systematic uncertainty due to each source is found by leaving free all the nuisance parameters except for
the unconstrained ones and for those corresponding to the source under study, repeating the fit, and then
subtracting in quadrature this reduced uncertainty obtained from the original total uncertainty.
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Figure 7. The observed and expected SM values of the cross-section ratios σ · B normalized by
the SM expectation (σ · B)SM for the inclusive production and in the (a) Stage-0 and (b) reduced
Stage-1 production bins for an integrated luminosity of 36.1 fb−1 at

√
s = 13 TeV. Different colors

for the observed results indicate different Higgs boson production modes. The hatched area indicates
that the VH and ttH parameters of interest are constrained to positive values. For visualization
purposes, the VBF-pjT-High value and the limits for the three reduced Stage-1 production bins
VH -Had, VH -Lep and ttH are divided by a factor of five when shown normalized to (σ ·B)SM. The
yellow vertical band represents the theory uncertainty in the signal prediction, while the horizontal
grey bands represent the expected measurement uncertainty.
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⏞
Higgs boson kinematics
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Figure 1: Feynman diagrams contributing to gg ! H production at LO. The possible insertions of
dimension-six operators are marked by a cross in a circle.

four operators

O1 = |H|2Ga

µ⌫
Ga,µ⌫ , O2 = |H|2Q̄LH

cuR + h.c. , (2)

O3 = |H|2Q̄LHdR + h.c. , O4 = Q̄LH�µ⌫T auRG
a

µ⌫
+ h.c. (3)

These operators, in the case of single Higgs production, may be expanded as:

c1
⇤2

O1 !
↵S

⇡v
cghG

a

µ⌫
Ga,µ⌫ , (4)

c2
⇤2

O2 !
mt

v
ctht̄t , (5)

c3
⇤2

O3 !
mb

v
cbhb̄b , (6)

c4
⇤2

O4 ! ctg
gSmt

2v3
(v + h)Ga

µ⌫
(t̄L�

µ⌫T atR + h.c) . (7)

The operator O1 corresponds to a contact interaction between the Higgs boson and gluons
with the same structure as in the heavy-top limit of the SM. The operators O2 and O3 describe
modifications of the top and bottom Yukawa couplings. The operator O4 is the chromomagnetic
dipole-moment operator, which modifies the interactions between the gluons and the top quark†

(here �µ⌫ = i

2 [�
µ, �⌫ ]). In our convention, based on the SILH basis [104, 105], we express the

Wilson coe�cients as factors in the canonically normalized Lagrangian.

The coe�cients ct, cb and cg can be probed in Higgs boson processes. In particular, ct (and cb)
may be measured in the tt̄H (and bb̄H) production modes.‡ The coe�cient cb can also be accessed
through the decay H ! bb̄. The coe�cient ctg, instead, is constrained by top pair production [116].

We now consider the contribution of the e↵ective operators in Eqs. (4), (5) and (7) on the
production cross section, while omitting, for simplicity, the bottom contribution in Eq. (6). The
relevant Feynman diagrams are displayed in Fig. 1. The corresponding amplitude can be cast into
the form

M (g(p1) + g(p2) ! H) = i
↵S

3⇡v
✏1µ✏2⌫ [p

⌫

1p
µ

2 � (p1p2)g
µ⌫ ]F (⌧) , (8)

where ⌧ = 4m2
t
/m2

H
and ✏1 and ✏2 are the polarization vectors of the incoming gluons. The

contribution of the chromomagnetic operator to the function F (⌧) has been addressed in the
literature with contradicting results [117,118] (see also Ref. [119]). In Ref. [117] it is found that
the UV divergences in the bubble and triangle contributions cancel out. In the revised version of

†In this analysis we do not consider the contribution of the chromomagnetic dipole operator of the bottom quark.
‡See Refs. [106–109] and Refs. [110–115], respectively, and references therein.

3

cg: ggH contact interaction 

ct: t and b Yukawa couplings

ctg: dipole-moment, g-t interaction 

• Higgs boson pT,4ℓ and rapidity (y4ℓ) probe:
‣ pT,4ℓ: Lagrangian structure of H interactions. 

• Small perturbations to SM: dimension 6 
operators most effective approach. 

⏞

⏞

Grazzini et al. arXiv:1612.00283
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Figure 5: Higgs transverse-momentum spectrum in the SM (black, solid) compared to simultaneous
variations of ct and cb for (a) 0GeV pT  400GeV and (b) 400GeV pT  800GeV. The lower
frame shows the ratio with respect to the SM prediction. The shaded band in the ratio indicates
the uncertainty due to scale variations. See text for more details.
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Figure 6: Higgs transverse-momentum spectrum in the SM (black, solid) compared to simultaneous
variations of ct, cg and cb for (a) 0GeV pT  400GeV and (b) 400GeV pT  800GeV. The
lower frame shows the ratio with respect to the SM prediction. The shaded band in the ratio
indicates the uncertainty due to scale variations. See text for more details.
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The LHC

 54

• The Large Hadron Collider

‣ Two-ring superconductive proton (ion) accelerator situated at CERN. 

‣ Delivers collisions to four main detectors:  Alice,  ATLAS,  CMS, and LHCb. 

Experimental Setup
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Event selection

 55

• ZZ*→ 4ℓ selection: 
‣ For each of four final states: 4μ 2e2μ 2μ2e and 4e

• Two same-flavour opposite sign (SFOS) lepton pairs: 

‣ Isolated leptons with: pT(ℓ) > 20 GeV , 15 GeV 10 GeV and 5 (7) GeV 
‣ Angular separation: ΔR(ℓ,ℓ’) > 0.1 (0.2) for same (different) flavour

• Single candidate quadruplet identification 
‣ Leading pair: pair closest to mZ,

‣ Vertex refit: χ2 cut at 99.5% signal efficiency
‣ Final state photon emission recovered 

4e. In order to improve the four-lepton mass reconstruction, the reconstructed final-state radiation (FSR)
photons in Z boson decays are accounted for using the same strategy as in the Run-1 data analysis [110].
The invariant mass distribution of the four leptons of the selected events is shown in Figure 1. Only events
with a four-lepton invariant mass in the range 115�130 GeV are used in the extraction of the signal.
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Figure 1: Four-lepton invariant mass distribution of the selected events before the m4` requirement, corrected for
final-state radiation (FSR). The error bars on the data points indicate the statistical uncertainty. The SM Higgs
boson signal prediction is obtained from the samples discussed in Section 3. The backgrounds are determined
following the description in Section 6. The uncertainty in the prediction is shown by the hatched band, calculated
as described in Section 9.

The selected events are divided into bins of the variables of interest. The bin boundaries are chosen such
that each bin has an expected signal significance greater than 2� (where the significance is calculated
from the number of signal events S and the number of background events B as S/

p
S + B) and that

there are minimal migrations between bins, which reduces the model dependence of the correction for the
detector response.

5 Fiducial phase space

The fiducial cross sections are defined at particle level using the selection requirements outlined in
Table 1, which are chosen to closely match those in the detector-level analysis in order to minimize
model-dependent acceptance extrapolations.

7

Table 1: The number of events expected and observed for a signal under a mH=125 GeV hypothesis and the
backgrounds considered in the analysis in each of the four-lepton final states in the range 110 < m4` < 135 GeV.
All numbers are quoted with their total uncertainty.

Final state Signal (125 GeV) Z Z⇤ Z + jets, tt̄, W Z , ttV ,VVV Expected Observed
4µ 20.6 ± 1.7 15.9 ± 1.2 2.0 ± 0.4 38.5 ± 2.1 38

2e2µ 14.6 ± 1.1 11.2 ± 0.8 1.6 ± 0.4 27.5 ± 1.4 34
2µ2e 11.2 ± 1.0 7.4 ± 0.7 2.2 ± 0.4 20.8 ± 1.3 26
4e 11.1 ± 1.1 7.1 ± 0.7 2.1 ± 0.4 20.3 ± 1.3 24

Total 57 ± 5 41.6 ± 3.2 8.0 ± 1.0 107 ± 6 122

from background brought by the BDT output brings 6% improvement on mH resolution in the 4` decay
channel.

The mass of the Higgs boson is determined from the position of the peak in the four-lepton invariant mass
distribution around 125 GeV. This distribution is a superposition of a signal distribution SmH

, which is
a function of the mass of the Higgs boson mH , and a background distribution B, which is independent
of mH . The determination of the background distribution B is described above. The shape of the signal
distribution depends on the four-lepton invariant mass resolution which varies event by event. This
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Background estimation
• Indistinguishable contributions from signal in final state
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Based on dataBased on simulation

3. Hadrons misidentified as leptons: 

‣ Z+jets tt̅  and WZ production

‣ Extrapolation to signal region 
making use of simulation

1.ZZ* production in 4ℓ (dominant)

‣ From qq̅  annihilation and gg fusion 
(subdominant)

2.ZZZ, WZZ and WWZ (small).
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Background estimation
• Indistinguishable contributions from signal in final state
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‣ Extrapolation to signal region 
making use of simulation

1.ZZ* production in 4ℓ (dominant)

‣ From qq̅  annihilation and gg fusion 
(subdominant)

2.ZZZ, WZZ and WWZ (small).
of this background, a ZZ⇤-enriched control region is formed using almost the full event selection, but
requiring that the four-lepton invariant mass not lie within the region 115 GeV < m4` <130 GeV. In this
control region, good agreement is observed between the simulation and the data for all distributions, as
demonstrated for pT,4` and Njets in Figure 2.
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Figure 2: Reconstructed event yields in bins of (a) the transverse momentum of the four leptons pT,4` and (b) the
number of jets Njets, in a non-resonant ZZ⇤-enriched control region, obtained by applying the full event selection
except for the m4` window, i.e. m4` < 115 GeV or 130 GeV< m4` < 170 GeV. The error bars on the data points
indicate the statistical uncertainty. The uncertainty in the prediction is shown by the dashed band. The bottom part
of the figures shows the ratio of data to the MC expectation.

Other processes that contribute to the background, such as Z + jets, tt̄, and WZ, contain at least one jet,
photon or lepton candidate that is misidentified as a prompt lepton. These backgrounds are significantly
smaller than the non-resonant ZZ⇤ background and are estimated using data where possible, following
slightly di↵erent approaches for the ``µµ and ``ee final states [110].

In the ``µµ final states, the normalizations for the Z + jets and tt̄ backgrounds are determined using fits
to the invariant mass of the leading lepton pair in dedicated data control regions. The control regions
are formed by relaxing the �2 requirement on the vertex fit, and by inverting or relaxing isolation and/or
impact-parameter requirements on the subleading muon pair. An additional control region (eµµµ) is used
to improve the tt̄ background estimate. Transfer factors to extrapolate from the control regions to the
signal region are obtained separately for tt̄ and Z + jets using simulation. The shapes of the Z + jets
and tt̄ backgrounds for the di↵erential observables are taken from simulation and normalized using the
inclusive data-driven estimate. Comparisons in the control regions show good agreement between data
and the simulation for the di↵erent observables.

The ``ee control-region selection requires the electrons in the subleading lepton pair to have the same
charge, and relaxes the identification and isolation requirements on the electron candidate with the lowest
transverse energy. This electron candidate, denoted as X, can be a light-flavour jet, a photon conversion
or an electron from heavy-flavour hadron decay. The heavy-flavour background is completely determ-
ined from simulation, whereas the light-flavour and photon conversion background is obtained with the
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of the figures shows the ratio of data to the MC expectation.

Other processes that contribute to the background, such as Z + jets, tt̄, and WZ, contain at least one jet,
photon or lepton candidate that is misidentified as a prompt lepton. These backgrounds are significantly
smaller than the non-resonant ZZ⇤ background and are estimated using data where possible, following
slightly di↵erent approaches for the ``µµ and ``ee final states [110].

In the ``µµ final states, the normalizations for the Z + jets and tt̄ backgrounds are determined using fits
to the invariant mass of the leading lepton pair in dedicated data control regions. The control regions
are formed by relaxing the �2 requirement on the vertex fit, and by inverting or relaxing isolation and/or
impact-parameter requirements on the subleading muon pair. An additional control region (eµµµ) is used
to improve the tt̄ background estimate. Transfer factors to extrapolate from the control regions to the
signal region are obtained separately for tt̄ and Z + jets using simulation. The shapes of the Z + jets
and tt̄ backgrounds for the di↵erential observables are taken from simulation and normalized using the
inclusive data-driven estimate. Comparisons in the control regions show good agreement between data
and the simulation for the di↵erent observables.

The ``ee control-region selection requires the electrons in the subleading lepton pair to have the same
charge, and relaxes the identification and isolation requirements on the electron candidate with the lowest
transverse energy. This electron candidate, denoted as X, can be a light-flavour jet, a photon conversion
or an electron from heavy-flavour hadron decay. The heavy-flavour background is completely determ-
ined from simulation, whereas the light-flavour and photon conversion background is obtained with the
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WW*→ℓν̅ℓν̅
• WW*→eνμν selection

‣ Two isolated leptons pT(ℓ) > 22 GeV and 
pT(ℓ) > 15 GeV 

‣ ETmiss > 20 GeV

 58

Reconstruction and selection

• Background estimation
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Figure 1: Post-fit m j j and �y j j distributions with signal and background predictions in the VBF signal region. The
dashed line shows the VBF signal scaled by a factor of 30. The hatched band shows the sum in quadrature of
statistical and systematic uncertainties of the signal and background predictions taking into account the pulls and
data-constraints of the nuisance parameters, and the correlations between the fit regions.

theoretical predictions of some of the background processes to data. CRs are defined for the main
background processes: WW (only for Njet  1 final states), top-quark, and Z ! ⌧⌧. For the Njet = 0 and
Njet = 1 WW CRs, the m`` cut is inverted with respect to the SRs. For the top-quark CRs, the b-veto is
replaced with a b-tag requirement. For the Njet = 1 and Njet � 2 Z ! ⌧⌧ CRs, the m⌧⌧ selection is inverted
while for the Njet = 0 Z ! ⌧⌧ CR the ��`` selection criterium is inverted. Table 3 summarises the event
selection for all CRs.

Table 3: Event selection criteria used to define the control regions. Every control region selection starts from
the selection labeled “Preselection” in Table 2. Nb-jet, (20 GeV<pT<30 GeV) represents the number of b-jet with
20 GeV < pT < 30 GeV and |⌘ | < 2.5.

CR Njet = 0 Njet = 1 Njet � 2, VBF

WW

55<m`` < 110 GeV m`` > 80 GeV
��`` < 2.6 |m⌧⌧ � mZ | > 25 GeV

b-jet veto
m

`
T > 50 GeV

Top-quark

Nb-jet, (20 GeV<pT<30 GeV) > 0 Nb-jet, (pT>30 GeV) = 1
Nb-jet, (pT>20 GeV) = 1

Nb-jet, (20 GeV<pT<30 GeV) = 0
��(``, Emiss

T ) > ⇡/2 max
⇣
m

`
T

⌘
> 50 GeV Central Jet Veto

p
``
T > 30 GeV m⌧⌧ <mZ � 25 GeV
��`` < 2.8 Outside Lepton Veto

Z ! ⌧⌧
no E

miss, track
T requirement Outside Lepton Veto
m`` < 80 GeV Central Jet Veto

��`` > 2.8 m⌧⌧ > mZ � 25 GeV
Nb-jet, (pT>20 GeV) = 0

The background contributions with misidentified leptons are estimated using a data-driven technique.
A control sample where one of the two lepton candidates fails to meet the nominal identification and
isolation criteria but satisfies looser identification criteria, denoted as anti-identified lepton, is used. The

5
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Introduction
• The Higgs boson mass (mH) is a fundamental free parameter of the 

Standard Model.
‣ Its precise determination allows for evermore precise higher order corrections to 

the cross section. 

‣ Sensitivity to new physics in higher order corrections. 
‣ Input to precision Electro Weak global fit.  
‣ Key measurement of the LHC program. 

• Aim in improving significantly on δmH

‣ Expect 1.7 times more candidates, 

with 36 fb-1 at √s=13 TeV 
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Mass measurement
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Uncertainties
•Narrow resonant peak above a background continuum 
‣ Allows for precise Higgs boson mass measurement
‣ Minimise the model dependency. 

• Ingredients for optimal measurement of Higgs boson mass:
‣ Detector performance driven measurement 

(I) Statistical precision precision depends upon:
‣ resolution of the reconstructed final state, 
‣ number of signal events.

(II) Systematic uncertainty from understanding of detector performance:

‣ energy and momentum scale,
‣ resolution uncertainty. 
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Mass measurement
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H→ZZ→4ℓ results
• Final estimate from 4x4 simultaneous un-binned fit 
‣ Four kinematic categories and four final states 

• Cross validation in channels and independent method
‣ Compatibility of channels 0.6σ for 4μ and 1.3 2μ2e
‣ p-value of 0.19 between template method and per-event. 

✦ 35 MeV worst resolution for template method. 
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Mass measurement

With such procedure, the measured value of mH is found to be

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

as evaluated from the per-event method. The total uncertainty is in agreement with the expectation of
±0.35 GeV and is dominated by the statistical component. The variance of the expected uncertainty was
estimated to be 60 MeV. The total systematic uncertainty is 47 MeV, with the leading sources being
the muon momentum scale (40 MeV), the electron energy scale (20 MeV), the background modelling
(10 MeV) and the simulation statistics (8 MeV), as summarized in Table 3.

Table 3: Leading sources of systematic uncertainty on mH in the H ! Z Z⇤ ! 4` channel.

Systematic e�ect Uncertainty on mZZ
⇤

H
[MeV]

Muon momentum scale 40
Electron energy scale 20
Background modelling 10
Simulation statistics 8

The combined measured value of mH is found to be compatible with the value measured independently
for each channel with deviations ranging from about 0.6 � for the 4µ channel to about 1.3 � for the 2µ2e
channel, as shown in Figure 6 (b).
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Figure 6: (a) Value of �2 ln⇤ as a function of mH for the combined fit to all H ! Z Z⇤ ! 4` categories. (b)
Observed di�erences between the combined mH value in the H ! Z Z⇤ ! 4` channel from the per-event method
and that of each final state obtained independently. Error bars correspond to the total uncertainties.
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Muon resolution 
• Correction for local misalignments 

‣ Charge dependent bias, with net effect of worsening resolution 

‣ In-situ correction based on Z→μμ data, recovers up to 5% in 
resolution.

‣ Iteratively removing the bias δs:

 62

Mass Measurement
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for the modelling of the �� background processes is obtained through a fast parametric simulation of the
ATLAS detector response [15].

4 Muon reconstruction and calibration

Muon track reconstruction is first performed independently in the ID and in the MS. Hit information
from the individual sub-detectors is then used in a combined muon reconstruction, which is performed
according to various algorithms based on the information provided by the ID, the MS and the calorimeters.
The muon reconstruction and identification performance is described in detail in Ref. [84].

Although the simulation accurately describes the ATLAS detector, additional corrections to the simulated
momentum are needed in order to match the simulation to data precisely. The muon momentum resolution
and momentum scale are parametrised as a power expansion in the muon pT, with each extracted term
measured separately for the ID and MS, as a function of ⌘ and �, from large samples of J/ ! µ+µ� and
Z ! µ+µ� decays [84].

The momentum scale calibration constants account for the inaccurate measurement of the energy loss
in the traversed material, for any deficiency in the description of the magnetic field integral, and for the
inaccurate description of the dimension of the detector in the direction perpendicular to the magnetic
field. The momentum resolution calibration constants account for local magnetic field inhomogeneities
and multiple scattering as well as for intrinsic resolution e�ects and local radial distortions. The main
sources of uncertainties on these calibration constants arise from non-Gaussian resolution tails, background
modelling and alignment uncertainties studied using data taken without the toroidal magnetic field [84].
Such uncertainties are conservatively assumed to be fully correlated across ⌘ and �. In the muon
momentum range used for the mH measurement, the momentum scale is known to a precision of one to
two per mille for central muons, and to a precision of two to five per mille for forward muons [84]. The
resolution is known with a precision ranging from one to two percent for central muons and around ten
percent for forward muons.

The data taken in 2016 were a�ected by significant local misalignments of the ID. These misalignments
bias the muon track sagitta, leaving the track �2 invariant [85, 86]. The bias on the track sagitta, �s (⌘, �),
is of the order of 1 TeV�1 depending on ⌘ and �, and result in a charge-dependent bias of the reconstructed
muon momentum. Since the sagitta bias a�ects positive and negative muons in opposite directions, for
neutral objects the e�ect at first order of these biases is a worsening of the resolution and no impact on
their average reconstructed mass. Denoting pbias

T and pcorr
T the initial and corrected muon momentum

respectively, the e�ect is parametrised as:

pcorr
T (µ) =

pbias
T (µ)

1 � q(µ)�s (⌘, �)pbias
T (µ)

(1)

where q is the muon charge. These biases are studied and corrected in data by comparing the local
inhomogeneities of the charge dependent dimuon mass to the mass of well-known neutral resonances. An
iterative correction on each muon momentum is derived by subtracting the bias of Eq. (1) at each iteration.
Starting from percent-level sagitta biases, the residual e�ect after correction is reduced to the per-mille
level at the scale of the Z-boson mass. The correction improves the resolution of the dimuon invariant
mass in Z-boson decays by 1% to 5%, depending on ⌘ and �. The systematic uncertainty associated to
this correction is estimated for each muon using simulation. The total uncertainty varies as a function

5

175-9/December/2016 ATLAS: Inner Detector alignment

Tackling weak modesTackling weak modes
● Momentum biases can be monitored using Z→ μ+μ- and electrons E/p

– Charge symmetric and charge antisymmetric detector distortions

● E/p offers a direct measurement
– But electron's tracking has its own issues 

● Z→ μ+μ- (or J/ψ) 
– Better tracking using μ's → δsagitta accuracy 

– If bias is present: which track is to blame?
● Iterative procedure

– This channel can monitor d0 & z0 biases

● Parametrize the biases → apply constraints and realign

pT
reco= pT

true(1+q pT
true δsagitta)

−1

Charge antisymmetric
deformation

Charge symmetric
deformation

δd0 = d0
μ+ - d0

μ-
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H→ZZ→4ℓ strategy
• Three-prong approach to reduce uncertainty at analysis level:

(i) 14% from m12 constraint to mZ with kinematic fit. 

(i) 2.4% from per-event likelihood. 
‣ Per lepton energy response as a function of kinematics of event 

(ii) 6.3 % from kinematic discriminant selecting signal and background events

‣ Boosted Decision Tree on pT(4ℓ), y(4ℓ) and log(|ℳH|2/|ℳZZ*|2)

• Expected statistical uncertainty of 340 MeV. 

‣ Validation on Z→4ℓ decays
‣ Template fit as cross check method 
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Mass measurement
Appendix

A Validation of the per-event method with Z ! 4` events

Figure 13 shows the fit of signal plus background to the experimental data points in the four final state
categories.
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Figure 13: Distribution in data of m4` for each of the four categories after the Z mass constraint (black points)
plotted with the per-event response model for these events. The model is plotted with mZ , µZ!4` at their best fit
values, and �Z set to its SM value.
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Table 2: Validation of the mass determination method with simulated and data Z ! 4` events. The table summarises
the values of the measured Z-boson mass by final state category and after the combination of the results from the
individual final states.

Category mZ in simulation [GeV] mZ in data [GeV]

4µ 91.19+0.41
�0.41 91.46+0.42

�0.41

4e 91.19+1.02
�1.03 91.75+1.08

�1.06

2µ2e 91.18+1.11
�1.11 91.31+1.62

�1.33

2e2µ 91.19+0.90
�0.90 92.49+0.91

�0.94

Combined 91.19+0.34
�0.34 91.62+0.35

�0.35

6.4 Template method

An alternative signal model, used as a cross check in this analysis, is called the template method [6].
This method builds a template distribution for SmH

from simulation at di�erent simulated masses, and
interpolates these shapes to intermediate mass points. This provides a continuous distribution for SmH

.

The simulation is used to compare the template method with the per-event method. While both the per-
event and template methods are unbiased for a su�ciently large sample and when the lepton kinematics
are well modelled by simulation, the mH values obtained by the template method are subject to resolution
fluctuations for small samples. The performance of both methods has been studied with sets of pseudo-
experiments for a small sample of events. The mH estimates of the template method are found to di�er
from the per-event method with a variance of about 0.16 GeV. The statistical uncertainty on mH obtained
with the template method for a data sample of the size of the experimental data set and is about 1.4%
worse than that of the per-event method.

The per-event method is less model dependent since it constructs the m4` signal distribution from the lepton
response whereas the template method includes assumptions on, for example, the Higgs pT distribution
included in the simulation. In addition, the per-event method has a small expected statistical uncertainty
and is less sensitive to fluctuations in small-sized datasets. For these reasons the per-event method has
been chosen as the baseline method for the mass determination in the H ! Z Z⇤ ! 4` channel.

6.5 Systematic uncertainties

As the Higgs boson mass is determined from a fit of an S + B distribution with a signal distribution
S depending on the lepton energy response functions, the measured Higgs boson mass depends on
the normalisation of the fit function, the lepton energy resolution, and the lepton energy scale. These
are included as nuisance parameters in the likelihood function, and constrained within uncertainties to
the estimates obtained from auxiliary data or simulation control samples by penalty terms multiplying
the likelihood. The systematic uncertainty in the measured mass is expected to be small compared
to the expected statistical uncertainty, and to be dominated by the lepton energy and momentum scale
uncertainties.

13
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Run I status
• Run I world average on mH
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 Run 1LHC       Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 2: Summary of Higgs boson mass measurements from the individual analyses of AT-
LAS and CMS and from the combined analysis presented here. The systematic (narrower,
magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars)
uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column
indicate the central value and the total uncertainty of the combined measurement, respectively.

for the prefit case and

dmHpostfit = ±0.22 GeV = ±0.19 (stat.) ± 0.10(syst.) GeV (7)

for the postfit case, which are both very similar to the observed uncertainties reported in Eq. (3).

Constraining all signal yields to their SM predictions results in an mH value that is about
70 MeV larger than the nominal result with a comparable uncertainty. The increase in the
central value reflects the combined effect of the higher-than-expected H ! ZZ ! 4` measured
signal strength and the increase of the H ! ZZ branching fraction with mH. Thus, the fit
assuming SM couplings forces the mass to a higher value in order to accommodate the value
µ = 1 expected in the SM.

Since the discovery, both experiments have improved their understanding of the electron, pho-
ton, and muon measurements [16, 30–34], leading to a significant reduction of the systematic
uncertainties in the mass measurement. Nevertheless, the treatment and understanding of
systematic uncertainties is an important aspect of the individual measurements and their com-
bination. The combined analysis incorporates approximately 300 nuisance parameters. Among
these, approximately 100 are fitted parameters describing the shapes and normalizations of the
background models in the H ! gg channel, including a number of discrete parameters that al-
low the functional form in each of the CMS H ! gg analysis categories to be changed [35]. Of
the remaining almost 200 nuisance parameters, most correspond to experimental or theoretical
systematic uncertainties.

Based on the results from the individual experiments, the dominant systematic uncertainties
for the combined mH result are expected to be those associated with the energy or momentum
scale and its resolution: for the photons in the H ! gg channel and for the electrons and
muons in the H ! ZZ ! 4` channel [14–16]. These uncertainties are assumed to be uncor-
related between the two experiments since they are related to the specific characteristics of the
detectors as well as to the calibration procedures, which are fully independent except for negli-
gible effects due to the use of the common Z boson mass [36] to specify the absolute energy and

Mas Measurement

mH = 125.09 ± 0.21 (stat.) ± 0.11(sys.) GeV
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H→γγ
• H→γγ updated result at Run II. 
‣ Analytical function in kinematic and detector categories.  
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Mass measurement

electrons, and photons, and on improved analysis techniques with respect to the previous result based on
Run 1 data.

The measured values of the Higgs boson mass for the H ! Z Z⇤ ! 4` and H ! �� channels are:

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

m��
H
= 125.11 ± 0.21 (stat) ± 0.36 (syst) GeV = 125.11 ± 0.42 GeV.

From the combination of these two channels, the mass is measured to be

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV.

This result is in excellent agreement with and has similar uncertainty to the LHC Run 1 average.
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Figure 10: Di�erence between the Higgs boson mass mH measured with diphoton decays using a single category
and the one obtained with a combined fit to all the categories, using two di�erent categorisations. The top three
points with error bars correspond to categories based on the pseudorapidity of the two photon candidates: both
photons are in the barrel calorimeter (BB), one in the barrel and one in the endcap calorimeter (EB), or both photons
are in the endcap calorimeter (EE). The bottom three points with error bars correspond to categories based on
the conversion status of the two photon candidates: both photons are reconstructed as converted ones (CC), one
photon is unconverted and the other one is converted (UC), both photons are unconverted ones (UU). The errors
bars represent the total uncertainty.

Figure 11 shows the value of �2 ln⇤ as a function of mH for H ! Z Z⇤ ! 4`, H ! ��, and their
combination. The combined mass measured is

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV,

where the first (second) uncertainty corresponds to the statistical (systematic) component. Table 8
summarises the mass measurements in the two decay channels and the combined result.

Table 8: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]
H ! Z Z⇤ ! 4` 124.88 ± 0.37 (stat) ± 0.05 (syst) = 124.88 ± 0.37
H ! �� 125.11 ± 0.21 (stat) ± 0.36 (syst) = 125.11 ± 0.42
Combined 124.98 ± 0.19 (stat) ± 0.21 (syst) = 124.98 ± 0.28

The contributions of the main sources of systematic uncertainty to the combined mass measurement are
summarised in Table 9. As described in Sec. 6.6, the systematic uncertainty induced from each source is
determined from the change in the 68% CL range for mH when the corresponding nuisance parameters
are removed by fixing them to their best-fit values. The sum in quadrature of the individual contributions
is not expected to reproduce the total systematic uncertainty due to the di�erent methodologies employed
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Figure 9: Diphoton invariant mass distribution of the data superimposed with the result of the fit. Both for data and
the fit each category is weighted by a factor log(1 + s/b). The dashed line represents the background component of
the model, while the black line the signal component. The bottom inset is the di�erence between the sum of weights
and the background component of the fitted model.

Table 7: Main sources of systematic uncertainty on m��
H

.

Source Systematic uncertainty on m��
H

[MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z ! ee calibration ±50
Background model ±50
Primary vertex e�ect on mass scale ±40
Resolution +20

�30
Signal model ±20

24
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H→γγ
• H→γγ updated result at Run II. 
‣ Analytical function in kinematic and detector categories.  
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Mass measurement

electrons, and photons, and on improved analysis techniques with respect to the previous result based on
Run 1 data.

The measured values of the Higgs boson mass for the H ! Z Z⇤ ! 4` and H ! �� channels are:

mZZ
⇤

H
= 124.88 ± 0.37 (stat) ± 0.05 (syst) GeV = 124.88 ± 0.37 GeV,

m��
H
= 125.11 ± 0.21 (stat) ± 0.36 (syst) GeV = 125.11 ± 0.42 GeV.

From the combination of these two channels, the mass is measured to be

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV.

This result is in excellent agreement with and has similar uncertainty to the LHC Run 1 average.
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the model, while the black line the signal component. The bottom inset is the di�erence between the sum of weights
and the background component of the fitted model.
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H

.

Source Systematic uncertainty on m��
H
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LAr cell non-linearity ±200
LAr layer calibration ±190
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Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z ! ee calibration ±50
Background model ±50
Primary vertex e�ect on mass scale ±40
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�30
Signal model ±20
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H

.

Source Systematic uncertainty on m��
H
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LAr cell non-linearity ±200
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Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
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Background model ±50
Primary vertex e�ect on mass scale ±40
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Combination
• H→ZZ* and H→γγ Run II combination  

‣ Likelihood based combination with simultaneous fit 
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Mass measurement
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Figure 11: The value of �2 ln⇤ as a function of mH for the individual channels H ! Z Z⇤ ! 4` and H ! ��, and
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measurements.

Table 9: Main sources of systematic uncertainty on the combined mass mH .

Source Systematic uncertainty on mH [MeV]

LAr cell non-linearity 90
LAr layer calibration 90
Non-ID material 60
ID material 50
Lateral shower shape 50
Z ! ee calibration 30
Muon momentum scale 20
Conversion reconstruction 20
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Table 9: Main sources of systematic uncertainty on the combined mass mH .

Source Systematic uncertainty on mH [MeV]

LAr cell non-linearity 90
LAr layer calibration 90
Non-ID material 60
ID material 50
Lateral shower shape 50
Z ! ee calibration 30
Muon momentum scale 20
Conversion reconstruction 20
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Figure 10: Di�erence between the Higgs boson mass mH measured with diphoton decays using a single category
and the one obtained with a combined fit to all the categories, using two di�erent categorisations. The top three
points with error bars correspond to categories based on the pseudorapidity of the two photon candidates: both
photons are in the barrel calorimeter (BB), one in the barrel and one in the endcap calorimeter (EB), or both photons
are in the endcap calorimeter (EE). The bottom three points with error bars correspond to categories based on
the conversion status of the two photon candidates: both photons are reconstructed as converted ones (CC), one
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bars represent the total uncertainty.

Figure 11 shows the value of �2 ln⇤ as a function of mH for H ! Z Z⇤ ! 4`, H ! ��, and their
combination. The combined mass measured is

mH = 124.98 ± 0.19 (stat) ± 0.21 (syst) GeV = 124.98 ± 0.28 GeV,

where the first (second) uncertainty corresponds to the statistical (systematic) component. Table 8
summarises the mass measurements in the two decay channels and the combined result.

Table 8: Summary of Higgs boson mass measurements.

Channel Mass measurement [GeV]
H ! Z Z⇤ ! 4` 124.88 ± 0.37 (stat) ± 0.05 (syst) = 124.88 ± 0.37
H ! �� 125.11 ± 0.21 (stat) ± 0.36 (syst) = 125.11 ± 0.42
Combined 124.98 ± 0.19 (stat) ± 0.21 (syst) = 124.98 ± 0.28

The contributions of the main sources of systematic uncertainty to the combined mass measurement are
summarised in Table 9. As described in Sec. 6.6, the systematic uncertainty induced from each source is
determined from the change in the 68% CL range for mH when the corresponding nuisance parameters
are removed by fixing them to their best-fit values. The sum in quadrature of the individual contributions
is not expected to reproduce the total systematic uncertainty due to the di�erent methodologies employed

26



G. Barone April-18

Comparison with CMS
• Updated mH measurement with Run-2 data. 
‣ With 4ℓ channel alone.  

• Strategy of “3D” fit: 

‣ Leading lepton pair constrained to mZ (-8%); 
‣ Matrix element discriminant for background rejection (-3.2%)

‣ Propagation of per-lepton tracking and ECAL uncertainties  to m4ℓ (8%) 
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Figure 11: Left: 1D likelihood scans as a function of the Higgs boson mass for the 1D, 2D,
and 3D measurement. Right: 1D likelihood scans as a function of mass for the different final
states and the combination of all final states for the 3D mass measurement. The likelihood
scans are shown for the mass measurement using the refitted mass distribution with the m(Z1)
constraint. Solid lines represent scans with all uncertainties included, dashed lines those with
only statistical uncertainties.

Table 6: Best fit values for the mass of the Higgs boson measured in the 4` final states, with
the 1D, 2D, and 3D fit, respectively, as described in the text. All mass values are given in GeV.
The uncertainties include both the statistical and systematic components. The expected mH
uncertainty change shows the change in the expected precision on the measurement for the
different fit scenarios, relative to 3D L(m0

4`,D
0
mass,Dkin

bkg).

No m(Z1) constraint 3D: L(m4`,Dmass,Dkin
bkg) 2D: L(m4`,Dmass) 1D: L(m4`)

Expected mH uncertainty change +8.1% +11% +21%
Observed mH (GeV) 125.28±0.22 125.36±0.24 125.39±0.25
With m(Z1) constraint 3D: L(m0

4`,D
0
mass,Dkin

bkg) 2D: L(m0

4`,D
0
mass) 1D: L(m0

4`)

Expected mH uncertainty change — +3.2% +11%
Observed mH (GeV) 125.26±0.21 125.30±0.21 125.34±0.23
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states and the combination of all final states for the 3D mass measurement. The likelihood
scans are shown for the mass measurement using the refitted mass distribution with the m(Z1)
constraint. Solid lines represent scans with all uncertainties included, dashed lines those with
only statistical uncertainties.

Table 6: Best fit values for the mass of the Higgs boson measured in the 4` final states, with
the 1D, 2D, and 3D fit, respectively, as described in the text. All mass values are given in GeV.
The uncertainties include both the statistical and systematic components. The expected mH
uncertainty change shows the change in the expected precision on the measurement for the
different fit scenarios, relative to 3D L(m0

4`,D
0
mass,Dkin

bkg).

No m(Z1) constraint 3D: L(m4`,Dmass,Dkin
bkg) 2D: L(m4`,Dmass) 1D: L(m4`)

Expected mH uncertainty change +8.1% +11% +21%
Observed mH (GeV) 125.28±0.22 125.36±0.24 125.39±0.25
With m(Z1) constraint 3D: L(m0

4`,D
0
mass,Dkin

bkg) 2D: L(m0

4`,D
0
mass) 1D: L(m0

4`)

Expected mH uncertainty change — +3.2% +11%
Observed mH (GeV) 125.26±0.21 125.30±0.21 125.34±0.23

Mass measurement

}Similar to ATLAS

}
Per-event 
resolution 
prediction 
in ATLAS 
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Phase-space
• At Run II sufficient statistics for constraining differential measurements 

• Fiducial cross section definition 
‣ including detector efficiency (C) , detector acceptance (A) and branching ℬ

‣ Cuts mimicking reconstruction selection:
(i) Model independent result. 
(ii)No extrapolation beyond observation 
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Differential cross section

(a) (b)

Figure 5: Template fit of SM Higgs boson signal and background to the data for the (a) first and (b) last bins of the
distribution of the transverse momentum of the four leptons pT,4`. The error bars on the data points indicate the
statistical uncertainty. The SM Higgs boson predictions are normalized to the cross sections discussed in Section 3,
while the backgrounds are normalized to the estimates described in Section 6. The uncertainty in the prediction is
shown by the dashed band. The dotted green line illustrates the best fit.

samples described in Section 3 assuming a Higgs boson mass of 125 GeV. Most of the background shapes
are also obtained from the simulated samples described in Section 3, while some of the backgrounds in
the ``ee channel are derived from control regions in data, as discussed in Section 6. The normalization
of the backgrounds is fixed in this fit. Figures 4 and 5 show the data, templates and best fits for the m4`
distributions in the four decay channels for the extraction of the inclusive fiducial cross section, and two
bins of the transverse momentum of the four leptons. For the di↵erential distributions, no split into decay
channels is performed, and the SM ZZ⇤ ! 4` decay fractions are assumed.

The fiducial cross section �i,fid for a given final state or bin of the di↵erential distribution is defined as:

�i,fid = �i ⇥ Ai ⇥ B =
Ni,fit

L ⇥Ci
, Ci =

Ni,reco

Ni,part
, (1)

where Ai is the acceptance in the fiducial phase space, B is the branching ratio and �i is the total cross
section in bin i. The term Ni,fit is the number of extracted signal events in data, L is the integrated
luminosity and Ci is the bin-by-bin correction factor for detector ine�ciency and resolution. The term
Ni,reco is the number of reconstructed signal events and Ni,part is the number of events at the particle level
in the fiducial phase-space. The correction factor is calculated from simulated Higgs boson samples,
assuming SM production mode fractions and ZZ⇤ ! 4` decay fractions as discussed in Section 3. The
systematic uncertainties in this assumption are described in Section 9. The correction factors for the
di↵erent Higgs boson production modes agree within 15%, except for the tt̄H mode, which di↵ers by
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up to 40%, due to the fact that tt̄H events have more hadronic jets and that no isolation requirements
are applied to the leptons at the particle level. The correction factors for the four final states are 0.64
± 0.04 (4µ), 0.55 ± 0.03 (2e2µ), 0.48 ± 0.05 (2µ2e), and 0.43 ± 0.06 (4e). Figure 6 shows the bin-by-
bin correction factors for all decay channels combined including systematic uncertainties for the pT,4`
and Njets distributions. The large uncertainty for Njets� 3 is due to the experimental jet reconstruction
uncertainties and the variations of the fractions of Higgs boson production modes (see Section 9). The
same figure also shows the bin purity, defined as the fraction of events in a bin of the reconstructed
distribution that are found in the same bin at particle level. The bin purity is greater than 0.75 for the
Higgs boson kinematic and decay observables, and typically greater than 0.6 for the jet variables. It can
be seen that the narrower bins at low pT,4` have a slightly reduced bin purity, as detector resolution e↵ects
result in larger bin migration e↵ects, which is enhanced by the presence of a steep slope.
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Figure 6: Bin-by-bin correction factors and bin purities for (a) the transverse momentum of the four leptons pT,4`
and (b) the number of jets Njets. The bands show the systematic uncertainties in the correction factors, which are
discussed in Section 9. The uncertainties in the bin purity include the detector response and pile-up uncertainties.

The signal, background, and data m4` distributions, as well as the correction factors, are used as input to
a profile-likelihood-ratio fit [112], taking into account all bins of a given distribution and all final states
for the inclusive measurement. The likelihood includes the shape and normalization uncertainties of the
backgrounds and correction factors as nuisance parameters. This allows for correlation of systematic
uncertainties between the background estimates and the correction factors, as well as between bins or
decay channels. The cross sections are extracted for each bin, or final state, by minimizing twice the
negative logarithm of the profile likelihood ratio, �2 ln⇤. In the asymptotic assumption, i.e. the large
sample limit, �2 ln⇤ behaves as a �2 distribution with one degree of freedom. The compatibility of a
measured cross section and a theoretical prediction is evaluated by computing a p-value based on the
di↵erence between the value of �2 ln⇤ at the best-fit value and the value obtained by fixing the cross
sections in all bins to the ones predicted by the theory. These p-values do not include the uncertainties
in the theoretical predictions, which are significantly smaller than the total data uncertainties. Therefore,
they are slightly smaller than they would be with all uncertainties included. For all measured observables
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• Measurements dominated by statistical 
uncertainty 

Channel Statistical Systematic
H ! ZZ

⇤ 15% 7%
H ! �� 16% 7%
H ! WW

⇤ 10% 15%
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Decay variables
• Decay variabels: |cosθ*|, m34 and Δφjj:

‣ Probe JCP of the Higgs boson and BSM sensitivity 

✦ Although statistical higher precision needed 

‣ Sensitivity to Higgs production modes
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Figure 9: Di↵erential fiducial cross sections, for (a) the number of jets Njets, (b) the transverse momentum plead.jet
T

of the leading jet, (c) the invariant mass of the two leading jets mjj, (d) the angle between the two leading jets
in the transverse plane ��jj. The measured cross sections are compared to ggF predictions by NNLOPS and
MG5_aMC@NLO_FxFx, all normalized to the N3LO cross section with the listed K-factors. Predictions for all
other Higgs boson production modes XH are added. The error bars on the data points show the total uncertainties,
while the systematic uncertainties are indicated by the boxes. The shaded bands on the expected cross sections
indicate the PDF and scale uncertainties. The p-values indicating the compatibility of the measurement and the SM
prediction are shown as well. They do not include the systematic uncertainty in the theoretical predictions.
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CMS
• Measured cross sections in good agreement from that measured by CMS
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Figure 10: The measured fiducial cross section as a function of
p

s (top left). The acceptance is
calculated using NNLOPS at

p
s = 13 TeV and HRES [39, 40] at

p
s = 7 and 8 TeV and the total

cross sections and uncertainties are taken from Ref. [34]. The fiducial volume for
p

s = 7 and
8 TeV uses the lepton isolation definition from Ref. [22], while for

p
s = 13 TeV the definition

described in the text is used. The results of the differential cross section measurements are
shown for pT(H) (top right), N(jets) (bottom left) and pT(jet) of the leading associated jet (bot-
tom right). The acceptance and theoretical uncertainties in the differential bins are calculated
using POWHEG and NNLOPS. The subdominant component of the signal (VBF + VH + ttH)
is denoted as XH. In the differential cross section measurement for pT(H), the last bin repre-
sents the integrated cross section for pT(H) > 200 GeV and is scaled by 1/50 for presentation
purposes. No events are observed with pT(H) > 200 GeV.
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Figure 8: Di↵erential fiducial cross sections, for (a) the transverse momentum pT,4` of the Higgs boson, (b) the
absolute value of the rapidity |y4` | of the Higgs boson, (c) the invariant mass of the subleading lepton pair m34,
(d) the magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame with
respect to the beam axis |cos ✓⇤|. The measured cross sections are compared to ggF predictions by NNLOPS,
MG5_aMC@NLO_FxFx, and, for pT,4` and |y4` |, by HRes, all normalized to the N3LO cross section with the listed
K-factors. Predictions for all other Higgs boson production modes XH are added. The error bars on the data points
show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on
the expected cross sections indicate the PDF and scale uncertainties. The p-values indicating the compatibility of
the measurement and the SM prediction are shown as well. They do not include the systematic uncertainty in the
theoretical predictions.
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Interpretation
• m12 vs m34: sensitivity to contact interactions: 
‣ εR, εL and κ:  flavour universal modifiers of the contact 

terms between H, Z and leptons (arXiv:1504.04018)

✦ Angular distributions unaffected: same Lorentz structure 
as SM term. 
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Figure 3: Measured data yields compared to SM Higgs boson signal and background processes for (a) the transverse
momentum of the four leptons pT,4`, (b) the number of jets Njets, (c) the invariant mass of the subleading lepton
pair m34, and (d) the invariant mass of the leading vs the subleading pair m12 vs m34. Figure (d) also includes an
illustration of the chosen bins, as well as the two-dimensional distributions of data and prediction. The error bars
on the data points indicate the statistical uncertainty. The uncertainty in the prediction is shown by the dashed band.
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sistent with dedicated measurements that have shown the Higgs boson to be a scalar particle with even
parity [3, 4].

In Figure 9, the di↵erential fiducial cross sections as a function of Njets, plead.jet
T , mjj, and ��jj are shown.

Agreement between data and theory is still good, but becomes a bit worse for higher jet multiplicities
and higher plead.jet

T , similarly to what was observed in the ATLAS analyses at
p

s = 8 TeV [8, 9, 117].
MG5_aMC@NLO_FxFx describes the jet multiplicities slightly better than NNLOPS. For large values
of mjj and the left bin of the ��jj distribution, the measured cross section is more than twice the predicted
value (⇠2 and ⇠1.5 standard deviations respectively).

Figure 10 presents the di↵erential fiducial cross sections as a function of pT,4` for di↵erent jet multipli-
cities as well as the cross sections measured in regions of the m12 vs m34 distribution. For the latter, the
m12 vs m34 kinematic plane is divided into five regions and projected onto a one-dimensional distribu-
tion, as shown in Figure 3(d). The split into di↵erent jet multiplicities allows one to probe perturbative
QCD calculations for di↵erent production modes. The 0-jet bin is dominated by Higgs boson events
produced through ggF, while the � 2-jet bin is enriched with VBF events. No significant deviation from
the predictions is seen, as indicated by the p-values which reflect the level of agreement for the three jet
bins together, treating them as a two-dimensional distribution. The higher values of the measured cross
sections in the � 2-jet bin reflect the observations in Figure 9(a). The data and the predictions also agree
well for the m12 vs m34 distribution.
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Figure 11: Limits on modified Higgs boson decays within the framework of pseudo-observables [15, 79]. In (a),
the limits are extracted in the plane of "L and "R, which modify the contact terms between the Higgs boson and left-
and right-handed leptons, assuming lepton-flavour universality. In (b), the tested parameters are "L and . The latter
modifies the coupling of the Higgs boson to Z bosons. The allowed observed area at the 95% CL is surrounded by
the red solid line. This can be compared to the SM prediction, which is indicated by the black star and the black
dotted line. The coloured scale indicates the values of �2 ln⇤.

The di↵erential fiducial cross sections can be interpreted in the context of searches for physics beyond
the SM. In the absence of significant deviations from the SM predictions, limits are set on modified Higgs
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Generators used
• gluon gluon fusion production modelled by 

‣ PowHeg Box “NNLOPS” (normalised to N3LO)

‣ Madgraph5_@NLO with FxFx merging scheme (normalised to N3LO)

‣ HRes 2.3 (normalised to N3LO)

•VBF, VH, tt̅ H and bb̅ H  

‣ All normalised to N3LO 

‣ MiNLO for VH and Madgraph5_@NLO for qq̅ H

• BR(H→4ℓ) of 0.0124% at mH=125 GeV 

‣ PROPHECY4F: including NLO QCD and EW corrections. 

• Showering: 

‣ HERWIG++ (with UEEE5 tunes) and Pythia8 (AZNLO tunes)

• PDF:

‣ PDF4LHC NLO PDF for PowHegBox (with NLO merging scheme) 
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Differential cross section
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Classification
• Cut based classification of events into category.

‣ Ex. Jet multiplicity (ggF), mjj for (VBF) and b-tagging (tt̅ H)

• Multivariate analysis (BDT) to discriminate contributions. 

‣ ggF from ZZ*, VBF from ggF, VH(had) from all.  
‣ Variables: pT,4ℓ, KD, ηj, Δηjj, pT,j etc. 
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Figure 5. The observed and expected BDT output distributions in the (a) 0j, (b) 1j-p4ℓT -Low,
(c) 1j-p4ℓT -Med, (d) VBF-enriched-pjT-Low and (e) VH -Had-enriched categories for an integrated
luminosity of 36.1 fb−1 and at

√
s = 13TeV assuming the SM Higgs boson signal with a mass

mH = 125.09 GeV.
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Figure 5. The observed and expected BDT output distributions in the (a) 0j, (b) 1j-p4ℓT -Low,
(c) 1j-p4ℓT -Med, (d) VBF-enriched-pjT-Low and (e) VH -Had-enriched categories for an integrated
luminosity of 36.1 fb−1 and at

√
s = 13TeV assuming the SM Higgs boson signal with a mass

mH = 125.09 GeV.
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Figure 5. The observed and expected BDT output distributions in the (a) 0j, (b) 1j-p4ℓT -Low,
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Strategy
• Cut based classification of events into category.

‣ Ex. Jet multiplicity (ggF), mjj for (VBF) and b-tagging (tt̅ H)

• and multivariate analysis (BDT) to discriminate contributions. 

‣ ggF from ZZ*, VBF from ggF, VH(had) from all.  
‣ Variables: pT,4ℓ, KD, ηj, Δηjj, pT,j etc. 
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Figure 5. The observed and expected BDT output distributions in the (a) 0j, (b) 1j-p4ℓT -Low,
(c) 1j-p4ℓT -Med, (d) VBF-enriched-pjT-Low and (e) VH -Had-enriched categories for an integrated
luminosity of 36.1 fb−1 and at

√
s = 13TeV assuming the SM Higgs boson signal with a mass

mH = 125.09 GeV.
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Classification
• Cut based classification of events into category.

‣ Ex. Jet multiplicity (ggF), mjj for (VBF) and b-tagging (tt̅ H)

• Multivariate analysis (BDT) to discriminate contributions. 

‣ ggF from ZZ*, VBF from ggF, VH(had) from all.  
‣ Variables: pT,4ℓ, KD, ηj, Δηjj, pT,j etc.  

• Detector and theoretical uncertainties
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Production mode

(i) Luminosity 3.2%

(ii) Lepton Identification <2%

(iii)Pileup ~2%

(iv)Jet Energy Scale (3%-7%)

(v) Jet Energy Resolution (2%-4%)

(i) μR and μF about 4% to 30% 

(ii) ggF prediction in NJ categories.

(iii)(BSM only NLO/LO prediction) 
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Results

• Simultaneous fit to all BDT distributions

 77

Production modeTable 9: The observed values of �·BR(H ! Z Z
⇤), the SM expected cross section (�·BR)SM, their ratio

(�·BR)/(�·BR)SM and signal strengths µ in each Stage-0 and reduced Stage-1 production bin for an integrated
luminosity of 36.1 fb�1 and at

p
s = 13 TeV. The bbH contribution is considered as a part of the ggF production

bins. The upper limits correspond to the 95% CL obtained with pseudo-experiments using the CLs method. The
uncertainties are given as (stat.)+(exp.)+(th.) for the Stage 0 and as (stat.)+(syst.) for reduced Stage 1.

Production bin Cross section (pb) (�·BR)/(�·BR)SM µ

Observed SM expected Observed

Stage-0 production bins, |yH | < 2.5

ggF 1.31+0.26
�0.24

+0.09
�0.07±0.05 1.18 ± 0.08 1.11+0.22

�0.20
+0.09
�0.07 1.11+0.22

�0.20
+0.11
�0.08

VBF 0.37+0.15
�0.13±0.03±0.03 0.0928 ± 0.0028 4.0+1.7

�1.4±0.4 4.0+1.7
�1.4

+0.5
�0.4

VH < 0.20 0.053+0.005
�0.003 < 3.7 < 3.8

ttH < 0.12 0.0154+0.0015
�0.0011 < 7.5 < 7.7

Reduced Stage-1 production bins, |yH | < 2.5

ggF-0 j 0.88+0.22
�0.20

+0.09
�0.07 0.73 ± 0.05 1.22+0.30

�0.27
+0.13
�0.09 1.22+0.30

�0.27
+0.16
�0.11

ggF-1 j-pH

T Low 0.08+0.15
�0.12

+0.04
�0.06 0.174 ± 0.025 0.5+0.8

�0.7
+0.3
�0.4 0.5+0.8

�0.7±0.3

ggF-1 j-pH

T Med 0.16+0.11
�0.09

+0.03
�0.01 0.120 ± 0.018 1.3+0.9

�0.7±0.2 1.3+0.9
�0.7

+0.4
�0.2

ggF-1 j-pH

T High 0.03+0.05
�0.04±0.01 0.024 ± 0.005 1.2+2.3

�1.7±0.3 1.3+2.3
�1.7

+0.8
�0.3

ggF-2 j 0.20+0.16
�0.14±0.03 0.137 ± 0.029 1.4+1.2

�1.0±0.2 1.5+1.2
�1.0

+0.7
�0.2

VBF-pj

T Low 0.26+0.18
�0.14

+0.03
�0.02 0.0886 ± 0.0027 3.0+2.0

�1.6
+0.4
�0.2 2.9+2.0

�1.6
+0.4
�0.3

VBF-pj

T High 0.06+0.05
�0.04±0.01 0.0042+0.0002

�0.0004 13+12
�8 ±1 13+12

�8 ±1

VH-Had < 0.20 0.0362+0.0033
�0.0019 < 5.6 < 5.6

VH-Lep < 0.15 0.0166+0.0015
�0.0008 < 9.3 < 9.5

ttH < 0.11 0.0154+0.0015
�0.0011 < 7.1 < 6.9
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Production mode

Production bin Cross section (pb) (�·BR)/(�·BR)SM µ

Observed SM expected Observed

Stage-0 production bins, |yH | < 2.5

ggF 1.31+0.26
�0.24

+0.09
�0.07±0.05 1.18± 0.08 1.11+0.22

�0.20
+0.09
�0.07 1.11+0.22

�0.20
+0.11
�0.08

VBF 0.37+0.15
�0.13±0.03±0.03 0.0928± 0.0028 4.0+1.7

�1.4±0.4 4.0+1.7
�1.4

+0.5
�0.4

VH < 0.20 0.053+0.005
�0.003 < 3.7 < 3.8

ttH < 0.12 0.0154+0.0015
�0.0011 < 7.5 < 7.7

Reduced Stage-1 production bins, |yH | < 2.5

ggF-0j 0.88+0.22
�0.20

+0.09
�0.07 0.73± 0.05 1.22+0.30

�0.27
+0.13
�0.09 1.22+0.30

�0.27
+0.16
�0.11

ggF-1j-pHT Low 0.08+0.15
�0.12

+0.04
�0.06 0.174± 0.025 0.5+0.8

�0.7
+0.3
�0.4 0.5+0.8

�0.7±0.3

ggF-1j-pHT Med 0.16+0.11
�0.09

+0.03
�0.01 0.120± 0.018 1.3+0.9

�0.7±0.2 1.3+0.9
�0.7

+0.4
�0.2

ggF-1j-pHT High 0.03+0.05
�0.04±0.01 0.024± 0.005 1.2+2.3

�1.7±0.3 1.3+2.3
�1.7

+0.8
�0.3

ggF-2j 0.20+0.16
�0.14±0.03 0.137± 0.029 1.4+1.2

�1.0±0.2 1.5+1.2
�1.0

+0.7
�0.2

VBF-pjT Low 0.26+0.18
�0.14

+0.03
�0.02 0.0886± 0.0027 3.0+2.0

�1.6
+0.4
�0.2 2.9+2.0

�1.6
+0.4
�0.3

VBF-pjT High 0.06+0.05
�0.04±0.01 0.0042+0.0002

�0.0004 13+12
�8 ±1 13+12

�8 ±1

VH -Had < 0.20 0.0362+0.0033
�0.0019 < 5.6 < 5.6

VH -Lep < 0.15 0.0166+0.0015
�0.0008 < 9.3 < 9.5

ttH < 0.11 0.0154+0.0015
�0.0011 < 7.1 < 6.9

5 September 2017

H4l and H!! cross sections
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Production mode Observed � ⇥B(H ! ��) [fb] Expected � ⇥B(H ! ��) [fb]

(|yH | < 2.5)

ggH 82+16
�16 (stat.)

+7
�6 (exp.)

+5
�4 (theory) 102+17

�17 (stat.)
+8
�6 (exp.)

+4
�3 (theory)

VBF 17 +4
�4 (stat.)

+2
�2 (exp.)

+2
�2 (theory) 8 +3

�3 (stat.)
+1
�1 (exp.)

+1
�1 (theory)

V H 3 +4
�3 (stat.)

+1
�1 (exp.)

+1
�0 (theory) 5 +4

�3 (stat.)
+1
�1 (exp.)

+0
�0 (theory)

ttH + tH 0.7 +0.8
�0.7 (stat.)

+0.2
�0.1 (exp.)

+0.1
�0.0 (theory) 1.3 +0.9

�0.8 (stat.)
+0.2
�0.1 (exp.)

+0.2
�0.1 (theory)

H➞ZZ*➞4l

H➞!!

0.80

2.1

σ×B/σSM×B
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• Simultaneous fit to all BDT distributions

‣ Extraction of global signal strength (μ=σobs /σexp).

• Extraction of individual category cross sections
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Production mode
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Figure 7: The observed and expected SM values of the cross section ratios �·BR normalized by the SM expectation
(�·BR)SM in the Stage-0 (a) and reduced Stage-1 (b) production bins for an integrated luminosity of 36.1 fb�1 atp

s = 13 TeV. Di�erent colors for the observed results indicate di�erent Higgs boson production modes. The
hashed area indicates that the VH and ttH parameters of interest are constrained to positive values. For visualisation
purposes, the VBF-pj

T High value and the limits for the three reduced Stage 1 production bins VH-Had, VH-Lep
and ttH are divided by a factor of 5 when shown normalized to (�·BR)SM. The yellow vertical band represents the
theory uncertainty on the signal prediction, while the horizontal gray bands represent the expected measurement
uncertainty.

prediction of negative total event yields in the VH-Lep enriched and ttH-enriched categories and allow
for a stable fit configuration. It has been shown that the impact of this constraint on the final fit results is
negligible.

The dominant contribution to the measurement uncertainty in the Stage-0 ggF production bin originates
from the same sources as for the inclusive measurement. In the remaining three Stage-0 production bins,
similar sources of uncertainties are relevant for both the cross section and the signal strength measurements:
the jet energy scale or resolution uncertainties in all production bins and, additionally, jet bin migrations
for the VBF and VH processes. For the reduced Stage-1 categories the dominant cross section uncertainty
is the luminosity and lepton e�ciency measurement for the ggF-0 j and VH-Lep bins and the jet energy
scale or resolution for all other categories. The VBF-pj

T Low bin is additionally a�ected by parton shower
uncertainties, while the finite top quark mass e�ects have a dominant impact on the VBF-pj

T High bin,
together with migrations in the transverse momentum bins. The signal strength measurement of the
reduced Stage-1 ggF processes is additionally strongly a�ected by the theory uncertainties from event
migrations between di�erent jet multiplicity and Higgs boson transverse momentum bins, while parton
shower and QCD scale uncertainties a�ect the remaining reduced Stage-1 production bins.

Figure 8(a) shows the likelihood contours in the (�ggH·BR, �VBF·BR) plane, with the VH and ttH cross
section being profiled in the fit. The compatibility with respect to the Standard Model expectation is
at the level of 2.3�. The cross section results by production mode (Stage 0) can also be interpreted
in the  framework [14, 15] in which coupling modifiers, i, are introduced to parameterize possible
deviations from the SM predictions of the Higgs boson couplings to SM bosons and fermions. One
interesting benchmark allows for two di�erent Higgs boson coupling strength modifiers to fermions and
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is measured in the rapidity range |yH | < 2.5, compared to the SM prediction of
(�·BR)SM ⌘ (�·BR(H ! Z Z

⇤))SM = 1.34 ± 0.06 pb. The data are also interpreted in terms of the
global signal strength, yielding

µ = 1.28+0.18
�0.17(stat.)+0.08

�0.06 (exp.)+0.08
�0.06 (th.) = 1.28+0.21

�0.19. (6)

The measured cross section and signal strength agree with the SM prediction at the level of 1.7� and
1.6�, respectively. The corresponding likelihood scans are shown in Figure 6. The dominant systematic
uncertainty of the cross section measurement is the experimental uncertainty on the luminosity and
lepton e�ciency measurements. The signal strength measurement is additionally equally a�ected by the
theoretical uncertainty of the ggF signal yield due to QCD scale variations. This theory uncertainty on
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Figure 6: The profile likelihood as a function of (a) �·BR(H ! Z Z
⇤) and (b) the inclusive signal strength µ; the

scans are shown both with (solid line) and without (dashed line) systematic uncertainties.

the predicted signal yield is factorised out when expressing the results in terms of the ratio between the
observed and expected cross section times the branching ratio (�·BR)/(�·BR)SM = 1.29+0.20

�0.18, with no
uncertainty assigned to the denominator.

The observed values of �·BR(H ! Z Z
⇤), the SM expected cross section, their ratio and signal strength µ

in each Stage-0 and reduced Stage-1 production bin are shown in Table 9. The corresponding values are
summarized in Figure 7. The bbH production process is treated as a part of the ggF production bins.

All measured Stage-0 and reduced Stage-1 ggF measurements agree with the predictions for the SM Higgs
boson within 1�. Somewhat worse agreement is obtained for the VBF bins due to an observed excess
of events in the two VBF-enriched reconstructed categories. The largest deviation of 2.2� is observed
for the Stage-0 VBF production bin due to an observed excess of events characterised by the presence of
at least two jets and a dijet invariant mass above 120 GeV. Due to the limited number of events in the
VH- and ttH-enriched categories, only upper limits are set on the cross sections and signal strengths for
these production modes. The limits are based on the CLs prescription [112] and derived using pseudo-
experiments. The VH and ttH parameters of interest are constrained to positive values to avoid the fit
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bosons, reflecting the di�erent structure of the interactions of the SM Higgs sector with gauge bosons and
fermions. The universal coupling-strength scale factors F for all fermions and V for all vector bosons
are defined as V = W = Z and F = t = b = c = ⌧ = µ = g. It is assumed that there are no
undetected or invisible Higgs boson decays. The observed likelihood contours in the V � F plane are
shown in Figure 8(b) (only the quadrant F > 0 and V > 0 is shown since this channel is not sensitive to
the relative sign of the two coupling modifiers). The compatibility with the Standard Model expectation
is at the level of 1.4�. A better agreement is observed here compared to the likelihood contours for the
cross section ratios, since the VH production is no longer profiled and the downward fluctuation of data in
the VH-Lep enriched categories compensates for the observed excess in the VBF categories.
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Figure 8: (a) Likelihood contours at 68% CL (dashed line) and 95% CL (solid line) in the (�ggH·BR, �VBF·BR) plane
and (b) likelihood contours in the V � F plane. The best fits to the data (solid cross) and the SM expectations are
also indicated. In (a), the SM expectation is shown together with its theory uncertainty (filled blue elipse), while in
(b) only the central value of the SM expectation (solid blue star) is shown.

9.2 Tensor structure of Higgs boson couplings to vector bosons

In order to probe the tensor structure of the Higgs boson couplings to vector bosons, a likelihood function
is constructed as a product of conditional probabilities over the event yield Nj in each reconstructed
category j,

L(~, ~✓) =
NcategoriesY

j

P
�
Nj |S(~)

j
(~✓) + Bj (~✓)

� ⇥
NnuisanceY

m

Cm(~✓) , (7)

with the set of coupling parameters ~ representing the parameters of interest for a specific hypothesis test.
The expected number of signal events S

(~)
j

(~✓) is parameterized in terms of the SM and BSM couplings

28
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‣ Extraction of global signal strength (μ=σobs /σexp).

• Interpretation with coupling modifiers 
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Production mode
is measured in the rapidity range |yH | < 2.5, compared to the SM prediction of
(�·BR)SM ⌘ (�·BR(H ! Z Z

⇤))SM = 1.34 ± 0.06 pb. The data are also interpreted in terms of the
global signal strength, yielding

µ = 1.28+0.18
�0.17(stat.)+0.08

�0.06 (exp.)+0.08
�0.06 (th.) = 1.28+0.21

�0.19. (6)

The measured cross section and signal strength agree with the SM prediction at the level of 1.7� and
1.6�, respectively. The corresponding likelihood scans are shown in Figure 6. The dominant systematic
uncertainty of the cross section measurement is the experimental uncertainty on the luminosity and
lepton e�ciency measurements. The signal strength measurement is additionally equally a�ected by the
theoretical uncertainty of the ggF signal yield due to QCD scale variations. This theory uncertainty on
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Figure 6: The profile likelihood as a function of (a) �·BR(H ! Z Z
⇤) and (b) the inclusive signal strength µ; the

scans are shown both with (solid line) and without (dashed line) systematic uncertainties.

the predicted signal yield is factorised out when expressing the results in terms of the ratio between the
observed and expected cross section times the branching ratio (�·BR)/(�·BR)SM = 1.29+0.20

�0.18, with no
uncertainty assigned to the denominator.

The observed values of �·BR(H ! Z Z
⇤), the SM expected cross section, their ratio and signal strength µ

in each Stage-0 and reduced Stage-1 production bin are shown in Table 9. The corresponding values are
summarized in Figure 7. The bbH production process is treated as a part of the ggF production bins.

All measured Stage-0 and reduced Stage-1 ggF measurements agree with the predictions for the SM Higgs
boson within 1�. Somewhat worse agreement is obtained for the VBF bins due to an observed excess
of events in the two VBF-enriched reconstructed categories. The largest deviation of 2.2� is observed
for the Stage-0 VBF production bin due to an observed excess of events characterised by the presence of
at least two jets and a dijet invariant mass above 120 GeV. Due to the limited number of events in the
VH- and ttH-enriched categories, only upper limits are set on the cross sections and signal strengths for
these production modes. The limits are based on the CLs prescription [112] and derived using pseudo-
experiments. The VH and ttH parameters of interest are constrained to positive values to avoid the fit
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bosons, reflecting the di�erent structure of the interactions of the SM Higgs sector with gauge bosons and
fermions. The universal coupling-strength scale factors F for all fermions and V for all vector bosons
are defined as V = W = Z and F = t = b = c = ⌧ = µ = g. It is assumed that there are no
undetected or invisible Higgs boson decays. The observed likelihood contours in the V � F plane are
shown in Figure 8(b) (only the quadrant F > 0 and V > 0 is shown since this channel is not sensitive to
the relative sign of the two coupling modifiers). The compatibility with the Standard Model expectation
is at the level of 1.4�. A better agreement is observed here compared to the likelihood contours for the
cross section ratios, since the VH production is no longer profiled and the downward fluctuation of data in
the VH-Lep enriched categories compensates for the observed excess in the VBF categories.
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Figure 8: (a) Likelihood contours at 68% CL (dashed line) and 95% CL (solid line) in the (�ggH·BR, �VBF·BR) plane
and (b) likelihood contours in the V � F plane. The best fits to the data (solid cross) and the SM expectations are
also indicated. In (a), the SM expectation is shown together with its theory uncertainty (filled blue elipse), while in
(b) only the central value of the SM expectation (solid blue star) is shown.

9.2 Tensor structure of Higgs boson couplings to vector bosons

In order to probe the tensor structure of the Higgs boson couplings to vector bosons, a likelihood function
is constructed as a product of conditional probabilities over the event yield Nj in each reconstructed
category j,

L(~, ~✓) =
NcategoriesY

j

P
�
Nj |S(~)

j
(~✓) + Bj (~✓)

� ⇥
NnuisanceY

m

Cm(~✓) , (7)

with the set of coupling parameters ~ representing the parameters of interest for a specific hypothesis test.
The expected number of signal events S

(~)
j

(~✓) is parameterized in terms of the SM and BSM couplings
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bosons, reflecting the di�erent structure of the interactions of the SM Higgs sector with gauge bosons and
fermions. The universal coupling-strength scale factors F for all fermions and V for all vector bosons
are defined as V = W = Z and F = t = b = c = ⌧ = µ = g. It is assumed that there are no
undetected or invisible Higgs boson decays. The observed likelihood contours in the V � F plane are
shown in Figure 8(b) (only the quadrant F > 0 and V > 0 is shown since this channel is not sensitive to
the relative sign of the two coupling modifiers). The compatibility with the Standard Model expectation
is at the level of 1.4�. A better agreement is observed here compared to the likelihood contours for the
cross section ratios, since the VH production is no longer profiled and the downward fluctuation of data in
the VH-Lep enriched categories compensates for the observed excess in the VBF categories.
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Figure 8: (a) Likelihood contours at 68% CL (dashed line) and 95% CL (solid line) in the (�ggH·BR, �VBF·BR) plane
and (b) likelihood contours in the V � F plane. The best fits to the data (solid cross) and the SM expectations are
also indicated. In (a), the SM expectation is shown together with its theory uncertainty (filled blue elipse), while in
(b) only the central value of the SM expectation (solid blue star) is shown.

9.2 Tensor structure of Higgs boson couplings to vector bosons

In order to probe the tensor structure of the Higgs boson couplings to vector bosons, a likelihood function
is constructed as a product of conditional probabilities over the event yield Nj in each reconstructed
category j,

L(~, ~✓) =
NcategoriesY

j

P
�
Nj |S(~)

j
(~✓) + Bj (~✓)

� ⇥
NnuisanceY

m

Cm(~✓) , (7)

with the set of coupling parameters ~ representing the parameters of interest for a specific hypothesis test.
The expected number of signal events S

(~)
j

(~✓) is parameterized in terms of the SM and BSM couplings

28
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Tensor structure probe
• Using the Higgs characterisation model Lagrangian 

‣ Effective field theory which assumes no new physics below Λ = 1 TeV  
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(VBF-pj

T Low and VBF-pj

T High, respectively). The former bin is expected to be dominated by SM-like
events, while the latter is sensitive to potential BSM contributions. For VH production, separate bins with
hadronically (VH-Had) and leptonically (VH-Lep) decaying vector bosons are considered. The leptonic
V boson decays include the decays into ⌧ leptons and into neutrino pairs. The ttH production bin remains
the same as for Stage 0.

Figure 1 also summarizes the corresponding categories of reconstructed events in which the cross section
measurements are performed and which will be described in more detail in Section 5. There is a dedicated
reconstructed event category for each production bin except for ggF-2 j. This process contributes strongly
in all reconstructed categories containing events with at least two jets and can therefore be measured in
these categories.

3.2 Tensor structure of Higgs boson couplings

In order to study the tensor structure of the Higgs boson couplings, interactions of the Higgs boson with
SM particles are described in terms of the e�ective Lagrangian of the Higgs characterisation model [23],

LV

0 =
⇢
SM

f
1
2gHZZ ZµZ

µ + gHWWW
+
µ W

�µ
g

� 1
4

f
HgggHggG

a

µ⌫G
a,µ⌫ + tan ↵AgggAggG

a

µ⌫G̃
a,µ⌫

g
�1

4
1
⇤

f
HZZ Zµ⌫Z

µ⌫ + tan ↵AZZ Zµ⌫ Z̃
µ⌫
g

� 1
2

1
⇤

f
HWWW

+
µ⌫W

�µ⌫ + tan ↵AWWW
+
µ⌫W̃

�µ⌫
g �
X0. (1)

The model is based on an e�ective field theory description assuming that there are no new BSM particles
below the energy scale ⇤. The cuto� scale ⇤ is set to 1 TeV supported by the current experimental results
showing no evidence for new physics below this scale. The notation of Equation (1) follows the notation
of Equation (2.4) in Ref. [23] with the di�erence that the dimensional coupling parameters  are redefined
by dividing them by cos ↵, where ↵ is the mixing angle of the 0+ and 0� CP states implying CP-violation
for ↵ , 0 and ↵ , ⇡. In this way, the coupling parameters SM and Hgg are directly proportional to the
strength of the SM Higgs boson interaction with vector bosons and gluons, respectively. The prediction
for the SM Higgs boson is given by SM = 1 and Hgg = 1 if the values of the BSM couplings are zero.
In this analysis, only the e�ective Lagrangian terms with coupling parameters HVV , AVV and Agg are
considered as possible BSM admixtures to the corresponding SM-like interactions. These terms describe
the CP-even (scalar) and CP-odd (pseudo-scalar) BSM interaction with vector bosons and the CP-odd
BSM interaction with gluons, respectively. The BSM couplings are assumed to be the same for W and
Z bosons (i.e. HWW = HZZ ⌘ HVV and AWW = AZZ ⌘ AVV ). The value of ↵ is arbitrarily set
to 45 degrees such that the CP-odd couplings can be more simply denoted as AVV tan ↵ ) AVV and
Agg tan ↵ ) Agg.

In Run-1 [11], the Higgs-related BSM interactions with heavy vector bosons were studied only in Higgs
boson decays. In this analysis, the impact of BSM contributions on both the decay rates and the production
cross sections in di�erent production modes is taken into account. The HVV and AVV parameters
contribute the most to VH and VBF Higgs boson production in the four-lepton decay mode since the
coupling is present in both the production and decay vertices. The Agg parameter mostly a�ects the ggF
production.

5

Standard Model modifiers (κSM =κHgg=1)

CP odd (κAZZ) and CP even  (κHZZ) components of vector boson interaction

BSM gluon gluon fusion modifiers (κAgg)

• Extraction from events counts 

‣ With additional split of  VH hadronic at pT,4ℓ = 150 GeV.  

‣ Allow only of κAZZ, κHZZ and κAgg to vary. 
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Results
• Likelihood models from interpolation between SM and BSM components

• No indications of new 
physics:

‣ Excess in VBF production 
explains the non zero values 
for the κ values.

✦ Interferes with SM 
assumption
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Figure 9: Observed (solid black line) and SM expected (dashed blue line) negative log-likelihood scans for (a) Agg,
(b) HVV and (c) AVV coupling parameters using 36.1 fb�1 of data at

p
s = 13 TeV. The horizontal lines indicate the

value of the profile likelihood ratio corresponding to the 68% and 95% confidence level intervals for the parameter
of interest, assuming the asymptotic �2 distribution of the test statistic.
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two-dimensional negative log-likelihood scan. The results are shown in Figure 10 and summarized in
Table 11.
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Figure 10: Observed (black) and SM expected (blue) contours of the two-dimensional negative log-likelihood scans
at 95% CL for the HVV and AVV coupling parameters with 36.1 fb�1 of data at

p
s = 13 TeV. The coupling Hgg

is fixed to the SM value of 1 in the fit. The coupling SM is fixed to the SM value of 1 (a) or left as a free parameter
of the fit (b).

Table 11: The best-fit coupling values and corresponding deviation from the SM expectation, as obtained from the
two-dimensional HVV - AVV negative log-likelihood scans performed with 36.1 fb�1 of data at

p
s = 13 TeV.

Fit configuration Best-fit ̂HVV Best-fit ̂AVV Best-fit ̂SM Deviation from SM
Hgg = 1, SM = 1 2.9 ±0.5 - 1.9�
Hgg = 1, SM free 2.1 ±0.3 1.7 1.2�

The best-fit value ̂HVV obtained from the two-dimensional scan is similar to the one obtained in the
one-dimensional scan. The value of ̂AVV from the two-dimensional scan is closer to the SM expectation
compared to the corresponding value from the one-dimensional scan. The obtained result is compatible
with the SM prediction within 2�.

The coupling parameter Agg has also been probed directly by the cross sections measured in the reduced
Stage-1 production bins. The largest sensitivity to this coupling is obtained from the ggF-0 j production
bin. Here one can neglect the impact of the BSM gluon coupling on the BDTggF observable that is
based solely on the Higgs boson decay topology. The cross section dependence on the BSM coupling
is parameterized using simulated M��G����5_�MC@NLO samples and fitted to the measured values.
The fit results agree with those presented in Table 10.
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