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Example: The ATLAS detector

46 m

25 m

✓ Weights 7 ktonnes (         )
✓ 2-4 T superconducting magnets
✓ Position of particles recorded               

with an accuracy of O(10 μm)
✓ 100 M channels

✓ 1 Giga collisions/second
✓ 1000 events/second stored
✓ 500 PB data on disk & tape
✓ 0.5 M CPU cores used 24/7

✓ 20 billion events collected (2015-2018)

in numbers
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ATLAS
Collaboration

180 institutions (235 institutes) from 38 countries

Argentina
Armenia
Australia
Austria
Azerbaijan
Belarus
Brazil
Canada
Chile
China
Colombia
Czech Republic
Denmark
France
Georgia
Germany
Greece
Israel
Italy
Japan

Morocco
Netherlands
Norway
Poland
Portugal
Romania
Russia
Serbia
Slovakia
Slovenia
South Africa
Spain
Sweden
Switzerland
Taiwan
Turkey
UK
USA
CERN
JINR

Status: October 2020

The ATLAS Collaboration

180

20 
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ATLAS cavern Toroidal magnets Calorimeter Pixel tracker

Silicon strip tracker endcap Silicon strip tracker assembly Silicon strip tracker installation

Innermost pixel tracker installation

2006

2014

2004

(Aspects relevant for all LHC detectors)
§ Fast and radiation hard sensors 
§ Stability and accuracy of constructed structures
§ Extremely fast readout systems for low latency 

processing
§ Computing infrastructure to process enormous amounts 

of dataTrigger CPU farm



The CMS Collaboration

180

51

229

1100

2100

40 
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Pixels, Silicon Microstrips
BPIX Phase 0 and Phase I ETH/PSI/UZH

Superconducting Coil 
E&I center ETH 

CH Contributions 

BPIX Phase-0 
installation 2008

BPIX Phase-1 
installation 2017

76000 PbWO4 crystals ETH/PSI
EM Calorimeter



The LHCb Collaboration

180

19

87 

1500
Members  

20 
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Tracker Turicensis
Runs 1–2

Upstream Tracker
Run 3

SciFi Tracker
Run 3

SciFi Tracker
Run 3

Inner Tracker
Runs 1–2  

Inner Tracker
Runs 1–2  

Dipole magnet

+ novel real-time processing 
approach that employs a 
hybrid CPU-GPU solution
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0.5 1 1.5
KR

-1LHCb 9 fb
4c/2 < 6.0 GeV2q1.1 < 

Belle
4c/2 < 6.0 GeV2q1.0 < 

BaBar
4c/2 < 8.12 GeV2q0.1 < 

Is new physics around the corner?

Test of “lepton universality”

17



MeV GeV TeV

1

10-3

10-6

Known physics Strongly interacting 
heavy particles

Weakly interacting 
light particles

LHC 
Physics

Co
up
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(𝝐
)

Mass of new particle (m)

Improve instrumentation / diversify experimental methods

Get more data

Look at higher energies
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BEAM 
INJECTION CHAIN

LARGE HADRON 
COLLIDER

PARTICLE BEAMS

PARTICLE 
COLLISIONS

ATLAS

Installation completed 
in March 2021!

FASER
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BEAM 
INJECTION CHAIN

LARGE HADRON 
COLLIDER

PARTICLE BEAMS

ATLAS

Construction completed, 
installation after test-beam

SND@LHC



BEAM 
INJECTION CHAIN

NA64

NA64
22



23
Experimental Facility:

The Neutrino 
Platform

Pathway for neutrino experiments
in the US (DUNE) and Japan (T2K/HyperK)
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BEAM 
INJECTION CHAIN

Antiproton 
decelerator

ELENA

BASE, 
GBAR

Explorations of the properties of 

anti-matter

ELENA : Extra Low ENergy Antiproton
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A bit of history
using CMS as an example

Approval of project

R&D

First physics data

Higgs Discovery

Nobel Prize

More data
to probe rare phenomena

& Unravel 
Nature’s secrets

1993

1993 -
2005

2010

2012

2013

Since then

26



12 000 tracks in 
the tracker acceptance!

Unprecedented challenges : 
- amounts of radiation
- data rates 
- data volume

Development of :
- radiation hard detectors
- fast electronics 
- new detection methods, e.g. use of timing
- new software & computing approaches

Required HL-LHC detector upgrades
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Thank You!
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1 out of 20 billion events! 
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Up  to this point: 
only 10% of the data 
planned for the 
lifetime of the LHC!
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Up  to this point: 
only 10% of the data 
planned for the 
lifetime of the LHC!
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T2K near detector upgrade Time of Flight

Mechanics

Novel detectors
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— Why are there three families of 
quarks and leptons? 

— What is the origin of the 
different quark and lepton masses?

— Is there a further substructure 
of fundamental particles? 

— Are there more fundamental 
forces at the microscopic level?

— What is the nature of the Higgs 
boson? 
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Detector Trigger

2.5 μs ~0.3 s

Signal

Relevant quantity

# 
ev

en
ts

Signal

Background

Theory / Simulations
Publication

Data analysis

Reconstruction

An event’s lifetime
Calibration

Month(s) - Year(s)

Year(s)

Year(s)

Day(s) - Month(s)

Every 25 ns
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Why?        Guarantee openness and preservation of experimental data

Peer-reviewed publications
• Open Access
• Followed by detailed data related to 

the results, available at hepdata.net
• Purpose: Communicate results and 

maximize their scientific value

Data for outreach and education
• Selected and formatted (“light”) datasets
• Examples available in Jupyter notebooks
• Used in university classes, in growing numbers
• Purpose: Maximize educational impact

Reconstructed & calibrated data
• Followed by related metadata
• Accompanied by appropriate 

simulated data samples
• Purpose: Algorithmic, performance 

and physics studies

More info: https://atlas.cern/resources/opendata

New open data policy in support of open science from CERN & the LHC experiments
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Google	
searches
98	PB

LHC	Science	
data

~200	PB
SKA	Phase	1	–

2023
~300	PB/year	
science	data

HL-LHC	– 2026
~600	PB	Raw	data

HL-LHC	– 2026
~1	EB	Physics	data

SKA	Phase	2	– mid-2020’s
~1	EB	science	data

LHC	– 2016
50	PB	raw	data

Facebook	
uploads
180	PB

Google
Internet	archive
~15	EB

Yearly	data	volumes

Few years old already 
E.g. by now google is 

at least 3-5x larger!
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Proton bunches
>1011 protons/bunch

(colliding at ~30MHz in Run2)
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Up to 60 p-p collisions / bunch crossing
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LHC: ~ 30 evts/x-ing HL-LHC: ~ 140-200 evts/x-ing
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A Z→ll candidate produced with 65 reconstructed proton-proton collisions. 
100 MeV tracks

1 GeV tracks
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Triggering on physics

30 MHz

LHC collisions

~100 kHz ~1 kHz

HLTL1
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RK

• RK : how often a B+ meson decays to a charged kaon and either a positive and a 
negatively charge muon (K+μ+μ-) or a positron-electron pair (K+e+e-). 

• These decays are extremely rare, occurring at a rate of only one in two million 
B+ meson decays. 

Standard Model New physics example
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1 ouT of 1 billion events! 
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C. Rubbia @ The 50th Anniversary of Hadron Colliders at CERN
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Spokesperson
(Two deputies)

Upgrade 
coordinator

Collaboration 
board

Resources 
review board

ATLAS plenary 
meeting

Technical 
coordinator

Resources 
coordinator

Executive board

Inner detector LAr
calorimeter

Tile 
calorimeter Muon Forward Trigger/DAQ

Trigger 
Coordination

Physics 
Coordination

Computing 
Coordination

Data prep. 
Coordination

Run 
Coordination

Publications 
committee

SUSY Exotics Higgs Upgrade …
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• Most reliable and cost-effective technology for 
large-scale archiving

• Data stored there infinitely

• Data for initial processing 
• Copies for further processing / user analysis
• Data in disks gets staged from tape, on demand

• Mainly GRID
• About 400k cores

• Mostly for RnD
• Few 10s

• Online farm, 100k cores
• High Performance Computers, primarily in the US
• Volunteer computing (see later talk)

Hardware

Nvidia 
GeForce

Tape (at CERN)  
about 270 PB 

Disk
about 200 PB 

St
or

ag
e

Pr
oc

es
sin

g 
po

w
er CPUs

GPUs

Opportunistic 
resources

Also considering for the future: 
FPGA accelerators

Magnetic tapes, retrieved by robotic 
arms, are used for long-term storage

1965
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Software
• All software organized in packages in Git. For example:

• https://gitlab.cern.ch/atlas/athena

• All software open source, copyrighted and licenced (Apache 2)
• “Copyright (C) 2002-2020 CERN for the benefit of the ATLAS collaboration”
• For open use – but also for crediting developers who move out of academia

• Thorough tracking of software developments a key of success
• Via the Jira software, supported by CERN IT
• Multiple releases exist for merging of new code with existing one
• Automated tools run nightly to verify code sanity  & performance
• Globally the software projects are coordinated with careful planning

• Software Tools
• Databases
• Analysis tools: ROOT is the workhorse!

• Analysis-specific software developed by teams available to whole collaboration!
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NA64
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