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Executive Summary

Nik and André: Rewrite executive summary
once rest of document is finished

We propose an experiment (Mu3e) to search for
the lepton flavour violating (LFV) decay µ+ →
e+e−e+. We aim for an ultimate sensitivity of
one in 1016 µ-decays, four orders of magnitude
better than previous searches. This sensitivity is
made possible by exploiting modern silicon pixel
detectors providing high spatial resolution and ho-
doscopes using scintillating fibres and tiles pro-
viding precise timing information at high particle
rates.

Existing beamlines available at PSI providing
rates of order 108 muons per second allow to test
for the decay µ+ → e+e−e+ in one of 1015 muon
decays. In a first phase of the experiment, we plan
to make use of this and establish the experimen-
tal technique whilst at the same time pushing the
sensitivity by three orders of magnitude.

The installation of a new muon beamline at the
spallation neutron source is currently under dis-
cussion at PSI. Such a High Intensity Muon Beam
(HiMB) will provide intensities in excess of 109

muons per second, which in turn are required to
reach the aimed sensitivity of B(µ+ → e+e−e+) ∼
10−16.

The proposed experiment is highly complemen-
tary to other LFV searches for physics beyond
the standard model, i.e. direct searches performed
at the Large Hadron Collider (LHC) and indi-
rected searches in the decay of taus and muons,
such as the decay µ+ → e+γ, which is the sub-
ject of the MEG experiment currently in oper-
ation at PSI. The proposed experiment for the
search µ+ → e+e−e+ will test lepton flavour vi-
olating models of physics beyond the Standard
Model with unprecedented sensitivity.

This sensitivity is experimentally achieved by a
novel experimental design exploiting silicon pixel

detectors based on High Voltage Monolithic Ac-
tive Pixel Sensors (HV-MAPS). This technology
provides high granularity, important for precision
tracking and vertexing, and allows one to signif-
icantly reduce the material budget by thinning
down the sensors and by integrating the hit digi-
tisation and readout circuitry in the sensor itself.
The detector geometry is optimized to reach the
highest possible momentum resolution in a mul-
tiple Coulomb scattering environment, which is
needed to suppress the dominating background
from the radiative muon decay with internal con-
version, µ → eeeνν̄. The time information of the
decay electrons1, obtained from the pixel detector
is further improved by a time-of-flight system con-
sisting of a scintillating fiber hodoscope and tiles
with Silicon Photo-Multipliers (SiPM) for light
detection. By combining both detector systems
accidental background can be reduced below the
aimed sensitivity of B(µ+ → e+e−e+) ∼ 10−16.

We will complete the sensor development and
start constructing the detector in 2013, in or-
der to be ready for first exploratory data tak-
ing at an existing beam line with a first min-
imal detector setup in 2015. A detector capa-
ble of taking data rates of order 108 muons per
second and capable of reaching a sensitivity of
B(µ+ → e+e−e+) ∼ 10−15 will be available in
2016. This Phase I detector is the main focus of
this proposal.

In Phase II, beyond 2017, the experiment will
reach the ultimate sensitivity by exploiting a pos-
sible new high intensity muon beamline with an
intensity of > 2 · 109 muons per second. In the
absence of a signal, LFV muon decays can then

1Here and in the following, the term “electron” denotes
generically both decay electrons and positrons.
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be excluded for B(µ+ → e+e−e+)< 10−16 at 90 %
confidence level.

11



Part I

Introduction

12



Chapter 1

The Decay µ → eee

The Mu3e experiment is designed to detect the
decay µ → eee with a high efficiency and at the
same time suppress backgrounds mimicking the
signal by many orders of magnitude. For the
physics motivation and theory predictions, please
consult the Mu3e letter of intent [1] and research
proposal [2]. The present chapter describes the
kinematics of the signal and the studied back-
ground sources.

1.1 Kinematics

The decay µ → eee is assumed to proceed
promptly. For discriminating signal and back-
ground, energy and momentum conservation can
be exploited. The vectorial sum of all decay par-
ticle momenta ~pi should vanish:

|~ptot| =
∣

∣

∣

∑

~pi

∣

∣

∣
= 0 (1.1)

and the total energy has to be equal to the muon
mass:

Etot =
∑

Ei = mµ. (1.2)

The energies of the decay electrons (positrons)
range from the electron mass up to half the muon
mass, which is about 53 MeV. All decay particles
must lie in a plane. Therefore, the decay is de-
scribed by two independent variables in addition
to three global rotation angles describing the ori-
entation in space.

1.2 Modelling of the signal

The decay dynamics for the µ → eee signal are
dependent on the unknown lepton flavour violat-
ing mechanism. We typically assume a phase-
space distribution for the signal electrons in our
simulations, if not otherwise stated. In order
to study effects of different decay dynamics, we
utilise the general parametrized Lagrangian pro-
posed by Kuno and Okada [3]:

Lµ→eee =
4GF

2
[mµAR µRσµνeLFµν

+ mµAL µLσµνeRFµν

+ g1 (µReL) (eReL)

+ g2 (µLeR) (eLeR)

+ g3 (µRγµeR) (eRγµeR)

+ g4 (µLγµeL) (eLγµeL)

+ g5 (µRγµeR) (eLγµeL)

+ g6 (µLγµeL) (eRγµeR) + H.c. ]

(1.3)

The form factors AR,L describe tensor type
(dipole) couplings, mostly acquiring contributions
from the photon penguin diagram, whereas the
scalar-type (g1,2) and vector-type (g3 − g6) form
factors can be regarded as four fermion contact in-
teractions, to which the tree diagram contributes
in leading order. We generate different signal
models by varying the relative strengths of the
AR,L and g3 − g6 parameters.

13
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Figure 1.1: Energy distribution of the highest energy positron in the decay µ+ → e+e−e+ for different
effective LFV models. The black line corresponds to pure dipole and the red and blue line to pure
four-fermion contact interaction models (no penguin contribution) whereas the other lines correspond to
a mixture of dipole and vector interactions. Based on [3].
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Figure 1.2: Acceptance of the lowest energy decay positron in the decay µ+ → e+e−e+ for different
effective LFV models as function of energy. The black line corresponds to pure dipole and the red and
blue line to pure four-fermion contact interaction models (no penguin contribution) whereas the other
lines correspond to a mixture of dipole and vector interactions. Based on [3].

1.3 Detector Acceptance

The acceptance of the proposed µ → eee experi-
ment is determined by its geometrical acceptance
and energy coverage. For various coupling as-

sumptions about the LFV amplitude, the energy
spectrum of the decay particle with the highest
energy Emax is shown in Figure 1.1, and the ac-
ceptance for the decay particle with the lowest en-
ergy Emin in Figure 1.2, respectively. In order to

14
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Figure 1.3: Integrated branching fraction of the
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nal conversion decays (blue line) and those with
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element was taken from [4].
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Figure 1.4: Energy spectrum of all electrons from
internal conversion decays.

achieve a high acceptance, the detector must be
able to reconstruct tracks with momenta ranging
from half the muon mass down to a few MeV with
large solid angle coverage.

1.4 Backgrounds

The final sensitivity of the proposed experiment
depends on the ability to reduce backgrounds from
various sources. Two categories of backgrounds
are considered; irreducible backgrounds, such as
µ+ → e+e−e+νν̄, whose suppression strongly de-
pends on the resolution of the detector, and acci-
dental backgrounds that scale linearly or with the
square of the beam intensity.

In the following sections, the main background
sources considered are discussed.
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Figure 1.5: Energy spectrum of the electron or
positron with minimum energy from internal con-
version decays.
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Figure 1.6: Invariant masses of the two possible
e+e− combinations for internal conversion decays.
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with a visible mass above 90 MeV and the elec-
trons and positrons in the detector acceptance
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1.4.1 Internal Conversions

The decay µ → eeeνν occurs with a branching
fraction of 3.4 · 10−5 [5]. It can be distinguished
from the µ → eee process by making use of en-
ergy and momentum conservation to reconstruct

15



The phase I Mu3e Experiment

the undetected neutrinos; in order to separate the
µ → eee events from µ → eeeνν events, the total
momentum in the event is required to be zero and
the energy equal to the muon rest energy. The
branching fraction as a function of the energy cut
of the µ → eeeνν process [4] is shown in Fig-
ure 1.3. Figures. 1.4 and 1.5 show the energy spec-
trum of all and the lowest energy electron from
internal conversion decays, Figs. 1.6 and 1.7 the
invariant masses of e+e− combinations calculated
with the matrix element from [4]. This process
is the most serious background for the µ → eee
search and can only be resolved by a very good
energy resolution.

1.4.2 Michel Decays

Using a beam of positive muons, one of the
main processes contributing to accidental back-
ground is that of the ordinary Michel decay µ+ →
e+νν̄. This process does not produce a nega-
tively charged particle (electron), which is one of
the main characteristics of the µ+ → e+e−e+ de-
cay. Therefore, it can only contribute as potential
background on its own if a track is wrongly recon-
structed, or in combination with other processes
that “naturally” provide negatively charged tracks
(electrons), such as radiative decays with internal
or external photon conversions or Bhabha scatter-
ing.

1.4.3 Radiative Muon Decays

The process µ+ → e+γνν̄ (branching fraction
1.4 · 10−2 for photon energies above 10 MeV [6])
can deliver an oppositely charged electron if the
photon converts either in the target region or in
the detector. Contributions from conversions out-
side of the target are greatly suppressed if a vertex
constraint is applied and by minimizing the ma-
terial in both the target and detector. Photon
conversion in the target generates an event topol-
ogy similar to the radiative decay with internal
conversion µ → eeeνν, which is discussed above.

Due to the missing energy from the neutrinos,
this process mainly contributes to the acciden-

tal background in combination with an ordinary
muon decay.

1.4.4 Bhabha Scattering

Positrons from the ordinary muon decay or beam-
positrons can undergo Bhabha scattering with
electrons in the target material, leading to an
electron-positron pair from a common vertex. In
combination with a positron from an ordinary
muon decay, the electron-positron pair can mimic
a signal decay. In addition, Bhabha scattering
is the main source of electrons for combinato-
rial background involving two Michel decays. The
amount of Bhabha scattering can (and has to be)
reduced by minimizing the amount and the aver-
age atomic number Z of the material in the target.

1.4.5 Pion decays

Certain decays of pions, especially π → eeeν
(branching fraction 3.2 · 10−9 [7]) and π → µγν
(branching fraction 2.0 · 10−4 [8]) with subsequent
photon conversion are indistinguishable from sig-
nal events if the momenta of the final state parti-
cles fit the muon mass hypothesis; a low pion con-
tamination of the primary beam (estimated to be
in the order of 10−12 for the high intensity beam-
line), the small branching fraction and the small
slice of the momentum is assumed to lead to neg-
ligible rates in the kinematic region of interest.

1.4.6 Summary of Background Sources

First simulation studies have been performed to
calculate the different background contributions.
For the phase Ia experiment (see chapter 3 for the
phases of the experiment), rates are low enough
that accidental backgrounds do not play a large
role and µ → eeeνν is the main worry, also due to
the limited tracking performance. In the phase Ib
experiment, the situation is reversed; µ → eeeνν
can be well suppressed by the improved tracking
and the main background is an electron positron
pair from Bhabha scattering combined with a
positron from a Michel decay.
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Chapter 2

Requirements for Mu3e

2.1 Goals of the Experiment

The goal of the Mu3e experiment is to observe the
process µ → eee if its branching fraction is larger
than 10−16 or otherwise to exclude a branching
fraction of > 10−16 at the 90 % certainty level.
In order to achieve these goals, > 8 · 1016 muon
decays have to be observed1 and any background
mimicking the signal process has to be suppressed
to below the 10−16 level. The additional require-
ment of achieving these goals within a reasonable
measurement time of one year of data taking dic-
tates a muon stopping rate of 2 · 109 Hz and a high
geometrical acceptance and efficiency of the exper-
iment.

The currently best source of low-energy muons
in the world, the πE5 beam line at PSI, provides
muon rates up to 1 · 108 Hz. Higher intensities are
possible and currently under study in the high in-
tensity muon beam (HiMB) project, will however
not be available before 2020. In order to establish
the novel technologies for Mu3e, set first compet-
itive limits and prepare for the very high inten-
sity running, we plan to run a phase I experiment
at πE5, making best possible use of the available
rates. The present document describes the techni-
cal design of this phase I detector. Both the phase
II experiment for HiMB and a phase 0 technology
demonstration to be run at the earliest time pos-
sible will be described in separate documents.

The phase I experiment in turn is split into
phase Ia with the central tracking system only and
a rate capability of about 1 · 107 Hz and phase Ib

1Assuming a total efficiency of 20 %.

including additional tracking and fibre and tile
timing systems for running at 1 · 108 Hz.

The requirements for the phase I experiment
outlined below are based on a sensitivity of
5 · 10−15 on the branching fraction, which would
require > 3 · 1015 stopped muons2 or 3 · 107 s
(360 days) of run time at 1 · 108 Hz stopping rate.

2.2 Challenges for the Experiment

2.2.1 Backgrounds

There are two kinds of backgrounds: Overlays of
different processes producing three tracks resem-
bling a µ → eee decay (accidental background)
and radiative decays with internal conversion (in-
ternal conversion background) with a small en-
ergy fraction carried away by the neutrinos. Ac-
cidental background has to be suppressed via
vertexing, timing and momentum measurement,
whereas momentum measurement is the only han-
dle on internal conversion.

Accidental background requires an electron
track combined with two positron tracks. The
main source of electron tracks is Bhabha scat-
tering of muon decay positrons with electrons in
the stopping target material. This background
can be reduced by minimizing the material in the
stopping target, which also helps against electrons
from photon conversion or Compton scattering.

In order to suppress fake electron tracks from
the recurling part of a positron track, a reliable

2Nrequired = 2.3/(s · ǫ) for a sensitivity s and a total
efficiency ǫ ≈ 15 % (phase I)
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Figure 2.1: Contamination of the signal region
(one sided cut) with internal conversion events as
a function of momentum sum resolution.

determination of the direction of motion of par-
ticles is necessary, which can be achieved by a
combination of accurate curvature measurements
combined with repeated timing measurements.

2.2.2 Geometric acceptance

For a three-body decay with a priori unknown
kinematics such as µ → eee, the acceptance has to
be as high as possible in order to test new physics
in all regions of phase space. There are two kinds
of acceptance losses, losses of tracks downstream
or upstream, where beam entry and exit prevent
instrumentation, and losses of low transverse mo-
mentum tracks, which do not transverse a suffi-
cient number of detector planes, and are not re-
constructed.

2.2.3 Rate capability

The phase I Mu3e detector should be capable of
running with 1 · 108 Hz of muon decays. This
poses challenges for the detectors, the data ac-
quisition and the readout.

2.2.4 Momentum resolution

The momentum resolution directly determines to
what level internal conversion background can be
suppressed and thus to which level the experiment
can be run background free. In order to reach a
sensitivity of 5 · 10−15 with a 2σ cut on the re-
constructed muon mass, the average momentum
resolution has to be better than 1.0 MeV, see Fig-
ure 2.1.
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Figure 2.2: Survival fraction of accidental coinci-
dences of a Michel decay and a e+e− pair as a
function of the combined resolution of the timing
detectors.
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Figure 2.3: Survival fraction of accidental coinci-
dences of two Michel decays and a e− as a function
of the combined resolution of the timing detectors.

2.2.5 Vertex resolution

Keeping apart vertices from different muon decays
is a key tool in suppressing accidental background.
The vertex resolution is essentially determined by
the amount of multiple scattering (and thus mate-
rial) in the innermost detector layer and the stop-
ping target as well as the average distance between
the vertex and the first detector layer.

2.2.6 Timing resolution

Good timing is essential for reducing combinato-
rial background at high rates and also facilitates
event reconstruction.

The combinatorial background has a compo-
nent scaling linearly with the rate (e+e− pair plus
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a Michel positron) and a component quadratic
in the rate (electron plus two Michel positrons).
The suppression of these components by timing
measurements is also linear and quadratic in the
timing resolution. Simulation studies have shown
that the linear part is dominating at rates at least
up to 2 · 109 muon stops per second.

The requirement of a reduction of accidental
background by at least two orders of magnitude

puts very tight demands on the resolution of the
timing detectors. This can be seen in figures
2.2 and 2.3, which show the suppression for the
two different accidental background components
(Michel positron plus a e+e− pair, two Michel
positrons plus an electron) as a function of the
overall time resolution.

19



Chapter 3

Experimental Concept

The phase I Mu3e detector is aimed at the back-
ground free measurement or exclusion of the de-
cay µ → eee at the level of 5 · 10−15. As discussed
in more detail in the preceding chapter 2, these
goals require to run at high muon decay rates, an
excellent momentum resolution in order to sup-
press background from the internal conversion de-
cay µ → eeeνν and good vertex and timing resolu-
tion in order to efficiently suppress combinatorial
background.

We intend to measure the momenta of the muon
decay electrons in a solenoidal magnetic field us-
ing a silicon pixel tracker. At the electron energies
of interest, multiple Coulomb scattering in detec-
tor material is the dominating factor affecting mo-
mentum resolution. Minimizing this material in
the active detector parts is thus of utmost impor-
tance.

Figure 3.1: Tracking in the spatial resolution dom-
inated regime

The proposed detector consists of an ultra thin
silicon pixel tracker, made possible by the High-
Voltage Monolithic Active Pixel (HV-MAPS)
technology (see chapter 7). Just four radial layers
around a fixed target in a solenoidal magnetic field
allow for precise momentum and vertex determi-
nation. Two timing detector systems guarantee
good combinatorial background suppression and
high rate capabilities.

The Mu3e experiment is ultimately designed to
have a sensitivity four orders of magnitude better
than the current limit on µ → eee (10−12), so it
is reasonable to plan for a staged detector design,
with each stage roughly corresponding to an or-
der of magnitude improvement (and an order of
magnitude in muon rate).

Figure 3.2: Tracking in the scattering dominated
regime
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3.1 Momentum Measurement with
Recurlers

Due to the low momenta of the electrons from
muon decay, multiple scattering is the dominat-
ing effect on momentum measurement. With our
fine-grained pixel detector, we are thus in a regime
where scattering effects dominate over sensor res-
olution effects, see Figs. 3.1 and 3.2. Thus adding
additional measurement points does not necessar-
ily improve the precision.

The precision of a momentum measurement de-
pends on the amount of track deflection Ω in the
magnetic field B and the multiple scattering angle
ΘMS , see Figure 3.3; to first order:

σp

p
∝ ΘMS

Ω
. (3.1)

So in order to have a high momentum precision,
a large lever arm is needed. This can be achieved
by moving tracking stations to large radii, which
however compromises the acceptance for low mo-
mentum particles. In the case of muon decays, all
track momenta are below 53 MeV and all tracks
will thus curl back towards the magnet axis if
the magnet bore is sufficiently large. After ex-
actly half a turn, effects of multiple scattering on
momentum measurement cancel in first order, see
Figure 3.4. To exploit this feature, we optimized
the experimental design specifically for the mea-
surement of re-curling tracks, leading to a narrow,
long tube layout.

Measuring the momentum from bending outside
of the tracker also allows us to place timing detec-
tors inside, without strongly affecting the resolu-
tion.

3.2 Baseline Design

The proposed Mu3e detector is based on two dou-
ble layers of HV-MAPS around a hollow double
cone target, see Figures 3.5 and 3.6. The outer
two pixel sensor layers are extended upstream and
downstream to provide precise momentum mea-
surements in an extended region with the help
of re-curling electrons. The silicon detector lay-
ers (described in detail in chapter 7) are supple-
mented by two timing systems, a scintillating fi-
bre tracker in the central part (see chapter 11)
and scintillating tiles (chapter 15) inside the re-
curl layers. Precise timing of all tracks is neces-

Ω

MS

θ
MS

B

Figure 3.3: Multiple scattering as seen in the plane
transverse to the magnetic field direction.

Ω ~ π

MS

θ
MS

B

Figure 3.4: Multiple scattering for a semi-circular
trajectory.
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Scintillator tiles

μ Beam

Figure 3.5: Schematic view of the experiment cut along the beam axis in the phase Ib configuration.

Figure 3.6: Schematic view of the experiment cut transverse to the beam axis. Note that the fibres are
not drawn to scale.
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sary for event building and to suppress accidental
combinatorial background.

The entire detector is built in a cylindrical
shape around a beam pipe, with a total length of
approximately 1.2 m, inside a 1 T solenoid mag-
net with 1 m inside diameter and 3 m total length
(chapter 5). In the longitudinal direction the
detector is sub-divided into three stations, the
central detector with target, inner silicon double
layer, fibre tracker and outer silicon double layer,
and forward and backward recurl stations with
two silicon recurl layers surrounding a tile timing
detector. In order to separate tracks coming from
different muon decays, the target has a large sur-
face with 10 cm length and 3.8 cm diameter. The
target shape is a hollow double cone, see chapter
6. Around the target the two inner silicon pixel
layers, also referred to as the vertex layers, cover a
length of 12 cm. The innermost layer will have 8,
the second one 10 sides of 2 cm each, correspond-
ing to an average radius of 2.1 cm and 2.5 cm, re-
spectively. The inner silicon layers are supported
by two half cylinders made from 25 µm thin Kap-
ton foil mounted on plastic end pieces. All silicon
sensors are thinned to 50 µm and mounted on thin
Kapton flexprints, resulting in a radiation length
of X/X0 ≈ 0.1 % per layer. The detector will be
cooled with gaseous helium.

The hit information from the silicon sensors is
timestamped at 62.5 MHz providing a time reso-
lution of better than 12.5 ns.

The fibre tracker sits inside the silicon pixel
layer at around 6 cm, providing timing informa-
tion for decay positrons and electrons. It is com-
posed from three layers of 250 µm thick round or
squared 30 cm long scintillating fibres, see Fig-
ure 3.6. The fibre tracker is read out by silicon
photo multiplier arrays and provides timing infor-
mation better than 500 ps accuracy.

The silicon pixel layers three and four are just
outside the fibre tracker at a mean radius of 7.6 cm
and 8.9 cm. The active area has a cylindrical
shape of 36 cm length. The layer three has 24
sides, layer four 28 sides of 1.9 cm width each.
Both outer layers are constructed as modules of 4
sides, six modules for layer three and seven mod-
ules for layer four.

Copies of silicon pixel layer three and four are
also used in the recurl stations. One recurl station
each is covering the upstream and downstream re-
gions. These recurl stations add further precision
and acceptance to the momentum measurement

of the electrons, see section 3.1. While the sili-
con layer design is (almost) identical to the cen-
tral part, the timing detector in the recurl region
can be much thicker compared to the fibre tracker,
as the particles can and should be stopped here.
This is done by using scintillating tiles of about
6.5 × 6.0 × 5 mm3 size. These tiles provide a much
better time resolution than the thin fibre tracker
in the center. Following the dimensions of the
recurl silicon layers, the tile stations have an ac-
tive length of 36 cm and a cylindrical shape with
a radius of ≈ 6 cm. All central detector compo-
nents are mounted on spokes providing a light
stiff support. The recurl silicon layers and tiles
are mounted on the beam pipe support. In addi-
tion to the silicon and scintillating tile sensors the
beam pipe support also carries the services and
the PCBs equipped with the front-end electronics
(chapter 24). Signal and power connection to the
silicon layers is provided by flex prints which are
also part of the mechanical support of the silicon
sensors.

3.3 Building up the Experiment

One of the advantages of the design concept pre-
sented is its modularity. Even with a partial de-
tector, physics runs can be taken. In an early com-
missioning phase at smaller muon stopping rates,
the detector will run with the central silicon de-
tector only (see Figure 3.7). The silicon detec-
tors of the recurl stations are essentially copies
of the central outer silicon detector; after a suc-
cessful commissioning of the latter, they can be
produced and added to the experiment as they
become available together with the connected tile
detectors. The fibre tracker can also be added
later, since it is only needed to resolve combina-
torial background at higher event rates and track
multiplicities. The loss of momentum resolution
due to multiple scattering at the additional ma-
terial of the fibre tracker will be fully compen-
sated by the improved momentum measurement
with re-curlers. The configuration with two recurl
stations (Figure 3.8) defines a medium-size setup,
well suited for phase IB running.

3.4 The Phase IA Experiment

The phase IA of the Mu3e experiment will start
with a minimum configuration with the target re-
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Figure 3.7: Minimum detector cofiguration for early commissioning with central silicon only (phase IA).

Target

Inner pixel layers

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

Figure 3.8: Detector with one set of recurl stations for physics runs and tile detector commissioning
(phase IB).
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Figure 3.9: Possible final detector with two sets of recurl stations, smaller target and more segmented
inner layersfor high intensity physics runs (phase II).
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gion surrounded by double layers of inner and
outer silicon pixel detectors, see Figure 3.7. This
configuration defines the minimal configuration,
as it allows to determine the momentum, the ver-
tex position and the time of the decay precisely
enough to produce very competitive physics re-
sults with a sensitivity down to O(10−14). It is
foreseen to run in the first year in this configura-
tion at a muon stopping rate on target at around
1 − 2 · 107 Hz. The average spacing in time be-
tween decays will be much larger than the time
resolution of the pixel detector and combinatorial
background can be additionally suppressed with
the help of the vertex reconstruction. The pre-
cision of the momentum resolution will be some-
what limited, as most tracks do not recurl within
the instrumented volume.

3.5 The Phase IB Experiment

In the phase IB the detector will be complemented
by the first pair of recurl stations, the correspond-
ing tile detectors and the fibre tracker, see Figure
3.8. Adding the recurl stations will significantly
enhance the momentum resolution and thus im-
prove the suppression of internal conversion back-
ground. The insertion of the fibre tracker and the
tile detector stations gives a much better time res-
olution in comparison to the silicon pixel only and
will greatly help to determine the charge of tracks
recurling into the target region. The fibre tracker
will deliver a time resolution better than 500 ps,
while the tile detector will have < 100 ps reso-
lution for the tracks passing the recurl stations.
The high time resolution will allow running at the
highest possible rate at the πE5 muon beam line
at PSI of ≈ 1 · 108 Hz. The sensitivity reach in

this phase of the experiment of O(10−15) will be
limited by the available muon decay rate.

3.6 The Phase II Experiment

A new high intensity muon beam line currently
under study at PSI and delivering > 2 · 109 Hz
muon stops is crucial for the phase II of the pro-
posed experiment. To fully exploit the new beam
facility the limited detector acceptance at phase
IB will be further enhanced by adding a second
pair of recurl and tile detector stations, see Fig-
ure 3.9. These extra stations will allow to measure
precisely the momentum of all particles in the ac-
ceptance of the inner tracking detector. At the
same time the extra tile detector stations with
their high time resolution and small occupancy
will help to fight the increased combinatorics at
very high decay rates. The larger initial muon
rate allows for a more restrictive collimation of the
beam and thus a smaller (and potentially longer)
target region leading to a much improved vertex
resolution. The HV-MAPS technology potentially
has a time resolution of O(1 ns) if an adequate
time-walk correction is implemented - this would
allow to further reduce combinatorial background
without adding material. Advanced wafer post-
processing technologies and chip-to-chip bonding
could obviate the need for parts of the flexprints,
further reducing the multiple scattering. The
combined performance of the enhanced detector
setup together with the high stopping rate will
allow to search for the µ → eee decay with a sen-
sitivity of B(µ → eee)≤ 10−16. Whilst we always
keep this ultimate goal in mind, the rest of this
document is concerned with the phase I detector
for existing beamlines.
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Beamline
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Milestones for the Beamline

1. Realistic compact optical design that allows the Mu3e superconducting solenoid to be placed in the
front-part of the πE5 area, sharing similar features also required by the MEG II experiment and
so enabling a minimal change-over between experiments. Furthermore, a maximum transmission of
28 MeV/c surface muons, with minimal beam-related background and minimal beam emittance is
required, without compromising the physics goals of either experiment.

2. Test commissioning of the beam line up to the injection-point of the solenoid with a rate close to
1 · 108 µ/s. This is considered as “proof-of-principle”.

3. Implementation of improvement found necessary during the test commissioning and the maximizing
of the transmission efficiency.

4. Once the solenoid is implemented into the beam line, final optimization of injection and the stopping
regions.

The current status of the beam line is such that the first two milestones have been achieved and the
resulting modifications from the test commissioning are now being assessed for implementation
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Chapter 4

Muon Beam

4.1 Beam Requirements

A coincidence type experiment such as Mu3e, with
a stage I aimed sensitivity of O(10−15) not only
requires running at the intensity frontier, but also,
as in the case of the PSI ring cyclotron complex,
benefits from the DC proton beam structure which
yields a lower instantaneous muon rate and is
therefore less prone to pileup and accidental over-
lap events than at a pulsed machine.

The essential requirements for such a stopped
muon beam are:

• a copious supply of low-energy muons,
so-called “surface muons”, produced from
stopped pion decay at the surface of the pri-
mary production target [9]. The maximum
intensity peaks at around 28 MeV/c, close to
the kinematic edge of the two-body momen-
tum spectrum of pion decay at rest as can be
seen in the measured muon momentum spec-
trum shown in Figure 4.1;

• compact high transmission optics at
28 MeV/c;

• a small beam emittance, allowing a minimal
stopping target size;

• a moderate momentum-byte of around 10%,
with an achromatic final focus, giving a bal-
ance between beam intensity and stopping
density, allowing a thin muon stopping tar-
get to be used for the almost monochro-
matic beam. This in turn minimizes multi-
ple scattering of both the incoming muons
and the out-going secondary particles, as
well as reducing photon production from

Bremsstrahlung or annihilation-in-flight and
Bhabha scattering;

• Minimization and separation of beam-related
backgrounds such as either Michel e+ from
µ+- decay or e+ produced from π0-decays in
the production target or from decay-in-flight
particles produced along the beam line. Sim-
ulated production spectra of secondary parti-
cles produced from PSI’s Target E are shown
in Figure 4.2. At 28 MeV/c the positive pion
contamination is highly suppressed due to the
short pion lifetime;

• Background minimization along the beam
line due to material interactions such as win-
dows or degraders. This requires the maximal
extension of the vacuum system or the use of
a helium environment to keep the multiple
scattering to a minimum.

4.2 The Compact Muon Beam
Line (CMBL) Phase I Design

As already outlined, a multi-staged approach to
the experiment will be sought. For the ini-
tial phase, muon intensities between (107 − 108)
muons/s will be required, corresponding to the
start-up scenario with just the central detectors
and leading to maximum intensity when the recurl
stations are added. The demand for the highest
muon intensities leaves only one choice of facil-
ity in the world, PSI’s πE5 channel. However,
this channel must be shared with the upgrade
version of the MEG experiment – MEG II [10],
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Figure 4.1: Measured muon momentum spectrum
in πE5, with fully open slits. Each point is ob-
tained by optimizing the whole beam line for the
corresponding central momentum and measuring
the full beam-spot intensity. The red line is a fit
to the data, based on a theoretical p3.5 behaviour,
folded with a Gaussian resolution function corre-
sponding to the momentum-byte plus a constant
cloud-muon background.

whose large detector and infrastructure are per-
manently located in the rear-part of the πE5 area.
Since both experiments have similar beam require-
ments, a solution to house both experiments in
the same area, with a minimal changeover effort,
was sought. The solution found was a very com-
pact Mu3e beam line which allows the full-sized
3.2 m long superconducting Mu3e solenoid to also
be placed in the front-part of the πE5 area. This
“Compact Muon Beam Line” (CMBL) solution
shares the elements that both experiments require,
while it requires only the replacement of the su-
perconducting beam transport solenoid of MEG II
by a dipole magnet for Mu3e.

The initial optical design of the CMBL was
modelled using the beam optics matrix code pro-
grams graphic transport [11] and graphic
turtle [12], while the detailed modelling was
undertaken using the newer geant4 based tool
g4beamline (g4bl) [13]. An example of the
CMBL optical model is shown in Figure 4.3.

The model is based on the elements of the
πE5 channel from Target E up to the last dipole
magnet in the shielding ASC41, just prior to the
quadrupole triplet TI. In order to suppress the
almost seven-times more intense inherent beam
positron background associated with Michel de-
cays in and around the production target, as
well as π0-decay in the target producing electron
positron showers from the converted photons of
the decay, a 200 kV Wien-filter (E × B field sep-
arator) is used. This element together with the
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Figure 4.2: Simulated beam-related background
spectra produced from PSI’s Target E. Based on
109 proton interactions using the geant4 Bertini
cascade model.

Figure 4.3: CMBL transport solution, showing
the beam envelope fits for a 28 MeV/c muon beam
with an 7% FWHM momentum-byte. The upper-
half shows the vertical and the lower-half the hori-
zontal envelopes along the beam-axis (z-axis) from
the origin, close to Target E, to the Mu3e solenoid.
The red elements represent the multipoles, while
the blue ones represent dipole magnets. The ver-
tical/horizontal scales have different scale factors
of 6 cm and 2m per division.

two sets of quadrupole triplet magnets TI, TII,
which ensure an optimal transmission through the
separator and downstream collimator system are
shared with the MEG II beam line, since the re-
quirements of the two experiments are the same.
The remaining two dipole and three quadrupole
elements are dedicated to Mu3e. The compact
“split-triplet” design after the 90◦ dipole ASL41
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Figure 4.4: (Top) - CAD model of the entire πE5 channel & CMBL used as a basis for the g4bl models.
G4BL models - (Lower Left) Full CMBL beam line from Target E to the Mu3e solenoid. (Lower Right)
Short version from Triplet II to the Mu3e detector solenoid.

magnet, involves the 65◦ bend by ASK41 and the
quadrupole doublet QSO41/42 and quadrupole
singlet magnet QSM41. This configuration not
only halves the number of magnets that would be
conventionally used (two triplets) but achieves a
compact solution with similar focusing properties
enhanced by the vertical edge focusing of the ASK
dipole, so allowing the 3.2 m long Mu3e detector
solenoid to fit into the front area.

Two g4bl models were constructed (cf. Fig-
ure 4.4), one with the full πE5 channel and Tar-
get E, simulating the whole pion production pro-
cess by protons in the primary target, to surface
muon production and transport to the Mu3e tar-
get, while a shorter version starts from Triplet II,
just upstream of the intermediate focus at the col-
limator system, where measured phase space pa-
rameters determine the initial beam used for the
simulation. The shorter version predictions were
used as a direct comparison to the following mea-
surement, since the long version is still being op-
timized.

Initial predictions from turtle and g4bl us-
ing previously measured MEG optimized phase
space parameters at the collimator gave a trans-
mission of ∼ 90% between the intermediate fo-
cus and the final focus at the injection-point to
the Mu3e solenoid with a beam size of σx=27 mm
σy=23 mm (stage III).

4.3 CMBL Test Commissioning

Commissioning of the CMBL test beam layout
was undertaken in a staged approach in two 4-
week beam periods November and December 2014
and May 2015, using mostly existent elements.
The commissioning was performed in three stages,
as shown in figure 4.5. Stage I marks the inter-
mediate focus at the collimator system, Stage II
the exit from the first part of the split triplet
while Stage III is the injection-point into the fu-
ture Mu3e detector solenoid.

Optimization, phase space and intensity mea-
surements were made at each of the three stages
of the setup, using a 2-D automated scanner sys-
tem with a pill scintillator (2 mm diameter, 2 mm
thick) mounted on a Hamamatsu R9880U minia-
ture photomultiplier. A typical setup is shown in
Figure 4.6.

Stage I beam tuning yielded a surface muon in-
tensity of 1.1-1.3×108 µ+/s at 2.2 mA of proton
current on the production Target E, depending on
the proton beam centering. An example of a mea-
sured beam profile together with a Gaussian fit
yielding an intensity of 1.14×108 µ+/s at 2.2 mA
proton current is shown in Figure 4.7.

The measured separation quality achieved by
the Wien-filter is shown in figure 4.8. This rep-
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Figure 4.5: Commissioning test setup of the CMBL showing the staged setup.

resents a separator magnet current scan taken at
low pill-counter threshold so as to capture both
positron and muon components. Based on the
calibration of the system the separation between
muon and positron peaks at the collimator rep-
resents 5.7 σµ for the transmission optics to the
solenoid. This corresponds to a physical separa-
tion between peaks of 85 mm.

Comparative results of both measured and sim-
ulated quantities for Stage I are shown in Fig-
ures 4.9, 4.10 and 4.11, these are based on mea-
sured multi-envelope versus quadrupole current
fits in transport. The so determined phase
space upstream of the last quadrupole is prop-
agated back through the magnet using the fi-
nal settings to the position of the pill-counter at
the intermediate focus and compared to the mea-
sured profiles. Figure 4.9 shows good agreement
between the reconstructed and measured phase
space at the intermediate focus.

Further very good agreement is demonstrated
in figure 4.10 which shows a comparison between
the measured horizontal and vertical beam-spot

sizes at the final focus (Stage III) and the corre-
sponding g4bl simulated ones for varying QSM41
quadrupole currents.

Figure 4.11 shows the predicted beam size at
the injection point to the Mu3e solenoid (Stage
III), based on the above phase space parameters,
and the measured profiles. The agreement is seen
to be very good. The final focus measurements
made here show a transmission factor of 68% giv-
ing O(108) µ+/s at 2.2 mA, so achieving proof-
of-principle for this test setup using partly non-
optimized elements. However, this is less than
expected. The g4bl study shows that the main
losses can be attributed to aperture constraints on
the dipole vacuum chambers, in particular the 60◦

bending magnet ASK41.

The present yoke gaps for both dipoles are
18 cm, which can be increased to 24 cm, but ne-
cessitates new vacuum chambers, also for the
quadrupole magnets “cross-slit” chambers would
help. Simulations show that implementing these
changes would increase the transmission efficiency
from 63% to 88% thereby achieving the transmis-
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Figure 4.6: Shows scanner system setup with pill
scintillation counter mounted behind the beam
window.

sion of approximately 1×108 µ+/s at 2.2 mA pro-
ton current. The comparative results of this sim-
ulation are shown in figure 4.12, where the trans-
mission efficiency versus beam-axis coordinate be-
tween the collimator system (Stage I) and the in-
jection to the solenoid (Stage III) is shown.

The central detector region inside the solenoid
magnet is dominated by a beam vacuum-pipe of
inner diameter 60 mm containing a 600 µm thick
mylar degrader followed by a 2 cm thick lead
collimator and ending with a 35 µm mylar vac-
uum window. A double-cone mylar target of ra-
dius 19 mm, length 100 mm and total thickness of
160 µm (see chapter 6) is located close to the win-
dow at the centre of the solenoid. The warm-bore
of the solenoid is filled with helium gas essentially
at atmospheric pressure to reduce multiple scat-
tering. The collimator system within the beam-
pipe minimizes the number of muons hitting the
inner silicon detector.

It is the inner silicon detector diameters and
the associated beam-pipe size that determine the

Figure 4.7: Example of Stage I collimator position
beam envelope scan results with incorporated fit-
ting σx ∼ 23 mm, σy ∼ 15 mm with an intensity
of 1.14×108 µ+/s at 2.2 mA of proton current.

inner bore layout of the experiment, in particu-
lar the stopping target diameter, which has been
maximized to a radius of 19 mm. This however is
not well matched to the minimum possible beam
size but is a compromise between stopping rate,
occupancy and the number of readout channels.
Based on the g4bl simulation together with the
measured beam emittance at the injection-point
to the solenoid, a relative beam-loss of 41% is
expected at the entrance to the beam-pipe com-
pared to the intensity at the final focus (cf. Fig-
ure 4.13). This implies approximately 6×107 µ+/s
would reach the target. The expected beam size
at the target is a round spot of rms width between
8-9 mm. The beam size together with a stopping
efficiency of 90% would yield a stopping rate of
about 5×107 µ+/s at 2.2 mA.

4.4 Area Layout & Infrastructure

Due to the spatial restrictions in the πE5 front
area and the substantial infrastructure needs of
the experiment, an optimized area layout is nec-
essary. Both electrical power requirements and
cooling-water needs must be upgraded and require
modifications to their distribution. Furthermore,
due to safety requirements an additional new ac-
cess route must also be envisaged to enter the front
area. This is under study, with radiation safety
dose-rate measurements already performed along
the planned route. So from the safety point-of-
view this is a feasible option. The current concept
plans to incorporate the zone access with two in-
frastructure platforms above the area, placed on
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Figure 4.12: (Top) shows current simulated transmission efficiency from the collimator to the injection
point of the solenoid. The main losses are at the second dipole magnet ASK41. (Bottom) shows the
comparative transmission efficiency when wider aperture vacuum chambers are used, yielding lower
losses.

the shielding walls. Removable stairways to an in-
termediate small platform placed above Triplet II,
which will also be removable, would serve as an ac-
cess route from the outside, rear-side of πE5 to the
front area via a walkway placed on the rear shield-
ing wall. A new controlled access door would be
placed at floor-level outside of the rear area giving
access to the walkway. This current planned area
layout is shown in Figure 4.14.

The lower stairway closest to the magnet will be
easily removable, allowing the magnet to be moved
on an air-cushion system for ease-of-access.

A local 2.5-3 ton crane system is also envisaged
for use with the magnet, primarily to remove the
upstream and downstream shielding doors.

Of the two planned infrastructure platforms,
the one above the beam-entrance wall must also
be removable, in order to service the πE5 chan-
nel elements once per year during the accelera-
tor shutdown period. This platform being closest
to the magnet and detector will house the cool-
ing elements such as compressors for the cryo-
genic cold-heads as well as the secondary water
cooling circuits for the magnet and detector. The

connections to this platform will be made remov-
able. The other larger platform will not be re-
movable and will carry the magnet power sup-
plies, quench detection system and electronics and
power-control circuitry associated with both mag-
net and detectors.

Outside of the area a control room, either as a
dedicated separate barrack or as part of a larger
facility control room, sharable with other experi-
ments is in planning. This together with a sepa-
rate dedicated barrack housing the front-end com-
puting farm will serve to control the experiment.
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Figure 4.13: (Top) shows the transmission efficiency from the last quadrupole QSM41 to the end of the
solenoid. (Bottom) shows the corresponding beam envelope sizes.

Figure 4.8: Separation quality at the intermediate
focus by scanning the Wien-filter magnet current.
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Figure 4.9: Comparison of reconstructed and mea-
sured beam envelope sizes versus quadrupole cur-
rent obtained from phase space determined up-
stream and propagated to the measurement point.
Good agreement is seen.
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Figure 4.14: The planned πE5 Area layout for the Mu3e experiment. Two infrastructure platforms and
a stairway access structure are shown in purple. The access walkway is planned along the rear shielding
wall, ending parallel to the left-side wall at floor-level.
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Figure 4.10: Comparison of simulated and mea-
sured beam-spot sizes at the intermediate focus
versus quadrupole current
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Chapter 5

Magnet

5.1 Requirements

The magnet for the Mu3e experiment has to pro-
vide a homogeneous solenoidal magnetic field for
the precise momentum determination of the muon
decay products. In addition it will also serve as
beam optical element guiding the muon beam to
the target. The basic parameters of the supercon-
ducting solenoid magnet are given in Table 5.1.
The outer dimensions also include an iron field
shield.

The nominal magnetic field strength is 1.0 T in
the central part, providing the optimum bending
radius in terms of resolution for the proposed ex-
perimental design. A higher magnetic field would
lead to a loss of acceptance as the low momentum
particles would not reach the central outer pixel
layers (see Figure 5.1). A lower magnetic field
would lead to less magnetic deflection at constant
multiple scattering, leading to worse momentum
resolution (see Figure 5.2). For systematic studies
and to allow for possible reuses of the magnet for
other experimental measurements, the field can be
varied between 0.5 and 2.0 T.

The dimensions of the cylindrical warm bore
of the magnet are 1 m in diameter and 2.7 m in
length. The minimum diameter is given by four
times the bending radius of the highest momen-
tum (53 MeV/c) decay products at the field of
B = 0.8 T1 plus the target diameter. In addition
the detector support and extraction rail system
has to be taken into account when choosing the
warm bore diameter.

1This is the smallest field at which we still want to be
able to measure re-curling tracks.

The total length is a compromise between geo-
metric acceptance for recurling particles and the
very tight space constraints for the phase I ex-
perimental area at πE5. In principle a longer
solenoidal magnet would provide an intrinsically
more homogeneous field. At both ends of the mag-
net it is foreseen to have full access by means of
removable flanges.

5.2 Magnet Construction

Whilst the ideal magnet would have a constant
field throughout the inner volume, real solenoid
magnets show a drop in field to 50 % at the end
of the coil. The simplest solution would be a
longer magnet, which however does not fit inside
the phase I area πE5 Instead, correction coils at
both ends of the magnet are appended, such that
the high field region can be extended. The magnet
design foresees five equal coils with a single power

Magnet parameter Value

field for experiment 1.0 T
field range 0.5 − 2.0 T
warm bore diameter 1.0 m
warm bore length 2.7 m
field description ∆B/B ≤ 10−4

field stability ∆B/B (100 days) ≤ 10−4

outer dimensions: length < 3.2 m
width < 2.0 m
height < 3.5 m

Table 5.1: Properties of the Mu3e magnet
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Figure 5.1: Reconstruction efficiency as a function
of track transverse momentum for different mag-
netic fields, with recurl stations and without fiber
detector.
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Figure 5.2: Momentum resolution as a function
of track momentum for different magnetic fields,
with recurl stations and without fiber detector.

supply plus two compensating coils at the ends
with separate power supplies. The field change
along the z-axis has to be taken into account for
the reconstruction of tracks in the recurl stations
by using a look up table for the field map. Choos-
ing the right granularity for the look-up table, a
linear interpolation of the field will be sufficient
to reach an approximation of ∆B/B ≤ 10−4. For
the fast online selection of events the assumption
of a constant field in the active part of the exper-
iment will be sufficient. Although the assumption
of a constant (maximum) field leads to a system-
atic bias towards larger momenta and an increase

of online selected background events from internal
conversion muon decays, no signal events will be
lost.

The superconducting magnet is made from five
coils of equal size, which has advantages over one
long coil in terms of mechanical stability and ease
of production. The small dips in the magnetic
field can be treated numerically in the same way
as the roll-off of the field towards the ends of the
magnet. The choice for superconducting wires or
conductors is driven by commercial availability,
since standard superconducting components allow
for the desired 2.0 T maximum field strength. A
warm normal conducting magnet is no option be-
cause of size, cost (copper price), and worse opera-
tional stability. Superconducting magnets have an
intrinsic immunity against absolute field changes,
as they have to run at a constant (low) temper-
ature. A dry cooling system has been chosen be-
cause this will make reliable long-term operation
easier.

There will be a magnetic shield around the mag-
net. The shielding is required since the experimen-
tal hall is densely populated with other experi-
ments and infrastructure. Also for the read-out of
the proposed experiment it will be much easier to
work in a low field environment. A beneficial side
effect of the shielding is a gain of field homogene-
ity inside the magnet and less field dependence on
variation of outside parameters.

The long term stability of the magnetic field
should be ∆B/B ≤ 10−4 over each 100 days data
taking period. This can be achieved by using
state of the art magnet power supplies and by per-
manently monitoring the absolute field with Hall
probes inside the apparatus.

The cool-down time for a system of the pro-
jected size will be one week and the ramp up time
will be in the order of a few hours.

The company Danfysik2 was assigned to de-
velop and produce the Mu3e solenoid magnet with
an expected delivery to PSI in fall 2016. Danfysik
has prepared the final technical design report of
the complete magnet system.

5.2.1 Magnetic bottle effects

A slightly lower field in the center of the magnet
relative to higher z values could lead to a weak

2Danfysik A/S, Gregersensvej 8, DK-2630 Taastrup,
Denmark
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Figure 5.3: Axial field along the z axis in the
configurations used for the magnetic bottle study.
All maps are normalized to 1 T field at the mag-
net center. The lowest curve (black) represents
a pure solenoid (configuration 0), whilst the top
curve (dark green) has a strong over-current in
the compensation coils, leading to a 0.12 T deep
bottle (configuration 11).

magnetic bottle effect, reflecting particles back to-
wards the central detector region emitted close
to perpendicular to the field lines. This in turn
would have adverse effects on the central detec-
tor occupancy and ultimately the reconstruction
performance. In order to study the magnetic bot-
tle effect, we have generated a series of field maps
with various current strengths in the compensa-
tion coils (see figure 5.3), and then simulated the
detector occupancy using the full simulation de-
scribed in chapter 27. Whilst the bottle effect is
clearly visible, its overall magnitude is small even
for the rather extreme configurations studied, as
can be seen in figures 5.4 to 5.7.
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Figure 5.4: Rate of pixel hits in the complete
phase Ib detector (1 · 108 muon stops/s) for the
field configurations shown in figure 5.3.
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Figure 5.5: Rate of pixel hits in the innermost
(vertex) layer of the phase Ib detector (1 · 108

muon stops/s) for the field configurations shown
in figure 5.3.
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Figure 5.6: Rate of pixel hits in the outermost
central layer of the phase Ib detector (1 · 108 muon
stops/s) for the field configurations shown in fig-
ure 5.3.
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of the backward phase Ib recurl detector (1 · 108

muon stops/s) for the field configurations shown
in figure 5.3.
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Chapter 6

Stopping Target

The main challenge for the design of the stop-
ping target is to optimize the stopping power on
one hand and to minimize the total amount of ma-
terial on the other hand in order to reduce both
backgrounds and the impact on the track mea-
surement. Therefore the stopping target should
contain just enough material in the beam direc-
tion to stop most of the muons, which is facili-
tated by a degrader in the final part of the beam
line but should be as thin as possible in the flight
direction of decay electrons measured in the detec-
tor acceptance. Usage of a low Z material is ad-
vantageous as photon conversion and large angle
Coulomb scattering are suppressed. In addition,
the decay vertices should be spread out as widely
as possible in order to reduce accidental coinci-
dences of track vertices and to produce a more
or less even occupancy in the innermost detector
layer.

6.1 Baseline Design

These requirements can be met by a hollow double
cone target à la SINDRUM [14,15]. In our baseline
design (see Figure 6.1), the target is made from
75 µm of Mylar in the front part and 85 µm Mylar
in the back part, with a total length of 100 mm
and a radius of 19 mm. This leads to an incline
of 20.8◦ of the target surface with regards to the
beam direction. The projected thickness is thus
211 µm for the front and 239 µm for the back part,
giving a total of 450 µm of Mylar corresponding
to 0.16% of a radiation length. The mass of the

Mylar in the target is 0.671 g. The total area of
the target is 6386 mm2.

Stopping 1 · 108 Hz muons in the target corre-
sponds to about 0.05 mW of power. Compared
with the power dissipation of the sensor chips, this
is negligible and easily taken care of by the helium
cooling.

6.2 Alternative Geometries

We have studied the stopping power and material
budget for a variety of target shapes (see figure
6.2 and table 6.1) and found that for the given

100 mm

3
8

 m
m

19 mm

20.8°

 m Mylarμ 58Mylar mμ 57

Figure 6.1: Dimensions of the baseline design tar-
get. Note that the material thickness is not to
scale.
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Target shape Thickness for > 90% stopping Mass
µm g

Inclined plane 160 0.72
Garland 240 1.35
Reverse garland 90% not reachable
Two-turn garland 200 1.07
Reverse two-turn garland 200 1.07
Double cone 70/80 0.623

Table 6.1: Comparison of target shapes at 90% stopping power, assuming a 600 µm degrader.

a) b)

c) d)

Figure 6.2: Target shapes studied. a) Is the de-
fault hollow double cone, b) a simple plane, c) a
single-turn garland and d) a double-turn garland.
For the chiral shapes c) and d), both senses of
rotation were tried.

beam parameters and geometrical constraints, the
double cone offers the highest stopping fraction
with the least material. The simulation was per-
formed with Mylar as the target material, a pre-
vious study using aluminium however gave very
similar results.

6.3 Production

At PSI, a manufacturing procedure was developed
and a full scale target was produced which could
be used for the phase I of Mu3e data taking. This
first target has still a slightly different diameter
as the final and optimized dimension was not yet
fixed at that time. Nevertheless the manufactur-
ing procedures will remain unchanged and only
the tools need to be adapted to the final dimen-
sions.

Figure 6.3: Procedure to machine the correct
shape of the Mylar foils. A bunch of foils is
clamped between two aluminum plates and ma-
chined according to the winding off surface of the
cone.

Figure 6.4: Examples of Mylar and aluminum foils
machined with the correct shape for the produc-
tion of the cones.
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Figure 6.5: The moulds are used to shape the My-
lar foil during a heat treatment and the gluing
procedure.

Figure 6.6: The glued cone is cut at the right
length and perpendicular to the vertical axis with
a turning steel.

Figure 6.7: Prototype of the double-cone muon
stopping target made of Mylar foil. The target is
mounted on a stick for handling and demonstra-
tion purposes

Most likely a new target with the final dimen-
sions will be produced for the mechanical test of
the target support scheme.

Basically, each single hollow cone of the double
cone structure is manufactured by itself and is a
sandwich structure consisting of 2 or 3 rolled up
thin Mylar foils glued together with epoxy glue.
The thickness of the individual Mylar foils and the
combination of several foils are chosen to match
best with the desired final thickness. Finally the
two individual cones are glued together to build
up the hollow double cone structure.

In the first step of the manufacturing procedure,
the shape of the Mylar foils is prepared. For this
purpose a bunch of foils is clamped between two
aluminium plates and machined according to the
winding off surface of the cone (see figure 6.3 and
figure 6.4).

In order to release the restoring forces of the
later bent Mylar foil, each foil undergoes a heat
treatment at around 130 ◦C before the gluing pro-
cedure. During this treatment the foil is wound
around a dedicated steel cone and inserted in a
Teflon mould, both with the shape of the final
cone (see figure 6.5).

After that the individual foils for a single cone
are glued together. To achieve the correct shape
the gluing takes place in a special mould which
is made out of Teflon and from which the cone
can be removed rather easily due to the repellent
property of the Teflon surface (see also figure 6.5).
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In case the cone consists of two layers of Mylar the
two foils are rotated by 180◦ with respect to each
other so that the seams of the abutting edges of
the two foils are vis-à-vis, in case that three foils
are building up one cone the foils are rotated by
120◦.

After the glue is cured and the cone is removed
from the Teflon mould the cone is mounted be-
tween a steel spike and cap on a turning machine.
With a turning steel the sandwiched foil is cut at
the right length of the cone. It is important to
note, that with this set-up the cut is perpendic-
ular to the central axis of the cone and not per-
pendicular to the outer surface. This allows that
the upstream and downstream cone can be glued
together facing each other with parallel surfaces
where a tiny amount of glue can be applied.

Triggered by the experience from the MEG ex-
periment there is a discussion ongoing whether to

implement dedicated holes in the target for align-
ment and track reconstruction purposes. To prove
the feasibility a kind of stamping technique was
used to apply several holes with a diameter of
1.5 mm in the cone.

Figure 6.7 shows a prototype for the muon stop-
ping target made of Mylar foil. Please note, that
the radius is only 10 mm instead of 19 mm. The
target is mounted on a stick for handling and
demonstration purposes.

6.4 Support

The target support will be realized by three thin
nylon lines at each side of the target. The nylon
lines are attached to the metal end rings of the
vertex layer support structure for the pixel detec-
tor. These six strings in total define the target
position in all three space coordinates.
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Pixel detector
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Milestones for the Pixel Detector

1. Produce mechanical prototype for inner layers.

2. Produce a large sensor.

3. Develop wafer test hard- and software.

4. Produce flexprint prototype.

5. Bond onto flexprint.

6. Fabricate inner layer module.

7. Develop module test hard- and software.

8. Produce full inner pixel detector.

9. Electrical, mechanical and cooling integration of the inner pixel layers.

10. Commissioning of inner pixel layers in the muon beam.

11. Produce flexprint for outer layers.

12. Fabricate outer layer module.

13. Produce full central outer pixel detector station.

14. Electrical, mechanical and cooling integration of the central outer pixel station.

15. Commissioning of the central pixel station in the muon beam.

16. Produce recurl pixel detector stations.

17. Electrical, mechanical and cooling integration of the recurl pixel stations.

18. Commissioning of the full pixel detector in the muon beam.
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Chapter 7

The Mu3e Pixel Sensor

The Mu3e pixel tracker is based on a dedicated
High-Voltage Monolithic Active Pixel Sensor (HV-
MAPS) thinned to 50 µm, called MuPix. Signal
and power lines are aluminum traces on a Kapton
flex-print, which, together with a folded Kapton
foil frame, also serves as a support structure. The
detector is cooled with gaseous helium.

In section 7.1 the chosen HV-MAPS technol-
ogy is described and motivated. Detailed sensor
specifications are given in section 7.2. It is fol-
lowed by the description of the required steps to
achieve this goals in section 7.3. Then the differ-
ent available and planned prototype versions are
described in section 7.4. This is followed by sec-
tion 7.5, describing a stand alone telescope setup
which demonstrates the successful integration of
multiple chips in one tracking system. A detailed
description of performed measurements and ob-
tained results with the MuPix prototypes in the
laboratory as well as numerous test-beams can be
found in section 7.6.

7.1 HV-Maps Sensor

We use High-Voltage Monolithic Active Pixel Sen-
sors (HV-MAPS) as tracking detectors as they in-
tegrate sensor and readout functionalities in the
same device and thus greatly reduce the mate-
rial budget. Classical concepts like hybrid designs
have usually a higher material budget due to ad-
ditional interconnects (bonds) and extra readout
chips, which compromise the track reconstruction
performance especially at low track momentum.

In the first MAPS designs ionization charge was
collected mainly by diffusion with a time constant
of several hundreds of nanoseconds. MAPS de-
signs with high bias voltages exceeding 50 V, how-
ever overcome this problem by collecting charge
via drift and provide time resolutions of better
than 15 ns.

We will use the High-Voltage MAPS design with
the amplifier electronics completely implemented
inside the deep pixel N-well, which was first pro-
posed in [16] and since successfully tested [17,18],
see also section 7.6. Figure 7.1 shows a sketch
of a High-Voltage Monolithic Pixel Sensor. The
readout circuitry at the chip edge allows an effi-
cient zero suppression of pixel information and the
implementation of timestamps to facilitate the as-
signment of hits between different pixel layers.

For readout designs providing 10 − 20 ns
time resolution power consumption of about
250 mW/cm2 are expected [19,20].

Because of the small size of the active depletion
zone, the detectors can be thinned down to 50 µm
or less. By thinning the material budget can be

P-substrate

N-well

Particle

E �eld

Figure 7.1: Sketch of the HV-MAPS detector de-
sign from [16].
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Pixel Size [µm2] 80 × 80
Sensor Size [cm2] 2 × 2
Sub-module assembly 1 × 3
Sub-module assembly size [cm2] 2 × 6
Thickness [µm] 50
Bond Pad Size [µm2] 150 × 150
Max. LVDS links 3
Bandwidth per link [Gbit/s] 1.25
Spatial resolution µm ≤ 50
Time resolution [ns] ≤ 20
Efficiency [%] ≥ 99
Signal to noise ≥ 20
Power consumption [mW/cm2] ≤ 400
Operation temperature range [◦C] 0 to 70

Table 7.1: Sensor specifications MuPix

significantly reduced to 0.1% of X0 per tracking
layer and becomes comparable to gaseous detec-
tors.

A further advantage is that HV-MAPS can be
implemented in a “cheap” commercial process.
We use the AMS/IBM 180 nm HV-CMOS pro-
cess [21], which was developed mainly for the auto-
motive industry, and thus offers long-term avail-
ability as well as specifications covering a wide
range of operating conditions. The process offers
a maximum reticle size of about 2 × 2 cm2. A new
process (AH18) produced by AMS alone allows
changing the substrate resistivity from currently
20 Ω cm to 80 Ω cm.

7.2 Sensor specification

The Mu3e HV-MAPS chip (MuPix) is tailored
to build a silicon tracking detector with very low
radiation length to limit multiple coulomb scat-
tering. 108 muon decays on target per second to-
gether with a trigger-less readout require on-chip
zero-suppression and high data output bandwidth.
In addition the high event rate makes a good time
resolution necessary in order to suppress combi-
natorial background.

7.2.1 Mechanical dimensions

We plan to use one single type of sensor in the
Mu3e experiment for the inner layers and the
outer layers, see table 7.1. This sensor chip has
a size of 2 × 2 cm2. If the yield permits, we will
cut strips of three subsequent sensors from the
wafers and mount them in one piece, ensuring

good relative alignment. The chips are thinned
to 50 µm corresponding to 0.054 % of one radi-
ation length X0 in order to reduce the multiple
coulomb scattering which dominates the spatial
resolution. The pixel size of 80 × 80 µm2 con-
tributes only slightly to the spatial resolution of
≤ 50 µm. Half a millimeter of the pixel sensor at
the edge is assumed to be inactive, the rest is filled
by the pixel matrix. The inactive region is shared
between the bond pads and the on-chip digital
readout. It has to be scrutinized weather or not
the inactive region can be kept this small, since ex-
trapolation from current MuPix prototypes sug-
gest that 2 mm might be inactive.

7.2.2 Features and performance

A large fraction of the front end readout electron-
ics is integrated into the MuPix chip itself, since
an additional readout chip in the active track-
ing volume would lead to extra multiple coulomb
scattering. This includes the pre-amplification of
the charge signal, discriminators, time to digital
converters (TDC), the readout logic with zero-
suppression and multiple high speed serial data
outputs. The circuits for the high speed serial
data output and the per pixel TDCs require very
clean clock signals, which can best be generated
with the help of an integrated voltage controlled
oscillator (VCO.) The MuPix chip has a speci-
fied efficiency of ≥ 99 % combined with a signal
to noise ratio of ≥ 20 for a 55Fe-signal, which is
comparable to the signal from an electron track in
Mu3e. A time resolution of ≤ 20 ns for the time
stamp produced when a MuPix pixel is hit must
be achieved in order to reduce combinatorial back-
ground. To operate efficiently in the Mu3e read-
out system, the data transmission has to have a bit
error rate of less than 10−14 per link and must use
8b/10b encoding for DC balancing. At the same
time the power consumption has to be kept at
≤ 400 mW/cm2 so the MuPix chips can be cooled
by a flow of helium gas as described in section 19.
The temperature range in which the MuPix sen-
sor has to be fully operational is between 0 and
70 ◦C. A dedicated temperature sensor must be
implemented in the MuPix chip, which will be
read out before and during the physics data tak-
ing. It would be convenient if the temperature
could be measured with the help of an ADC in-
side the MuPix chip and read out via the slow
control bus. Switching off individual pixels via
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slow control must be possible, in order to mask
noisy pixels which would otherwise clog the read-
out system. On top of this and the current slow
control functionality it must be possible to read
back the register values from the MuPix.

7.2.3 Readout and flex-print integration

For the inner layers three MuPix chips and for
the outer layers nine MuPix chips are mounted
together on one flex-print, see section 8.2. These
flex-prints provide the operating voltages 1.5 V,
1.8 V the high voltage of −90 V, ground potential
and all signal traces for the readout, slow control
and monitoring of the MuPix chip. All other volt-
ages like threshold and baseline have to be gen-
erated on the MuPix chip. The MuPix output
data consists of time-stamps and pixel addresses of
hits plus header words, serialized on fast low volt-
age differential signaling (LVDS) links running at
1.250 Gbit/s. For the two innermost detector lay-
ers three high speed links per chip are needed,
the sensors used in the outer layers need only one
serial output. The sensor is configured via a se-
rial programming interface, which must be imple-
mented with LVDS in- and outputs in order to
mitigate cross-talk. All other signals like clock,
synchronous reset, injection and hit monitor are
implemented in LVDS standard as well. The 100 Ω
termination for all LVDS input signals must be
integrated on the MuPix chip, so the LVDS ter-
mination can be done on the last chip on a flex-
print, since the extra material of external resis-
tors would be unacceptable. Stringent space con-
straints on the flex-print limit the number of pads
(and thus bond wires) including those for supply
voltages to about 30 per MuPix chip. These pads
have to be on one side of the chip below the digi-
tal part, limiting the inactive region to one side of
the chip. With the help of an overlap between this
inactive region and the active pixel matrix of the
neighboring MuPix good geometrical acceptance
of the detector can be restored, see section 8.1.
Only ten extra traces per individual chip can be
accommodated on the flex-print, all the remaining
signals and voltages have to be shared with the
other MuPix chips on the same flex-print. Bond
pads must be ≥ 150×150 µm2 to ensure successful
module production with high yield. In particular
the application of a new bonding technique where
the aluminum traces of the flex-print are directly

bonded without extra wires is only possible with
bond pads of at least 150 × 150 µm2 size.

7.3 Path towards the Full Sensor

In the following section a road-map from the cur-
rent MuPix prototypes to the MuPix chips used
for the phase I Mu3e detector will be outlined.

At the current stage a fully functional small
HV-MAPS prototype, the MuPix 7, is available.
While the MuPix 7 chip already has a large frac-
tion of the features required for Mu3e operation,
some features still have to be added.

In order to go from the small 0.3 × 0.3 cm2

MuPix 7 chip to a full size sensor, it is planned to
submit a larger chip (MuPix 8) of 1.3 × 2.3 cm2

in 2016. This MuPix 8 will have an analog and
digital part similar to the one of MuPix 7. All
pads of the MuPix 8 will be on the same side be-
low the digital part and of ≥ 150 × 150 µm2 size
which is necessary for chip integration on a mod-
ule. The MuPix 8 will be used to study the ef-
fects of much longer pixel columns and to engineer
the mechanical and electrical integration on sub-
module assemblies. The changes between MuPix
7 and MuPix 8 should include the generation of
baseline and threshold voltage on chip, slow con-
trol over one single bus, read-back of the chip DAC
settings and masking of hot pixels. Ideally com-
parator ringing observed for MuPix 7, more sta-
ble baseline tune settings (TDACs), a better HV
distribution grid and 80×80 µm2 pixel size can be
addressed in the design of MuPix 8. Another im-
portant step will be the increase of the substrate
resistivity from 20 Ω cm to 80 Ω cm. The increased
substrate resistivity will lead to a larger depletion
zone and to larger signal to noise ratio. If the
MuPix 8 is operational, it is planned to build full
vertex modules based on MuPix 8.

The next step, MuPix 9, would be a bug-fix of
MuPix 8. MuPix 9 is also planned to have all
features detailed in 7.2. If all is going well and
MuPix 9 is fully operational, MuPix 10 (MuPix
X) will be a full sized 2 × 2 cm2 chip with all
features and the performance to build the Mu3e
phase I detector.

7.3.1 Future MuPix Improvements

Since the Mu3e experiment can profit from an im-
proved MuPix performance, several features be-
yond the baseline design are discussed.
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On-chip DC-DC converters

To keep the material budget of the pixel tracker
layers as low as possible, it should be envisaged to
integrate DC-DC converters in the MuPix chips,
such that one single input voltage of 20 V can be
used to generate 1.5 V, 1.8 V and possibly even the
high voltage for the substrate on-chip. Using such
a supply voltage at low currents will ensure a low
voltage drop over the long flex-print traces of the
outer pixel layers. Since the DC-DC conversion
on-chip can lead to x-talk, wrong voltages or worse
results, this feature should be developed in parallel
and should only be implemented in a production
version of the MuPix after successful silicon proof
with small scale prototypes.

Time-walk Correction

The time resolution of the current MuPix 7 chip
of around 10 ns is largely dominated by time-walk.
Ongoing studies indicate that the intrinsic charge
collection time via drift is in the order 400 ps and
time resolution for single hits of ≤ 1 ns are achiev-
able, greatly facilitating the reduction of combi-
natorial background. Time-walk correction can
be introduced with a fully analogue circuit or by
combining dual thresholds at the rising edge of
the charge signal with a look up table in the digi-
tal part. Studies with small scale prototypes will
be carried out to compare the different techniques
and qualify them for application in a large sensor.

7.4 The MuPix Prototypes

First purpose-built sensor prototypes (the MuPix
series of chips) became available in 2011. A brief
summary of the chip development is given below.

7.4.1 MuPix 1 and 2

The MuPix 1 and 2 are small demonstration pro-
totypes with a matrix of 42 × 36 pixels of 30 ×
39 µm2 size for an active area of approximately
1.8 mm2, see Figures 7.2 and 7.4. Each pixel con-
sists of the sensor diode, a charge-sensitive ampli-
fier and a source follower to drive the signal to the
chip periphery. In addition there is a capacity al-
lowing to inject test charges. See Figure 7.3 for an
overview of the pixel electronics. On the periph-
ery, a comparator turns the analogue signal into
a digital time-over-threshold (ToT) signal. The

Figure 7.2: Design view of the MuPix 2 chip (ac-
tual size about 1.8 by 2.5 mm).

Source 
Follower

To Digital 
Processing Unit

Figure 7.3: Schematic of the pixel cell analog elec-
tronics in the MuPix chips. nw stands for n-well.

threshold of the comparators is set globally for
the chip and adjusted pixel-per-pixel with a 4-bit
tune digital to analogue converter (TDAC). In the
test chips, the comparator output of an individual
pixel can be observed via a dedicated output line.
Alternatively, the whole chip can be read out via a
shift register, where all the available information
is whether a particular pixel saw a signal during
an active gate.

The MuPix 1 chip had an issue with feedback
in the comparator that occasionally led to double
pulses. This issue has been fixed in MuPix 2,
which in addition contains temperature sensors.

7.4.2 MuPix 3 to MuPix 7

The MuPix prototypes number 3 to 7 were de-
ployed to develop HV-MAPS chips with fully in-
tegrated readout electronics.
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Figure 7.6: Overall layout of the MuPix 7 chip. The pixel matrix, the digital part and the periphery with
the bond pads can be clearly distinguished. The red rectangle in the bottom left contains the readout
state machine and serializer designed using synthesis tools, the rest of the layout was done manually.
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Figure 7.4: MuPix 2 sensor on ceramic carrier
with one Euro-cent for scale comparison.

Figure 7.5: Design view of the MuPix 3 chip (ac-
tual size about 4 by 5 mm).

Figure 7.7: Layout of the in-pixel circuitry (first
amplification stage) in the MuPix 7.

Figure 7.8: Layout of the pixel unit cell in the
MuPix 7. The nine charge collecting diodes and
the in-pixel circuitry shown in figure 7.7

Figure 7.9: Layout of the digital pixel unit cell in
the MuPix 7.
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Figure 7.10: Layout of the double end of column
in the MuPix 7.

In August 2012, we submitted the MuPix 3
chip. The chip has 40 × 32 pixels of 92 × 80 µm2

size for an active area of approximately 9.4 mm2,
see Figure 7.5. It implements the full digital col-
umn logic, allowing for address generation and se-
rial readout of zero-suppressed data. In addition,
MuPix 3 has faster signal shaping then MuPix
2.

The main conceptual differences compared to
the final sensor are the lack of a high-speed LVDS
outputs and the chip-wide hit collection logic. For
this prototype, the corresponding logic is emu-
lated off-chip in a FPGA. Also several control volt-
ages which should be generated on-chip in the final
version are currently produced on a test printed
circuit board (PCB) in order to allow for easier
debugging.

MuPix 3 could not be reliably used because of
a bug in the masking of noisy pixel cells which led
to an unpredictable number of pixels which were
switched off.

MuPix 4 was a very successful prototype which
allowed full zero-suppressed readout and was the
first HV-CMOS sensor with a per pixel counter
TDC. The MuPix 4 has a time resolution of better
than 10 ns RMS, see below. Because of a timing
violation in the readout part, the timestamps and
row addresses of half of the pixels could not be
read out.

This readout timing violation was fixed for
MuPix 6 which is fully functional. In addition
to these bug fixes, the MuPix 6 has for its first
four columns single stage pre amplifiers and for the
remaining 28 columns dual stage pre amplifica-
tion. Single stage pre-amplification with low out-
put swing was implemented already in MuPix 4,
requiring extremely stable voltages for threshold,
baseline and supply voltage. The dual stage am-
plification ensures stable operation even for non-
ideal conditions.

MuPix 7 is the first ASIC with a fully inte-
grated readout state machine, high speed clock
generation circuitry (PLL and VCO) and a fast
serial output running at 1.25 Gbit/s, see figure 7.6
for the chip layout. The analogue part of MuPix
7 is almost identical to the one of MuPix 6 with
a total active area of 10.55 mm2. The in-pixel
amplification circuitry and a full pixel including
the charge collection electrodes can be seen in fig-
ures 7.7 and 7.8. The digital part for a single pixel
is shown in figure 7.9 and the end-of-column logic
is shown in figure 7.10. This full system on chip
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Figure 7.12: MuPix 7 telescope setup in the PSI
testbeam in October 2015. The single plane set-
up and reference scintillators can also be seen on
the right. In the back, the low and high-voltage
power supplies as well as the two readout PCs are
visible.

was successfully tested at multiple test beam cam-
paigns 7.6.2 and in the laboratory.

An overview of the current prototypes is given
in tables 7.2 and 7.3.

7.5 The MuPix Telescope

Using the fourth MuPix generation, a tracking
telescope was developed [22]. The telescope con-
sists of four sensor planes, see figure 7.11. To real-
ize a flexible mechanical setup, which can be eas-
ily renewed in the case of activation during a test-
beam or damage, we based the mechanics on com-
mercially available components. The required pre-
cision is delivered by optomechanical components
(Thorlabs). Two parallel optical rails, spaced by
10 cm mounted on a 15 × 60 cm2 optical bread-
board pointing in beam direction, build a solid
base. A pair of optical post holders connected
to the rails with clamps provide a stable movable
stage for each layer. The PCBs with the chips
are mounted on a custom PCB holder made by
the mechanical workshop of the physics institute
in Heidelberg. This PCB holder is attached to
two optical posts. A system of micrometer screws
and springs integrated in the PCB holder give the
flexibility to move the individual planes with a
precision of 10 µm.

The development started during autumn 2013
and first results were obtained at the DESY II

testbeam facility during the early spring 2014.
The first MuPix Telescope version used two
Stratix IV FPGAs, each one controlling and read-
ing out two MuPix sensors. The data streams
were sorted online and frames with identical
125 MHz time stamp were merged and analyzed
offline. The maximal track rate for this telescope
version was about 500 kHz, limited by the readout
wait cycles in the FPGA state machine.

For the MuPix 7 prototype, which operates in
a streaming mode, continuously sending its own
data, a single FPGA is sufficient to control and
read out the four sensors, due to the reduced num-
ber of required signals. On the FPGA, the data
sorter (see section 24.4.2) is running, providing
sorted data frames with a range of 32 time stamp
bins. This simplifies the software and opens the
door for a telescope consisting of up to eight lay-
ers, which will improve pointing resolution and
helps to reject the noise contribution in the track-
ing. The MuPix 7 telescope can handle up to
1 MHz tracks, limited by the polling readout be-
tween FPGA and computer. Using direct memory
access (DMA), which is developed for the Mu3e
readout chain, the maximal track rate can fur-
ther be increased to the data logging speed on a
normal HDD in the order of 500 Mbyte/s. This
corresponds to a track rate in the order of 4 MHz.
The MuPix 7 telescope is shown in operation in
figure 7.12.

Besides the usage as tools for characterizing one
of the MuPix planes at test-beams, the telescope
is used to test the integration of MuPix proto-
types in a more complex system. Due to the
successful synchronous operation of a four layer
telescope, which is one sensor more than half the
sensor strip of the vertex detector, a milestone to-
wards the Mu3e pixel detector has been reached.

7.6 Characterization of the Proto-
types

The properties of the MuPix prototypes have
been tested using injection pulses, LEDs, laser
diodes, X-rays, radioactive sources and test beam
measurements. In the following, we will outline
the core results, details of the findings can be
found in the referenced master and bachelor the-
ses.

The characterization setup is based on a printed
circuit board which houses the chip and serves as
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MuPix 3 MuPix 4 MuPix 6 MuPix 7

Functionality Sensor Sensor Sensor Sensor
analog and analog and analog and analog and

digital electronics digital electronics digital electronics digital electronics
fast serial readout

Bugs Random pixel on/off Time stamp and None Minor features in
row address state machine control
for only 50% and wrong byte order

pixels in words

Improvements First digital Working digital Timestamp and Fast serial readout
readout readout and address readout

timestamp bug fixed

Table 7.2: Sensor prototype feature overview

Target value MuPix 3 MuPix 4 MuPix 6 MuPix 7

Pixel Size [µm2] 80 × 80 92 × 80 92 × 80 103 × 80 103 × 80
Sensor Size [cm2] 2 × 2 0.3 × 0.3 0.3 × 0.3 0.3 × 0.3 0.3 × 0.3
Active area [mm2] 390 9.42 9.42 10.55 10.55
Assembly 1 × 3 1 1 1 1
Assembly size [cm2] 2 × 6 0.3 × 0.3 0.3 × 0.3 0.3 × 0.3 0.3 × 0.3
Thickness [µm] 50 90, 600 50 250 50, 63, 75, 250
Max. LVDS links 3 - - - 1
Bandwidth [Gbit/s] 3.75 low low low 1.25
Spatial resolution ≤ 100 µm ≤ 50 - ≤ 30 ? ≤ 30
Power consumption [mW/cm2] ≤ 400 ? ? ≥ 223 ≥ 225
Time resolution [ns] ≤ 20 - ≤ 16.6 ≤ 15.5 ?
Efficiency [%] ≥ 99 - ≥ 99 ≥ 94 ≥ 99
Signal to noise ≥ 20 ? ≥ 31.5 ≥ 10 ?
Noise rate at 99 % efficiency [Hz/pixel] ≤ 10 - ≤ 2

Table 7.3: Sensor prototype overview

an interface to the control FPGA. The chip test
board provides voltage regulators for the supply
voltages and digital to analogue converters for the
threshold and the injection pulse height. To com-
municate with the FPGA, signals can be transmit-
ted and received via a flat ribbon cable or shielded
twisted pair SCSI cable. The FPGA is connected
to a PC which allows to steer it via a graphical
user interface written in C++.

The setup has been developed and improved
continuously over the prototype generations.

All current prototype chips need to be pro-
vided with external baseline and threshold volt-
ages. The chips can be configured with the help
of 6-bit DACs and configuration bits on the chip,
which can be set via a shift register. Further all

prototypes provide the possibility of an individ-
ual pixel tuning by adjusting the relative offset
of threshold and baseline on the comparator (see
chapter 30).

The measurements are performed either using
the digital readout of the chip, which allows to
measure all pixels at the same time or by using
the so called hitbus which is the digital output
signal of a single pixel’s comparator. Both os-
cilloscope measurements and data taking via the
FPGA board are used.

7.6.1 Laboratory results

The first step of chip characterization is done in
the lab, which allows for a general check of func-
tionality and optimization of the chip’s perfor-
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Figure 7.11: Schematic view of the four-plane MuPix telescope.

mance. The core results and development over
the prototype generations are summarized in the
following.

Pixel response

We refer to pixel response as the output pulse of
the pixels comparator. The pulse length corre-
sponds to the time the analogue signal from the
amplification stage crossed the threshold, the so
called time-over-threshold (ToT). For pulsed or
triggered signals, the first edge of the signal can be
used for latency measurements, e.g. section 7.6.2.
The comparator output can be observed for a sin-
gle pixel with the help of the hitbus signal.

The analogue pulse can be reconstructed by us-
ing a pulsed signal source and measuring latency
and ToT for different thresholds. For the earliest
prototypes (Fig.7.13) this revealed pulse widths
larger than 1 µs , which corresponds to a large
dead time. In the later prototypes this was im-
proved by a faster shaping which creates a pulse
length of 100 ns.

The measured ToT is proportional to the ini-
tial input signal which is created by the collected
charges. Therefore, the ToT is proportional to
the number of collected charges and by this also
directly mirrors the amount of deposited energy.

Heiko: Add energy calibration plots by Jan

By using an infrared laser with 855 nm wave-
length, which has a large penetration depth in sil-
icon compared to the depletion zone thickness, an
approximately uniform charge carrier production
can be achieved along the depletion zone. The
fast charge pulse is dominated by charges collected
via drift from the thin depletion zone. The pulse
height is thus approximately proportional to the
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Figure 7.13: Measured pulse shape of a MuPix
pixel in response to an LED pulse, fitted with the
expectation from RC − CR shaping, from [23].

depth of the depletion zone, which varies with the
applied high voltage as expected, see figure 7.14.

• HV-dependence

• Pulse shape

• ToT

• ref to time resolution

Signal-to-Noise

To measure the signal-to-noise ratio (SNR) a reli-
able/known reference signal is needed. The signal
of choice is the 5.9 keV photon of the 55Fe decay,
which is converting via the photo effect producing
a ≈ 1 µm diameter cloud of electron-hole-pairs.
For a single pixel the iron source produces a dis-
tinct peak in the ToT spectrum (Fig.7.15), which
allows to match the injection signal to reproduce
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Figure 7.14: Position of the 55Fe peak in depen-
dence of the applied high voltage, from [23].
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Figure 7.15: Time-over-threshold (corresponding
to energy) spectrum of a 55Fe radioactive source,
from [23].

this peak. By using the tuned injection signal the
SNR can be determined with a threshold scan,
which measures the s-curve of the pixel response
as shown in Fig.7.16. With the help of an error
function fit the mean signal height and the noise
can be determined. In all cases a SNR larger than
10 has been measured. The results are summa-
rized in Tab. 7.3.

• Fe55 signal

• threshold scan

• fit

• ENC
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Figure 7.16: Signal to noise rate for the MuPix 2
chip. The signal size is taken from measurements
with a 55Fe source, whilst the noise is measured
in a injection pulse scan, see [23] for details.

Bias current optimization

With the help of the bias currents, the chip perfor-
mance is steered. The bias currents are controlled
by 6 bit digital to analogue converters (DACs).
The DAC settings thus control the amplifiers and
comparators and steer the amplification and shap-
ing times. At the same time they also dictate the
power consumption of the pixel electronics. In [20]
first results of a bias current optimization are pre-
sented which aim for a reduced power consump-
tion. By measuring the currents drawn by the
chip, the power consumption of this setting was
measured to be ≈ 225 mW/cm2. In test beam
measurements several power settings have been
tried. The most promising settings up to now of-
fers a very good efficiency at ≈ 350 mW/cm2

• Performance

• Power Consumption

Temperature dependence

In the detector environment the pixel detector
faces temperatures from 0 to 70 ◦C. Possible per-
formance differences due to varying temperatures
need to be understood and compensated for. The
main focus of these investigations is the pulse
shaping and for the latest prototype the stability
of the VCO and PLL circuits.

• MuPix 2

• PLL & VCO
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Figure 7.17: Temperature dependence of the po-
sition of the 55Fe peak, from [23].

• Signal

Radiation tolerance

As the Mu3e experiment is performed at a muon
beam-line the requirements on radiation hardness
are not comparable to those at hadron colliders
like the LHC. The radiation tests of HV-MAPS
sensors done so far all indicated that there will be
no radiation damage even at highest muon rates
in Mu3e phase II.

Radiation-tolerance studies of HV-MAPS sen-
sors in 180 nm and 350 nm technology are ongo-
ing for other projects (e.g. ATLAS pixel R&D).
Several test chips with similar pixel electronics
as MuPix have been irradiated at CERN up to
doses up to 600 MRad (x-ray plus protons) and up
to 1015 neq/cm2 [24, 25]. The results are promis-
ing. A HV-CMOS sensor with the comparators
capacitive coupled to the readout chip (CCPD)
was irradiated at the Jožef Stefan Institute1 to
1015 neq/cm2 at a temperature of 5◦ and at −55 V
bias. This CCPDv2 had a signal to noise ratio af-
ter neutron irradiation of 20 and a shaping time of
100 ns. The CCPDv2 irradiated to 1015 neq/cm2

had an efficiency of about 95% instead of 99% for
the unirradiated sample. Another CCPD detec-
tor works after irradiation to 600 MRad with x-
rays plus protons showing increased noise to about
150e.

1Institut "Jožef Stefan", Jamova cesta 39, 1000 Ljubl-
jana, Slovenija

7.6.2 Testbeam results

In the years 2012 to 2015 fourteen testbeam cam-
paigns were carried out in order to characterize the
MuPix prototypes, an overview is given in table
7.4. Below the test-beam campaigns are described
and the core results summarized.

CERN SPS testbeam 2012

In August 2012 the MuPix 2 chip was tested at
the CERN SPS. The beam from the SPS was a
170 GeV pion beam, chosen for little multiple scat-
tering at the telescope and the device under test
(DUT). In two separate data taking periods the
MuPix 2 was mounted inside the TimePix tele-
scope [26]. This silicon pixel telescope has four
layers before and four layers after the DUT, pro-
viding very precise pointing resolution of 5 µm.
The MuPix 2 chip was tested facing the beam
and under an angle of 45◦. For both beam pe-
riods a threshold scan was performed in order to
derive the efficiency as a function of threshold, but
no threshold calibration to equalize the gain of the
pixels was performed. The measured resolution of
11.2 µm in x and 15.4 µm in y corresponds to the
expected resolution given the telescope resolution
and the pixel size.

DESY testbeam March 2013

The DESY testbeam in March 2013 was aiming
at a precise study of the MuPix 2. Unfortunately
the integration of the MuPix 2 readout together
with the EUTelescope (ACONITE) suffered from
a bad choice of the readout window. Since the
intrinsic readout window of the MIMOSA26 chips
in the EUTelescope is 2 × 115 µs and the MuPix
2 readout window was set to 1 µs, the results of
the efficiency study reflect the low time overlap of
these two systems, see [27].

DESY testbeam June 2013

During the June 2013 testbeam at DESY both the
MuPix 2 and the MuPix 3 prototype were tested
with a 3 GeV electron beam. The hit integration
time for the MuPix 3 in the device under test po-
sition was set to cover the entire period between
two triggers, but the random pixel enabling bug
made a determination of the chip efficiency im-
possible. The readout of the time over threshold
(ToT) for the MuPix 3 was successfully used but
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also here a random subset of pixels was contribut-
ing to the output signal. The high voltage and
threshold dependence of the MuPix 3 ToT was
studied. The ToT decreased insignificantly with
increasing high voltage. With increasing threshold
the ToT decreased significantly from around 7 µs
at 0.83 V to ≤ 0.2 µs at 0.90 V [27]. One MuPix
3 thinned down to 90 µm thickness was compared
to another MuPix 3 which was 600 µm thick. HV
and threshold scans were performed and no signif-
icant differences in ToT behavior could be found
[27].

PSI testbeam October 2013

In this campaign the πM1 beamline at PSI was
used providing a mixed proton, pion, muon and
electron beam at a momentum range of 100 MeV/c
to 500 MeV/c, in the following results for parti-
cle momenta of 193.2 MeV/c are discussed. Since
no reference telescope system was available, all
measurements were taken in the ToT operation
mode with a scintillating tile time reference sys-
tem. Thick (600 µm) and thin (80 µm) MuPix
2 and thick (600 µm) and thin (90 µm) MuPix 3
were tested. For the following measurements the
beam electrons were selected with the help of the
scintillating tile pulse height. For MuPix 2 HV
scans at a fixed threshold of 840 mV were taken.
The ToT for central pixels was shorter than the
ToT at the edge pixels for both thick and thinned
chip. The ToT for pixels of the thin chip is sig-
nificantly longer than for the thick MuPix 2. At
−90 V the thin MuPix 2 chip does behave dif-
ferently, which could be attributed to either the
thinning or the individual chip since no measure-
ment could be taken before thinning [22, 27]. For
the thin and thick MuPix 3 chip HV scans for the
ToT did not show any significant trends. The ToT
dependance on the location of the pixel could not
be studied for the MuPix 3, since an undefined
subset of pixels was read out with the same ToT
event. The thick MuPix 3 chip had a significantly
lower latency (scintillator time to start of ToT sig-
nal) of 160 ns as compared to the thin MuPix 3
chip 180 ns [27].

DESY testbeam October 2013

In the October 2013 testbeam the MuPix 4 chip
prototype was successfully tested. Because of
cross talk issues in the readout system developed
in Heidelberg at the Physikalische Institut, the

Figure 7.18: MuPix 4 sensor prototype inside the
EUTelescope. The MuPix 4 readout system de-
veloped by Ivan Perić was used here.

test system of Ivan Perić was used for these mea-
surements. The MuPix 4 was installed as device
under test (DUT) in the EUTelescope ACONITE.
To match the data sampling time of the MI-
MOSA26 chip of the EUTelescope, the MuPix 4
hit collection time was set to twice the integration
time of the MIMOSA chips before and after the
trigger signal. The MuPix integration time for
the dedicated time resolution measurements had
to be shorter.

In order to measure the time at which a parti-
cle hit was detected, the MuPix 4 samples the bit
pattern of an external Gray counter. This time
stamp is then read out together with the pixel
column and row address. In this test beam the
MuPix 4 timestamp was compared to the time
of the trigger signal which the trigger logic unit
(TLU) generates when pairs of finger scintilla-
tors before and after the telescope have been hit.
Choosing a 100 MHz Gray counter frequency for
the MuPix 4, the distribution of the time differ-
ence between MuPix 4 and TLU has a sigma of
17 ns, see Figure 7.19. This performance made the
MuPix 4 chip the MAPS chip with the best time
resolution.

The efficiency of the MuPix 4 was measured
with the EUTelescope as a reference with an elec-
tron beam of 3 GeV. Figure 7.20 shows the effi-
ciency of the MuPix 4 in the DUT position of the
EUTelescope, on average it is around 99 %. Fur-
ther improvement in efficiency can be achieved by
tuning the pixels individually, see below.
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Figure 7.19: Time difference between MuPix 4
pixel timestamp and TLU trigger signal time in
units of 10 ns, from [27].
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Figure 7.20: Efficiency for the MuPix 4 chip. The
efficiency for each pixel is shown in color scale.
The average efficiency for each column and row
are given at the axis, from [28].

DESY testbeam February 2014

The testbeam at DESY in February was used to
further investigate the performance of the MuPix
4 prototype. As in the previous testbeam the test-
setup developed by Ivan Perić was used. The hit
integration time for the MuPix 4 readout setup
to start from the last trigger and stop 200 µs after
the current trigger signal.

The measurement of the efficiency of the
MuPix 4 in the device under test position of the
EUTelescope was studied in detail. The high volt-
age (substrate voltage) was set either to −50 V or
to −70 V, threshold scans in steps of 5 mV were
taken and the MuPix 4 was rotated to angles of

820 830 840 850 860 870 880

threshold / mV

0.82

0.84

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

e
ff

ic
ie

n
cy

UHV = 50 V
Ebeam = 5 GeV
Untuned

Angle = 0.0°

Angle = 22.5°

Angle = 45.0°

Figure 7.21: Efficiency for the MuPix 4 chip for a
high voltage of −50 V and a 3 GeV electron beam.
Threshold scans for the MuPix 4 chip were carried
out unrotated as well as for angles of 22.5◦ and
45◦, [28].

22.5◦ and 45◦, see Figures 7.21 and 7.22. The
efficiencies measured for the MuPix 4 under an
angle of 45◦ are up to 99.9 %. The measurements
under no angle and the one under 22.5◦ still ex-
ceed 99.5 % for a high voltage of −70 V. The tun-
ing of individual pixels was successfully applied to
the MuPix 4 for these measurements, as can be
seen in the measurement of the per pixel efficiency
shown in Figure 7.23. This efficiency map of the
MuPix 4 chip indicates a very high and homoge-
neous efficiency, pixels shown in white do not have
an entry because of missing statistics. The spatial
resolution of the MuPix 4 is dominated by the
pixel size of 92 × 80 µm2. Figure 7.24 shows the
residual distribution of tracks determined with the
EUTelescope as a reference system.

At the February 2014 testbeam at DESY the
MuPix Telescope (see section 7.5) was tested for
the first time in a particle beam [22]. The MuPix
Telescope was equipped with four planes of the
MuPix 4 chips together with the readout system
developed in Heidelberg, which still suffered from
shortcomings concerning digital crosstalk. Never-
theless correlations between the column and row
addresses of sensor hits in different planes gave a
clear indication that the MuPix telescope detects
particle tracks.
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Figure 7.22: Efficiency for the MuPix 4 chip for a
high voltage of −70 V and a 3 GeV electron beam.
Threshold scans for the MuPix 4 chip were carried
out unrotated as well as for angles of 22.5◦ and
45◦, [28].
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Figure 7.23: Efficiency for the MuPix 4 chip after
tuning the pixels individually. The efficiency for
each pixel is shown in color scale. The average
efficiency for each column and row are given at
the axis, from [28].

PSI testbeam June 2014

It was planned to test the new MuPix 6 chip pro-
totype at the PSI beam line πM1 with the mixed
π+, µ+ and positron beam at a momentum range
of 100 MeV/c to 500 MeV/c. The MuPix 6 is a
bug-fix of the MuPix 4 chip, with functional read-
out of all row addresses and timestamps and a sec-
ond amplification stage for the right 28 columns of
the pixel matrix. Since the accelerator had to be
repaired during the scheduled testbeam time, no
beam was delivered to πM1. Therefore the time
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Figure 7.24: Residual distribution of tracks
through the MuPix 4 prototype using the EU-
Telescope as track reference, from [28].

was used to test the new readout system hard-
ware including LVDS data links mitigating the
cross talk problem of the previously used flat rib-
bon cable [22]. The telescope setup was assem-
bled from MuPix 6 chips thinned to 250 µm on
thinned MuPix 4v1 boards with LVDS adapter
cards. Calibration runs were taken using two dif-
ferent 90Sr-sources of 3.7 MBq and 250 kBq. While
there was still a cross talk issue in the setup, espe-
cially for the time stamps which were input with-
out Gray encoding, some successful runs could
be taken at low clock speed. Runs with a time
stamp bin size of 640 ns and a readout cycle length
of 12.7 µs were successfully taken and clear time
correlations between the hits of different sensor
planes could be shown. The scattering of the low
energy 0.55 MeV electrons from the source pre-
vented a successful analysis of spatial correlation
in the four telescope planes.

PSI testbeam July 2014

A successful testbeam campaign was carried out
at the πM1 beamline in July 2014 running at a
mixed π+, µ+ and positron beam with a momen-
tum of 250 MeV/c [20]. On one optical breadboard
a single MuPix sensor plane and the MuPix tele-
scope with four sensor planes were mounted, both
setups were complemented with two scintillating
tiles for trigger and time information. The scin-
tillating tiles have an area of 4 × 4mm2 facing the
beam.

For all five sensor planes MuPix 6 prototypes of
250 µm thickness on thinned MuPix 4v1 boards
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were used. The horizontal alignment of the
MuPix sensor plane could be adjusted by mi-
crometer screws, but the vertical alignment both
of the MuPix sensor planes and of the scintillat-
ing tiles had to be done roughly by adjusting the
post height. In this testbeam campaign the bias
current settings for the single setup were adapted
to the need for lower power consumption and heat
production, cutting the three main bias currents
to half (VN, VN2, VPComp=30). HV scans from
-5 −80 V and threshold scans from 0.66 V to 0 V
were performed for the single MuPix chip setup.
The online monitoring allowed amongst others to
check the relative time of the scintillating tiles
and the MuPix 6 in the single setup, ensuring
meaningful data sets for offline analysis. The
time resolution of the MuPix 6 chip was tested
in the single setup with a time stamp bin size
of 10 ns. For offline data analysis one hot pixel
was removed, for the remaining pixels single hit
events with trigger signals from both scintillat-
ing tiles were used. Figure 7.25 shows the cor-
relation between the MuPix 6 timestamp and the
time from the scintillating tiles. The difference be-
tween MuPix 6 time stamp and scintillator time
was closely inspected, see Figure 7.26. A fit to
the central part of the time difference distribution
gives a σ of 15.48 ns, which can be considered as
an upper limit of the MuPix 6 time resolution.
For one single pixel the comparator output (hit-
bus signal) was sampled together with the trigger
scintillator signal with a 400 MHz clock equivalent
to 2.5 ns bin size, the distribution of the time dif-
ference between hitbus time and trigger time can
be seen in Figure 7.27. The data for this plot
was accumulated over 10 runs at a threshold of
0.64 V and a high voltage of −60 V. The Gaus-
sian fit to the peak of this distribution gives a σ
of 15.1 ns. Since the timestamp to trigger distri-
bution in Figure 7.26 and the hitbus to trigger
distribution from a single pixel, Figure 7.27 both
show a tail, it cannot be attributed to the pixel
to pixel variation. The hitbus signal is sampled
with the FPGA, so the latency from the particle
passage (and detection by the trigger scintillators)
and the time over threshold (ToT) are known for
each event with a hitbus signal. A plot of the
ToT against the latency, see Figure 7.28, shows
the time walk of the MuPix 6 and the potential
improvement of the time resolution utilizing an
on-chip time-walk correction.

Figure 7.25: Timestamp correlation between
MuPix 6 with bin size of 10 ns and scintillating
tiles, from [20].

Figure 7.26: Difference between timestamp of the
MuPix 6 with bin size of 10 ns and scintillating
tile time, from [20].

Figure 7.27: Difference between hitbus time of the
MuPix 6 with bin size of 2.5 ns and scintillating
tile time, from [20].

PSI testbeam October 2014

The October testbeam at the πM1 beamline at
PSI was used to continue testing the MuPix 4 and
MuPix 6 prototypes with a π+, µ+ and positron
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Figure 7.28: Time over threshold (ToT) versus
latency of the hitbus signal of MuPix 6, from [20].

beam set to a momentum of 250 MeV/c [20]. Us-
ing a similar hardware as for the July PSI test-
beam, both a single MuPix setup and the MuPix
telescope were mounted onto an optical base plate
together with a pair of scintillating tiles for trigger
and timing purposes. The single setup was based
on a MuPix 6 chip glued on a 25 µm thick Kapton
foil, the so called floating MuPix. The MuPix
telescope had three reference planes of MuPix 6
chips and the device under test (DUT) was either
a floating thin MuPix 4 or a floating MuPix 6.
The efficiency of the 50 µm thin MuPix 4 chip was
investigated with the help of the telescope in or-
der to detect potential deviations from the thick
sensors. For both the single setup and the tele-
scope setup various bias current setting were stud-
ied in order to find the best compromise between
detection efficiency and power consumption of the
MuPix. Furthermore the newly implemented ac-
celerated readout was tested, operation was possi-
ble up to rates of 1 MHz of hits per layer, the rate
used for most measurements was 333 kHz of hits
per layer allowing for some safety margin. The
maximum rate of this readout implementation is
limited by the communication between CPU and
FPGA. The efficiency of the MuPix 6 in the de-
vice under test position of the MuPix telescope
was precisely determined. Figure 7.29 shows the
efficiency of the MuPix 6 as function of the high
voltage applied to the pixel substrate. Clearly
the efficiency goes up even between −75 V and
−80 V, pointing at a more efficient charge collec-
tion and some charge amplification for the high-
est voltages applied. While the high voltage scan
was taken at a moderate threshold of 0.65 V, Fig-
ure 7.30 shows the efficiency of the MuPix 6 going
up even around 0.7 V reaching 94 %. It can be con-
cluded that the best working point for the MuPix

High voltage [-V]
0 10 20 30 40 50 60 70 80

E
ff

ic
ie

n
cy

0.3

0.4

0.5

0.6

0.7

0.8

Figure 7.29: MuPix 6 efficiency versus high volt-
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Figure 7.30: MuPix 6 efficiency versus threshold,
from [29].

6 is at a voltage beyond −80 V and a threshold
above 0.7 V, which was confirmed in later test-
beam campaigns. In order to run at thresholds
close to the baseline voltage of the MuPix chip,
it is important to tune all pixel cells to a similar
level of noise, otherwise the noise of a fraction of
the pixels would make the readout of the chip im-
possible. The programming of the tune digital to
analog converters (TDACs) was successfully im-
plemented and tested during this testbeam cam-
paign and helped reaching high efficiencies at low
noise in further test-beams.

DESY testbeam March 2015

The March testbeam campaign at DESY was
used to continue the measurements with MuPix
6 and to perform the first measurements with the
MuPix 7 prototype. The beam energy chosen for
these tests was 5 GeV. The MuPix 7 chip read out
over a parallel bus with an external state machine
as for the MuPix 6 chip with similar firmware
and software, which provides direct comparison
between the two chip generations. The new fea-
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tures of MuPix 7 like the internal state machine
for the readout, the internal clock filtering, fast
PLL and the 1.25 Gbit/s serial readout were not
used during this testbeam. The MuPix telescope
was equipped with three floating MuPix 6 in the
reference planes and one floating MuPix 7 as de-
vice under test. The device under test in the EU-
Telescope DATURA was either a single MuPix 6
or MuPix 7 plane.

The MuPix telescope was run at a high volt-
age of −85 V and a time bin size of 80 ns, the
DAC values can be found in [30]. The mechan-
ical alignment was done with the help of precision
screws resulting in a mechanical misalignment of
around 100 µm, Figure 7.31. The software align-
ment done offline resulted in mean residuals of less
than 6 µm. The efficiency as a function of thresh-
old for the MuPix 7 in parallel readout mode is
shown in Figure 7.32. The maximum efficiency
measured for this scan was 99.31 % at a relatively
high noise rate of 668 Hz/pixel. A good working
point for this chip would be a threshold between
0.74 V and 0.75 V, for which the efficiency is above
98 % and the noise is below 200 Hz/pixel. Better
performance can be reached by carefully tuning
the individual pixels with the help of the TDACs,
see below.

In the EUTelescope a single MuPix 7 was
used as device under test. It was read-out with
the readout scheme developed for MuPix 4 and
MuPix 6 using the external state machine on the
FPGA, external timestamp counters and parallel
data transmission via low voltage differential sig-
naling (LVDS). For some studies of the MuPix 7
each pixel baseline was tuned individually, aiming
at an equalized noise rate for one specific thresh-
old. Threshold scans were performed for detailed
studies of the efficiency for high voltages of −85 V,
−90 V. The bias current settings were chosen ei-
ther to allow for maximum chip performance or
to save power which is important for a very light
weight overall design of the on detector services.
For 0.772 V threshold and a high voltage of −85 V
an efficiency of 97 % was determined, for 0.775 V
threshold and a high voltage of −90 V the effi-
ciency was 98.6 %. In the power saving settings
(225 mW/cm2), 0.762 V threshold and a high volt-
age of −90 V the efficiency of 93.5 % was mea-
sured, see Figure 7.33. The high pointing reso-
lution of the MIMOSA26 reference planes in the
EUTelescope of around 5 µm was used to study
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Figure 7.31: Row row correlation after mechanical
alignment, from [30].
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Figure 7.32: Efficiency for threshold scan with
MuPix 7 in parallel readout, from [30].
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Figure 7.33: Efficiency for a MuPix 7 prototype
at a high voltage of −90 V and power saving set-
tings, the measurement was performed with the
EUTelescope DATURA as reference and after tun-
ing all pixel baselines individually.

sub-pixel effects, see Figure 7.34. No sub-pixel
structure was observed for the MuPix 7.
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Figure 7.34: Sub-pixel efficiency for a MuPix 7
prototype at a high voltage of −90 V and 0.777 V
threshold, the measurement was performed with
the EUTelescope DATURA as reference and after
tuning all pixel baselines individually.

Mainz testbeam spring 2015

In spring 2015 the MuPix 6/7 telescope was set
up in Mainz in order to perform measurements
behind the tagger magnet in the A2 photon scat-
tering hall. Here ≈ 1 GeV electrons from MAMI
are available for parasitic running after they ra-
diate the photons used in the crystal ball experi-
ment. The MuPix 6 and MuPix 7 sensors were
the ones used at DESY before and had a thick-
ness of 250 µm, the setup and especially the bias
DAC values can be found in [30]. The baseline
for each pixel was tuned individually in order to
achieve a homogenous noise distribution at the
target threshold. A high voltage of −85 V was
applied to the sensors and the time bin size was
set to 80 ns. As for the DESY testbeam data anal-
ysis a χ2-cut of 10, a time window of 240 ns but a
search radius of 320 µm was chosen for the track
reconstruction [30]. For a threshold of 0.76 V an
efficiency of 98.87 % and a noise rate of 4 Hz/pixel
was found. The relatively low noise rate was a
result of performing the baseline tune for the in-
dividual pixels at the same threshold of 0.76 V.
Figure 7.35 shows the MuPix 7 efficiency for a
threshold scan, revealing high efficiencies of up to
99.87 % at the cost of a very high noise rate of
1960 Hz/pixel.
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Figure 7.35: Threshold scan for a MuPix 7 proto-
type at a high voltage of −85 V, the measurement
was performed after tuning all pixel baselines indi-
vidually in order to achieve a low and homogenous
noise per pixel at 0.76 V, from [30].

CERN SPS testbeam July 2015

At the CERN SPS testbeam in July 2015 the
MuPix 7 chip was tested in a 180 GeV pion beam.
The MuPix 7 chip was for the first time in a parti-
cle beam operated with internal readout state ma-
chine, built-in clock circuitry and high speed se-
rial data output at 1.25 Gbit/s. The MuPix tele-
scope for this campaign was assembled from four
planes of MuPix 7 chips on MuPix 7 PCBs each
connected to the same FPGA via a SCSI cable.
Fast clock and data signals are running over the
SCSI cable as well as the slow control communica-
tion all of which are implemented in LVDS stan-
dard. Threshold scans were performed both with
bias current settings at high power consumption
(935 mW/cm2) and for power saving bias settings
(225 mW/cm2), see Figure 7.36 and 7.37. These
results prove that the MuPix 7 HV-MAPS full-
system-on-chip runs in continuous readout mode
with an efficiency around 99 %, marking one of the
major milestones of the Mu3e R&D work.

PSI testbeam October 2015

As for previous measurements at the πM1 beam-
line at PSI a π+, µ+ and positron beam set
to a momentum of 250 MeV/c was used. The
hardware setup comprised a MuPix 7 telescope
with four planes and a single MuPix 7 setup.
A pair of plastic scintillators with PMT readout
were used as time and trigger reference. Dur-
ing this campaign the efficiency of the MuPix
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Figure 7.36: Threshold scan for a MuPix 7 pro-
totype in high power (935 mW/cm2) bias current
configuration at a high voltage of −85 V, the mea-
surement was performed after tuning.
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Figure 7.37: Threshold scan for a MuPix 7 pro-
totype in low power (225 mW/cm2) bias current
configuration at a high voltage of −85 V, the mea-
surement was performed after tuning.

7 for four different bias current configurations
was examined, ranging from 225 to 935 mW/cm2.
Beside the so called high power 935 mW/cm2

and low power 225 mW/cm2 settings, a medium
power 400 mW/cm2 and a low-medium power
300 mW/cm2 setting were chosen in the attempt
to find a good compromise between overall chip
performance and power consumption, see 7.38.
The performance of the MuPix 7 chip was best in
the low-medium power settings, showing efficien-
cies of above 99 % while maintaining a noise rate
of around 10 Hz/pixel.

DESY testbeam October 2015

An electron beam of 2 GeV to 6 GeV was used for
the measurements. Most of the threshold scans
were taken at a beam energy of 4 GeV. At the
DESY testbeam area TB22 one EUTelescope with
a single MuPix 7 plane was used, downstream a
MuPix 7 telescope with four working MuPix 7
planes and another MuPix 7 telescope with three
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Figure 7.38: Threshold scan for a MuPix 7 pro-
totype in low power 225 mW/cm2, low-medium
power 300 mW/cm2, medium power 400 mW/cm2

and high power 935 mW/cm2 bias current config-
uration at a high voltage of −85 V, the measure-
ment was performed after tuning.

working planes were installed. The last telescope
was run all the time in order to commission a
second MuPix 7 telescope. It was tried unsuc-
cessfully to integrate the single MuPix 7 plane in
the Eudaq system. The operation of the middle
MuPix telescope was very successful, threshold
scans for the second MuPix 7 plane were per-
formed with the dual stage amplification, the sin-
gle amplification stage (MuPix 4 mode). In addi-
tion scan were taken for the sensor rotated by 0◦,
15◦, 30◦, 45◦. The high voltage was set to −85 V,
the bias currents were set to intermediate power
settings 300 mW/cm2 and the pixels were tuned
for homogeneous noise distribution for all sensor
planes.

For the threshold scans under angles of 0◦ to 45◦

first software alignment for each angle was per-
formed, yielding residuals in x and y-direction of
less than 10 µm, for many runs even below 2 µm.
After the selection of successful runs, the depen-
dency of the MuPix 7 efficiency on χ2 and the
angle at a threshold of 0.74 V was plotted, see
Figure 7.39. Efficiencies of above 99 % at a noise
rate of around 2 Hz/pixel have been measured for
MuPix 7.

The test-beam results obtained over the last
years are summarized in table 7.4. These re-
sults reflect the performance not only of the
MuPix prototype chips but also the performance
of the over-all system including electronic hard-
ware, FPGA firmware and software. Even though
many detailed measurements with the MuPix 7
are either ongoing or scheduled for the first half
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Figure 7.39: Angular scan for a MuPix 7 proto-
type from 0◦ to 45◦ at a high voltage of −85 V,
the measurement was performed after equilibrat-
ing the pixels.

of 2016, the current results encourage Mu3e to
aim for the fabrication of a large scale prototype
in spring 2016. This large prototype will allow
studying the scalability of the MuPix chip and to
start the HV-MAPS module integration tests.
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Beam Period Particles Energy [GeV] MuPix type Eff. [%] Time res. [ns] Noise @ 99 % eff. [Hz/pixel]

SPS Aug 2012 pions 170 MuPix 2 ≥86 - -

DESY Mar 2013 electrons 2 to 5 MuPix 2 - -
DESY Jun 2013 electrons 3 to 5 MuPix 2, MuPix 3 - -
PSI Sep 2013 pions 0.16 to 0.45 MuPix 2, MuPix 3 - -
DESY Oct 2013 electrons 3 to 5 MuPix 4 ≥99 ≤17 -

DESY Feb 2014 electrons 5 MuPix 4 -
PSI Jun 2014 90Sr 0.5510−3 MuPix 6 - - -
PSI Jul 2014 pions 0.25 MuPix 4, MuPix 6 ≥86 15.5 -
PSI Oct 2014 pions 0.25 MuPix 4, MuPix 6 ≥94 - -

DESY Mar 2015 electrons 5 MuPix 6, MuPix 7 99.31 668 (≤ 5 at 98.5% eff.)
Mainz Q2 2015 electrons 1 MuPix 6, MuPix 7 98.9 4
SPS Jul 2015 pions, p 180 MuPix 7 ≥99 ? 11
PSI Oct 2015 pions 0.25? MuPix 7 ≥99.5 ? 3
DESY Oct 2015 electrons 2-6 MuPix 7 ≥99 ? ≤2

Table 7.4: Test beam overview

66



Chapter 8

Pixel Mechanics and Supply

Figure 8.2: Tool for layer 3 segment assembly.

The pixel detector mechanics has been opti-
mized for very low material budget in the active
detector region. Additional requirements are me-
chanical stability, resistance to temperatures over
a wide range and a modular design for ease of as-
sembly and repair. The gaseous helium cooling
distribution to the HV-MAPS chips is part of the
mechanical design of the pixel detector, see chap-
ter 19.

It is proposed to build the frame for the silicon
pixel detector from thin Kapton foil. The HV-
MAPS chips are glued and bonded on a flex-print
and then mounted onto the Kapton frame. As the
digital readout circuits of the pixel chips create an
approximately 0.5 mm wide dead area, there is a
1 mm overlap to the adjacent HV-MAPS chip on
the next flex-print. The Kapton foil used for the
mechanical frame construction is 25 µm thin. It
gains in mechanical stability as it is folded around
a prism-shaped template and glued to plastic end-
pieces. This structure, composed of HV-MAPS
chips, flex-print, Kapton frame and end-pieces
is regarded as a pixel module. The outer pixel
modules gain extra mechanical stability from V-

Figure 8.3: Tool for layer 3 segment assembly.

shaped folds in the support structure, which are
positioned under the middle of each row of HV-
MAPS chips.

The pixel detector layers are composed of mul-
tiple pixel modules, with each module. These lay-
ers have four different sizes and prism shapes, see
Figure 8.4.

Layers 1 and 2 are each build from two modules,
layer 3 and 4 are build from six and seven modules
respectively. The inner double layers have 12 cm
active length. Layer 1 has 8 and layer 2 10 sides of
19 mm width. Each inner layer is assembled from
two half-modules. As a consequence the plastic
end-pieces are half moon shaped. All four half
modules of the inner detector layers are mounted
to two thin rim wheels. A mechanical prototype
for the inner double layer has been constructed
from 25 µm Kapton foil both for the frame and the
flex-print layer, while the pixel chips have been
simulated with 100 µm thick glass plates. Glass
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Figure 8.1: Screenshot of the Mu3e detector mechanics 3-D model.

of 100 µm thickness is of comparable flexibility as
thinned silicon, which is shown in Figure 8.5. The
resulting mechanical unit is surprisingly sturdy
and fully self supporting, as can be seen in Fig-
ure 8.6.

Layer 3 and layer 4 have a three times larger
active length of 36 cm. The sides of these outer
layers are 19 mm wide. The layers 3 and 4 have
24 and 28 sides. An outer double layer module
combines four sides, so layer 3 consists of 6 and
layer 4 consists of 7 modules, see Figure 8.7.

The modules of the pixel detector layers are
mounted onto pairs of end-wheels, forming detec-
tor stations. In Mu3e phase I there are three de-
tector stations, one in the center around the tar-
get, one recurl stations upstream and one recurl
station downstream of the central station. The
central station consists of the target, the pixel
layers 1 and 2 forming the vertex detector, the
fiber tracker and the pixel layers 3 and 4, form-
ing the central outer pixel detector. Assembly of
each the central station is done in a special mount-
ing frame, combining the inner two layers with
the modules of the outer two layers on large rim
wheels (Figure 8.8). Each of the two recurl sta-
tions has a metal beam pipe in the center onto
which the tile-detector and the pixel layers 3 and
4 are mounted.

Figure 8.4: Mechanics of the central pixel detector

Figure 8.1 shows the status of the mechanical
design of the Mu3e detector.

8.1 Mechanical design of the four
pixel layers

8.1.1 Layer 1

The innermost layer (layer 1) of the Mu3e pixel de-
tector is built around the target and, together with
layer 2, forms the vertex tracker of the Mu3e ex-
periment. It has prism shape with an active length
of 12 cm and eight sides of 19 mm width each, see
Figure 8.9. It is composed of two modules with
four sides each, see page 246 in the appendix. The
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Figure 8.5: A 50 µm thin silicon wafer.

Figure 8.6: Mechanical prototype of the inner
pixel layers. Thin glass plates replace the silicon
chips.

Figure 8.7: Segmentation of the central outer lay-
ers.

Figure 8.8: Mounting tool for the central pixel
detector.

Figure 8.9: Mechanical design of the inner pixel
layer 1.
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Figure 8.10: Mechanical design of the inner pixel
layer 2.

layer 1 module has one end-piece on each end and
a Kapton foil bridging the active area. Each end-
piece is milled from PEI (polyetherimide), which
can be used at temperatures of up to 170 ◦C. The
Kapton foil in the active area is 25 µm thin and has
cut-outs for the bond-wires between the flex-print
and the MuPix chips. It also has holes in the four
corners for the relative alignment between the foil
and the end-pieces during the fabrication process.
In addition it is foreseen to cutout part of the foil
under the MuPix sensors in order to reduce the
amount of material. Each side of the layer 1 mod-
ule is equipped with six MuPix chips of 2 × 2 cm2.
Ideally three MuPix chips can be cut in one strip
from the production wafer, making the relative
alignment much easier. This depends strongly on
the MuPix yield on the wafers, because three good
chips in a row are required. The upstream and
downstream ends of the layer 1 pixel modules are
read out separately, using flex-prints with control
signals, clock, power and high-voltage shared by
the three MuPix chips on each end, see section 8.2.

8.1.2 Layer 2

The second layer (layer 2) of the pixel detector
is constructed very similarly to layer 1, see sec-
tion 8.1.1. It also has an active length of 12 cm but
its prism shape has ten sides, see Figure 8.10 and
page 247 in the appendix. Layer 2 is also made
from two half-modules, each having five sides with
six MuPix chips per side. The modules are com-
posed from two PEI end-pieces and a Kapton foil
acting as a mechanical frame in the active area.
The flex-prints with the glued and bonded MuPix
chips in one piece is exactly the same as for layer 1.

Figure 8.11: Mechanical design of the outer pixel
layer 3.

In contrast to the module for layer 1, the layer 2
modules have inlets for the gaseous helium used to
cool the MuPix chips. The helium gas is injected
into the gap between the layer 1 and the layer 2
by two gas inlets per side, so ten inlets per mod-
ule end-piece. The hot helium gas is extracted
through identical outlets on the opposite side, see
chapter 19.

8.1.3 Layer 3

The third pixel detector layer, which is a prism
shape with a length of 36 cm and twenty-four sides
of 19 mm width each, forms together with layer 4
the outer pixel tracker. It is used in the central
part around the target, vertex layers (layer 1 and
2) and Fiber Detector and in the recurl stations
up- and downstream around the Tile Detector.
There are six layer 3 pixel detector modules in
each detector station. A layer 3 module combines
four sides of 19 mm width and 36 cm length, see
Figure 8.11 and page 248 in the appendix. The
modules are built from PEI end-pieces on both
sides and a 25 µm thin Kapton foil acting as a
mechanical frame in the central part. The Kap-
ton foil has a v-shaped fold along each side un-
derneath the flex-prints and MuPix sensors, en-
suring mechanical stability and offering a channel
for the helium coolant. The Kapton frame also
has laser cut holes to make space for the bond-
wires between flex-print and chips. The end-pieces
have a v-shaped groove in the middle of each side
of the detector matching the fold in the Kapton
foil frame. Additionally the end-pieces have inlets
for the cold helium gas, which flows inside the v-
shaped fold and in opposite direction also on both
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Figure 8.12: Mechanical design of the outer pixel
layer 4.

sides of the fold. Each layer 3 module is equipped
with eighteen MuPix chips of 2 × 2 cm2 per side,
so 72 chips in total. The chips are ideally cut in
groups of three from the wafer. On this flex-print
power and read-out of the nine chips in the up-
stream half and the ones in the downstream half
are separate. During the fabrication process the
four flex-prints are glued onto the Kapton frame
and to the end-pieces one by one, among others
closing up the v-shaped cooling channels.

8.1.4 Layer 4

Layer 4 of the pixel detector is very similar to
layer 3 and has a prism shape with 36 cm and
twenty-eight sides of 19 mm width each. Each
layer 4 pixel detector station has seven modules
with four sides each, see Figure 8.12 and page 247
in the appendix. The layer 4 modules are quite
similar to those of layer 3 and the flex-prints for
the module 4 construction are identical.

8.2 Flex-print assembly

The MuPix chips must be powered, properly
grounded and require all the connections for com-
munication to and from the chip. The flex-print
assembly takes care of this. It consists of multiple
layers, each for different functions:

• Power layer: Distributes the low-voltages
to the chip. Made of aluminum film of 25 µm
thickness in order to keep the voltage drop
across lines within an acceptable level of less
than 20 mV. Two power grids are needed

(VDD and Vss) and carried out as point-to-
point connections from power connector to
chip, avoiding extra material from vias.

• Signal layer: Provides the control signals
to the MuPix chips and hosts the readout
lines. All signal connections will be imple-
mented as impedance-controlled differential
pairs (Z0 ≈ 50 Ω and Zdiff ≈ 100 Ω). This
layer will also distribute the HV. Currently it
is considered to use either commercial tech-
nology (HiCoFlexTM) which allows to pro-
duce a copper layer on a polyimide substrate
with a thickness of a few µm, or another tech-
nology (LED Technologies of Ukraine) based
on etched aluminum on polyimide substrate.

• Ground layer: One layer of aluminum film,
similar to the power layer but without a trace
structure and separate for the upstream and
the downstream end of the detector module.

The three layers will be laminated together using
epoxy glue (Stycast 1266), which can be applied
in thin layers grace to its low viscosity. To ap-
ply the glue, two options will be evaluated. The
first option is using a robotic gantry with a dis-
penser head attached. The second option is a
stamping technique where glue from a reservoir
wets a rubber stamp and the pattern will be im-
printed on the target substrate. Both options have
been used successfully in multiple particle physics
experiments before. The method with the best
results in terms of minimized glue amount and
uniformity of the results will be chosen, see also
section 9. Using this approach, the material load
per single pixel layer can be achieved to match the
breakdown as given in Tab. 8.1.

8.2.1 Design considerations

A multi-layer design offers the following advan-
tages over a single layer design: It is possible
to use a monolithic plane with a low resistance
for ground. Moreover, the ground plane acts as
shielding between the sensors and the signals on
the other layers of the flex-print. Furthermore, it
is possible to divide this plane into ground and
power distribution.

A dedicated signal layer can be optimized re-
garding trace width and separation to match the
impedance (Z0 ≈ 50 Ω for single traces and Zdiff ≈
100 Ω for differential pairs) and also to distribute
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the high voltage. The impedance is controlled by
the ground and power layers such that there is al-
ways a power/ground plane above and/or below a
signal trace. Here, no large currents are expected
to flow, so the layer can be thin. Therefore, this
layer can be made of copper as it is not the most
critical component in the material budget (see Ta-
ble 8.1). To accomodate bus connections, two sig-
nal layers are required, which however does not
have a large impact on the material budget.

A two-layered signal HiCoFlexTM solution with
additional in-house produced aluminium layer for
power and ground distribution has been studied.

Similarly a design based on the technology of-
fered by LED Technologies of Ukraine has been
studied. This technology makes up to two layers
with etched aluminum traces on polyimide sub-
strate available. It provides also inter-connectivity
between the two layers. Using these possibilities
a layout with one layer for signal traces and one
layer for the signal fan-out of the chips, power and
ground has been developed.

Current design specifications for the differential
signal lines can be found in Table 8.2. The spec-
ifications have been found using the layer stacks
for the HiCoFlex and LTU solutions as shown in
Figures 8.13 and 8.14.

The power layer will be optimized to keep the
power dissipation along the flex-print as low as
possible, which is yet a challenge for the outer
layers where the power for 9 sensors has to be sup-
plied with point-to-point connections. As an ad-
vantage, point-to-point connections allow to regu-

Component thickness X/X0

[µm] [%]

Kapton frame 25 0.009
Kapton flex-print 20 0.007
Aluminum power lines 2 × 25 0.056
(99 % coverage)
Copper traces 4 0.009
(33 % coverage)
HV-MAPS 50 0.054
Adhesive 2 × 2 0.001

Full detector layer 199 0.136

Table 8.1: The pixel detector layer radiation
length is dominated by the HV-MAPS chips and
the aluminum in the power and ground layers.

trace parameter dimension dimension
[µm] [µm]

HiCoFlexTM LTU

width (top layer) 40 65
separation (top layer) 80 130
width (bottom layer) 20 65
separation (bottom layer) 40 130

Table 8.2: Differential pair parameters in the sig-
nal layer to match Z0 ≈ 50 Ω and Zdiff ≈ 100 Ω
for both vendors (HighTec and LTU).
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Figure 8.13: Stack chosen for the HiCoFlex solu-
tion with additional aluminium layer for ground
and power distribution.
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Figure 8.14: Stack chosen for the LED Technolo-
gies of Ukraine (LTU) 2-layer solution.

late the power for each sensor to compensate the
voltage drop along the line. A power distribu-
tion by a bus line would have the advantage of
a smaller resistance, but the voltage drop along
the line would exceed our targeted 20 mV. This
solution would require on-chip power regulators.

For the HiCoFlex solution, all signals, power
connections and ground will be connected to the
sensors by wire bonding. The bond pads for the
signals on the copper layers will be on the top sig-
nal layer, while there will be holes in the HiCoFlex
to connect ground and power on the aluminium
layer below. This solution requires a consider-
able amount of vias to minimize the material.
Currently under investigation is the addition of
a rigid-flex PCB, with one end glued to the flex-
print at the module end-piece and the flexible part
acting as the cable going to the front-end PCB.
Clearly this would ease the mechanical and electri-
cal integration, but must be included in the overall
mechanical design. The connections to the flex-
rigid PCB will be done using solder connections
through holes. Similar to the pads for bonding to
the MuPix the solder holes for the signals will be
on the top signal layer, while power and ground
will be soldered directly on the aluminium layer.

The current design using the HiCoFlexTM tech-
nology, see Figures 8.15 and 8.16, foresees a daisy-
chaining of common signals for all sensors, which
include the reference clock and the synchronous
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Figure 8.15: Composite view of the current flex-
print design for a vertex module showing the
power traces on the top layer (blue) and the solder
connections on the left. The ground layer is shown
in purple. It is foreseen that 3 MuPix sensors can
be connected.

Figure 8.16: The inner layer of the flex-print de-
sign showing the signal traces and the high voltage
distribution for 3 sensors.

reset. This is required to keep the number of sig-
nals per module as small as possible in order to
facilitate the operation of the module.

For the 2-layer LTU solution, connection of the
flex and the sensors will be done using the SpTAB
technique (cite!). Here, the aluminium traces of
the flex are connected to the pads by applying
pressure. The reliability of this process has to be
determined to estimate the yield of fully functional
modules.

8.2.2 Flex-print studies

The feasibility of high speed data transmission
with aluminum-Kapton flex-prints has been stud-
ied in [31] and [32]. Starting from a foil lami-
nate with 12 µm or 25 µm aluminum and 25 µm
Kapton, with 25 µm glue in-between, differential
traces with a width and separation of 120 µm have
been produced by means of a laser platform (see
Figure 8.20). The 12 µm aluminum foil would
be preferable regarding radiation length, however
long term tests have shown that bare traces with
12 µm failed after being exposed to the lab envi-
ronment for a longer time. It has also been found
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larger. In a layout where the flex-print is sand-
wiched between the MuPix and the Kapton frame,
smaller sizes are required to match the impedance.
Therefore, a full in-house design solution is not

feasible at the moment and the hybrid solution
with a signal layer produced in a commercial tech-
nology is the current choice.
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Chapter 9

Pixel Module Production
and Testing

Pixel modules are an assembly made of MuPix
chips attached to a circuit providing the electri-
cal connections to the data acquisition further
downstream. The latter consists of multiple lay-
ers, where the signal layer is manufactured by
an external company and the powering/ground-
layers will be made in house. The lamination
of those layers together, the attachment of the
MuPix chips, the soldering and the wire-bonding
are shown in Fig. 9.1, which in addition illus-
trates the dependencies of all steps and the testing
(“quality control points”) performed at each stage
of the process.

9.1 Manufacturing steps

In manufacturing, the parts get assembled in order
to make a working module, ready for mounting on
the mechanical structure. The general workflow
is outlined in Fig. 9.2, crucial aspects which are
taken care during manufacturing are:

• Flex-print assembly: The flex-prints for
the signal layer get delivered from the manu-
facturer in singulated units. After an inspec-
tion they will be ready to use. The layers for
powering and ground are made in-house. For
this, aluminium films will be laser-cut to size
on a temporary handling tape and then lam-
inated to the signal flex-print on both sides
using a thin film of epoxy glue.

If we find a provider for a three layer flex-
print made entirely with aluminium we will
use this source.

• PCB assembly: The PCB makes the con-
nection between the flex cable and the flex-
print assembly. The cable is an integral part
of the PCB, which is made of a flex-rigid-
technology, i.e. the flexible layers will be sand-
wiched between the rigid layers of the PCB.
First, some electronic components like resis-
tors and repeaters need to be mounted, all
in SMD packaging. This will be done us-
ing industry-standard SMD reflow soldering.
A mandatory electrical test will ensure that
the PCBs are in working condition and that
the flexible cable attached to the PCB shows
the required electrical properties. In the sec-
ond step, the electrical connection between
the flex-print and the PCB will be made via
solder-holes in the flex-print. The aluminium
layers will be connected using ultrasonic sol-
dering1.

• Sensor chips: The sensors will be delivered
as wafers from the chip foundry. A thorough
inspection will take place to single out the
working items and bad chips will be marked
(see section 9.3.2). The chips will then get
diced out at an external company. After a vi-
sual inspection (surface sanity) and an elec-
trical test (similar to the wafer test) they are

1Soldering is restricted to peripheral parts outside the
active sensor volume in order to avoid high-Z materials in
the tracking volume.
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Figure 9.1: Production workflow and quality control points. Note: Dim. msrmt. stands for dimension
measurement.

ready for mounting. The chips will be glued
to the flex-print assembly using a thin layer
of epoxy glue.

• Sensor mounting and finalisation of
modules: After curing, the electrical con-
nections between the chip and the flex-
print will be made using industry-standard
aluminium wedge bonding (wire thickness:
25 µm, wedge with long bond-flat of about
75 µm). Finally, the modules are fully func-
tional and can be tested thoroughly before
getting mounted on the mechanical support
structure. A close-up picture of the full mod-
ule will be taken for the records. This will al-
low to measure the relative alignment of the
sensors to its neighbours from visible features
on the chips.

Manufacturing takes place in appropriate envi-
ronments, i.e. wafers will be handled in clean-
room environments, any semiconductor part will
be handled with proper ESD protection. Should
transportation be required (i.e. shipping wafers
to the dicing company), proper packaging will be
used to safeguard the materials.

The tools needed for manufacturing will be de-
veloped over the course of the next few months.
They will be designed in-house to facilitate the
needed production steps. For handling flat mod-
ule components and putting them together, tools
inspired by proven designs of the CMS pixel group
at Paul Scherrer Institut will be evaluated. As an
example, Fig. 9.3 shows a versatile tool for lam-
ination and glue application purposes, shown in
a configuration for precision placing of a part on
top of another part. A precision linear guide con-
trols the vertical movement. It is balanced with a
counter-weight (not visible) to ease operation and
to control the force applied when left free. Op-
eration is entirely manual and parts are held by
means of vacuum. Alignment is controlled via ad-
justable micrometer screw stops. We envision to
fabricate such tools in the configuration needed
for making MuPix modules in the sizes needed.
For pick-and-place tasks we envision the use of an
existing four-axis robot used for the precise as-
sembly of PCBs. To control glue application, var-
ious techniques are being evaluated and the best
will be chosen. Among those are precision dosing
of glue using syringes in a glue-robot and stamp
techniques like CMS uses.
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Figure 9.2: Main production steps for manufacturing a pixel module.
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Figure 9.3: Versatile tool for lamination, gluing and placing of parts as needed during manufacturing
steps. In this configuration, the bottom part holds a module via vacuum, aligned by micrometer screw
controlled stops. The top part is movable vertically by precision linear guides. Here it is used for holding
a part before placing it precisely (image shows state after that). Size indication: module dimensions
approx. 22 mm × 66 mm. Image used by kind permission of CMS pixel group at Paul Scherrer Institut.
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9.2 Part tracking

Every part used for manufacturing modules is
identified to allow tracking.

Identification. Unique numbers are assigned to
parts at different levels.

Part no. Every part receives a number, be it a
commodity product (screws, tape, etc.) or
a custom manufactured part (flex-print, chip
dice, etc.). For each part, specifications and
test procedures are required.

Lot no. Every delivery of a part gets assigned
a lot number. A manufacturer’s own lot or
batch number will be kept on record, but not
used for identification within the manufactur-
ing process.

Serial no. All items of a certain complexity will
receive this number, e.g. chip wafers, individ-
ual chips, flex-prints.

If items exist in more than one version, the same
part no. shall only be used if the versions are in-
terchangeable. If a version is incompatible to an-
other, a new item no. needs to be assigned.

Part tracking will be done using a database, ac-
cessible via the web. Access control will be in
place to protect the data. Where appropriate,
labels will be attached to storage boxes or indi-
vidual items. Labels will carry basic information
(part no., lot no., serial no., item name) and a ma-
chine readable identifier (bar code or 2D-code). To
minimise material for finished modules, laser en-
graving will be used to identify those parts. The
database will provide backtracking functionalities
to enable drill-down investigations. For this, any
assembly step will allow to map involved parts on
a lot or serial number level. E.g. it will be possible
to tell from the id of a finished module which lot
of flex-prints was used, which wafer(s) the chips
came from, which location the chip had on the
wafer, and so on.

Tracking scope. Any activity with a part will
be reflected by an update in the database, e.g. any
operation as shown in Fig. 9.1. Data kept for this
purpose depends on the event and may cover (but
is not limited to) the following information:

• Manufacturing step. Such steps alter the
properties of the parts, hence this information
needs to be recorded.

Minimal information: Unique material iden-
tifier(s), new identifier (if the result is a new
part), step taken, success information, date
and time, responsible person.

• Quality test. Results of tests need to be
recorded. Raw data shall be kept either in the
database or at a safe location. For the latter,
the database needs information on where to
find the raw data.

Minimal information: Unique material iden-
tifier, raw data (or pointer), summarised
result (pass/fail or grade), equipment used
(i.e. S/N of a measuring device), date and
time, responsible person.

• Transfer. Any transfer of a material from
one location to another requires an entry in
the database.

Minimal information: Unique material iden-
tifier, initial and final destination, date and
time, responsible person.

• State changes. Parts may alter their sta-
tus outside of normal production steps, e.g. a
part gets destroyed, lost in a shipment etc.
Such changes need to be kept on records as
well.

• Additional information. The database
will allow to store additional information like
notes, pictures, miscellaneous observations
etc.

The database should allow users to determine the
status of each item, handle orders of stock items,
allow to analyse the quality of the overall produc-
tion and to monitor progress over time.

9.3 Quality control

Test results of quality control points will be stored,
including acceptance decisions. For each product
and quality step, acceptance criteria will be de-
fined. This can be either a simple accept/reject
scheme (simple parts) or a more elaborate grad-
ing scheme (chips, modules). Only accepted parts
will be used for subsequent manufacturing steps.
For items where a grading scheme will be used, the
best parts shall be used for making the modules
for the final detector.
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9.3.1 Common quality tests

Visual inspection and dimension testing is done
wherever appropriate. Visual inspection is carried
out to spot obvious mistakes and quality issues like
dirt, cuts, damaged surfaces etc. Images of visu-
ally inspected items will be taken and stored in the
database. Dimension testing is especially required
for steps where the material thickness needs to be
under tight control, e.g. in gluing steps.

9.3.2 Wafer Test

A needle card, connected to an FPGA via a cus-
tom PCB is used to test the wafers. The custom
PCB will be derived from the PCBs developed
for the single MuPix test. The software tool will
be based on the existing software and firmware,
which is developed for the prototype testing. To
monitor the status of every chip and the testing
procedure, the test results are processed online
and the results displayed in a GUI. In addition, all
results will be stored in a data base. Due to the
high number of sensors which have to be tested,
the procedure should be fast and the required time
to test one sensor should be in the order of min-
utes. The test can be divided into three stages:

1. Powering Test
2. General Functionality
3. Performance Test

Failure in one of the steps will lead to a reduced
grading and eventually rejection of the chip.

Powering Test. At the beginning, the resis-
tance between HV, power and ground is measured.
If there is any short, the chip is rejected. The 1.8 V
required to operate the chip are applied and the
current is measured. Subsequently, the HV is first
ramped up to −15 V, then to −85 V and the cur-
rent is also measured. For the HV, a current limit
of 1 µA is set in order to protect the chip. If the
HV cannot be applied, the chip is rejected and the
testing procedure stops.

General Functionality. To test the general
functionality, a set of default DAC values is ap-
plied and the PLL is switched on. The DAC values
are read back in order to confirm the functionality
of the slow control. If the PLL can be locked, dif-
ferent sets of DAC value are set and the measured
current is compared to the expected one. Now, the

baseline of the chip is read back and compared to
the applied value. Then, different thresholds are
set and read back. If all tests are passed, a LED
array is switched on, the hit map read out, and
the LED spots identified.

Performance Test. In order to keep the chip
efficient while controlling the noise, an individual
pixel tuning is required. Therefore, the tuning
routine is applied. Currently, this is the time con-
suming part of the testing and has to be accel-
erated. After the tuning, a quick threshold scan
to measure a noise threshold curve is performed.
Afterwards, the LEDs are switched on again and
the hit maps are stored as well as a plot corre-
lating the time stamps of the hits with the LED
trigger times. The phase between the LED pulses
and the reference clock of the system is scanned
in eight steps and the corresponding time stamps
are stored in separate histograms. From these his-
tograms the time resolution and the analogue per-
formance of the chip can be extracted.

9.3.3 PCB testing

The PCB will be visually inspected upon receiv-
ing and a basic electrical acceptance test will be
carried out prior to assembly. This will include a
check for connectivity and shorts, functionality of
the repeaters and a check for the correct values
of the passive components (termination resistors
etc.).

9.3.4 Flex-print testing

The flex-prints undergo several steps. At every
step, the items will be visually inspected and elec-
trically tested. For this, pogo-pin cards will be de-
signed to quickly test basic electrical properties to
deduce conformity to requirements. This includes
testing for connectivity, opens and shorts within
and among the layers. Samples will be tested for
wire-bonding capabilities to ensure process suit-
ability.

9.3.5 Final module testing

Modules will be fully tested to show that they
meet the quality criteria. Testing procedures can
be classified in type testing (which includes de-
structible tests) and individual module testing
(non-destructive by design).
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Test Step Target Values to pass

Power 1 1.8 V at 120-200 mA
High Voltage 1 −85 V at 1 µA

PLL 2 lock the PLL in a reasonable time
DAC 2 Measure the expected currents
Baseline 2 Measure a Baseline of 0.800 V
Threshold 2 Measured Threshold = Applied Threshold
LED 1 2 See a LED spot on different positions on the sensor

Tuning 3 Perform tuning
Threshold scan 3 Noise-Threshold curve should be step function like
LED 2 3 LED spots and time stamp LED trigger correlations

Table 9.1: Overview of the quality criteria for the wafer test. Currents are based on the MuPix7.

Type testing. A sub-sample of modules will be
used to thoroughly test their properties. Some of
these tests may be destructive. Tests will include:

• Temperature cycling. The modules con-
tain laminates, which may get deformed un-
der thermal stress. While the choice of ma-
terials have been matched to minimise such
effects, robustness of the final module de-
sign has to be demonstrated. A stress test
with multiple cycles over a temperature range
exceeding nominal operation under powered
condition will be carried out. If possible, the
test may be extended to extreme conditions
to provoke failure.

• Corrosion testing. Although normal oper-
ation should not create corrosive conditions,
a test operating a module under humid condi-
tions will be carried out. (Normal operation
of the pixel detector happens at temperatures
around 10 to 70 ◦C and the dew point of the
experimental hall is assumed to be well be-
low 20 ◦C.) After success, the test will be
extended to condensating conditions, where
a module eventually may fail.

• Resonance test of wire-bonds. Other ex-
periments observed resonant wire-bond fail-
ures while operating them inside a magnetic
field, e.g. the CDF-detector acts as a promi-
nent example [33]. The usual mitigation us-

ing encapsulation substances is not suitable
for a ultra-low mass design as in Mu3e, hence
the need to show that no frequencies occur
that may trigger resonance failure. In a mag-
net with controlled field, modules should be
operated and the wire-bonds should be ob-
served using a microscope. A technique using
video frames may be envisioned, as described
e.g. in [34].

• Irradiation test. Expected radiation doses
for pixel modules within Mu3e are moderate.
To test the radiation hardness of a module
under realistic conditions, a campaign at an
electron accelerator facility (e.g. MAMI) shall
be envisioned. At such a place, an early pro-
duction grade module will be operated for an
extended period of weeks or months, e.g. par-
asitically behind another experiment.

Individual module testing. Every module
will be tested thoroughly to demonstrate its qual-
ity. This will comprise the sanity of the pixels,
power consumption under nominal operating con-
ditions, check that the module can be properly
calibrated and the calibration values are within
specifications, response to visible laser light and
radiation (using a radioactive source). The proce-
dure will be similar to the chip tests carried out
during wafer testing.
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Chapter 10

Pixel Readout

This chapter describes the digital part of the
MuPix sensor as planned for the production de-
vice. The digital part of the MuPix 7 prototype
is very similar and was tested in the lab as well as
in test beams and found to perform as expected.
The scheme described here however incorporates
some improvements and additional features.

10.1 Clocking

The MuPix is synchronized to a single external
clock and generates a variety of frequencies for
timestamps and to control the readout internally.
The following sections describe the clock genera-
tion and the usage of the various frequencies in
the system.

10.1.1 PLL and External Clocks

The MuPix has an internal voltage controlled os-
cillator (VCO) which can be tuned with two bias
currents (VPVCO and VNVCO). It generates the
fast base clock clk800p used for data serialization
and from which all other clocks are derived. In or-
der to synchronize the sensors, a phase locked loop
(PLL) can be enabled which adjusts the VCO with
respect to a reference clock. The PLL locks over a
wide range of VCO settings and an optimal work-
ing point with <100 ps jitter can be found (Fig.
10.1).

A 125 MHz reference clock has to be provided
to run the LVDS link at 1250 Mbit/s. The readout
base clock clk8n can be picked up from the sensor
to analyse the VCO frequency and the locking to
the reference clock (see Figure 10.3).

A detailed study of the VCO and PLL prop-
erties is topic of a current bachelors thesis [?].
The temperature dependence was investigated
and yielded very promising results for out chosen
working point. In an observed temperature range
from 0 ◦C-60 ◦C the PLL locked successfully with a
negligible change in jitter as shown in figure 10.2.

For redundancy, the fast base clock clk800p can
also be provided by a fast external clock which
bypasses the VCO for testing purposes or in case
of VCO malfunction.

10.1.2 Clocking in the digital part

The digital part receives a single fast input clock
clk800p, for which we assume 625 MHz frequency
in the following (the name is due to the fact that
the design was targeted at 800 MHz and runs well
at even higher frequencies); for other input clock
speeds, the multiplier stays the same, see table

Figure 10.1: The measured jitter between refer-
ence clock (125 MHz) and chip clock for differ-
ent VCO settings. The optimal working point for
VPVCO = 0 is clearly visible.
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10.1. The LVDS data link runs at twice the fre-
quency of clk800p.

The various stages of the serializer, the readout
state machine and the timestamp Gray counter
(see below) all run at frequencies which are integer
divisions of the fast base clock.

Note that TimestampClk and ReadoutClk are
not named clocks in the Verilog used for syn-
thesis of the digital part and are adjustable (to-
wards slower frequencies) via the ckdivend and
timerend configuration registers (6 bits and 4
bits respectively). The signals to the analog part
(e.g. RdCol) are driven by ReadoutClk, and have
thus at maximum half that frequency, which is
also the maximum hit frequency during a readout
cycle.
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Figure 10.2: A VPVCO scan around the work-
ing point for different temperatures. It shows a
small shift of the jitter minimum, which can be
explained by an increased current for higher tem-
peratures.

Figure 10.3: MuPix phase locked to reference
clock. Orange: 62.5 MHz MuPix clock output
clk8n, Purple: 125 MHz reference clock from
FPGA.

The frequencies of the timestamps and the read-
out can be adjusted individually and do not need
to be linked, the only concern being that the read-
out is fast enough to resolve timestamp overflows.

TimestampClk drives a 24 bit binary counter,
which is transmitted at the beginning of each read-
out sequence and allows to keep different sensors
synchronized even if there are no hits. The lowest
8 bit of the binary counter are converted to a Gray
counter which is used for the hit timestamps. The
counters can be reset using the SyncReset signal,
allowing to align all the sensors at the start of a
run.

For the production sensor, the phase of
TimestampClk should be adjustable with regard to
clk800p in steps of 1.6 ns (one period of clk800p)
in order to be able to synchronize the detector
(compensating for cable delays etc.).

The readout state machine generates 32 bit
words with a frequency of ReadoutClk/2, which
are then passed to the serializer part which multi-
plies the frequency up to two bit at clk800p and
then clocks out on both edges of clk800p.

10.2 Readout Link

10.2.1 Link Encoding

The MuPix sensors have up to three 1250 Mbit/s
LVDS output links for data. All data on the link
are 8bit/10bit encoded, using the standard IBM
encoding [35, 36]. This leaves 1000 MBit/s user
data bandwidth.

10.2.2 Synchronization and Alignment

After power-up reset, the MuPix sends the
comma-word K28.5 (0xBC in unencoded form, en-
coded alternatively as 0x0FA and 0x305). The
length of this synchronization sequence can be
adjusted with the four bit resetckdivend reg-
ister, which serves as a clock divider control-
ling an 8 bit counter. The comma word is sent
Nres = 2×256×resetckdivend times. This long
sequence of comma words is necessary for the re-
ceiver on the FPGA to lock onto the phase of the
incoming signal and then determine the bound-
aries between 10 bit words. After this, the readout
sequence begins.
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Clock name Frequency at 625 MHz base Frequency at f base Duty cycle use
clk800p 625 MHz f 50% base clock, 2bit serializer
clk4n 125 MHz f/5 40% byte serializer, 8b/10b
clk3n2 156.25 MHz f/4 50% encoded byte serializer
clk1n6 312.5 MHz f/2 50% nibble serializer
clk8n 62.5 MHz f/10 50% readout base clock
TimestampClk 625 MHz/(ckdivend+1) f

(ckdivend+1)
50% timestamps

ReadoutClk 62.5 MHz/(timerend+1) f

10(timerend+1)
50% RO state machine

Table 10.1: Clocks in the digital part of the MuPix.

Figure 10.4: MuPix serial data output at
1250 Mbit/s. Eye height is above 130 mV and the
eye width is larger than 0.65 UI (unit interval =
time per bit).

10.2.3 Link Performance

The LVDS link can be adjusted using several bias
currents. The differential output voltage VOD can
be primarily adjusted via the bias current VN-
LVDS. At maximum, VOD reaches about 200 mV.
Pre-emphasis of the signal can be controlled via
bias currents to reduce rise and fall times, but de-
creases the overall amplitude. Figure 10.4 shows
the eye diagram of the MuPix at 1250 Mbit/s.
For this data rate, no pre-emphasis is required.

The quality of the serial data stream was
checked in a bit error rate measurement search-
ing for 8bit/10bit code and disparity errors. The
signal was transferred over a 2 m long SCSI-2 cable
from the MuPix test PCB to a Stratix IV FPGA.
In a 10 h long test no errors were found, giving an
upper limit on the bit error rate BER ≤ 5 · 10−14

at 90% confidence level.

10.3 Pixel and Column Logic

Figure 10.5 shows the digital logic in each pixel cell
and in the column periphery. Note that one phys-
ical column is matched to two logical columns,
one for the even and one for the odd pixels. In
the following we describe the working principle of
the digital logic using only active high signals; in
the hardware, signals typically change from active
high to active low and back with every logic gate
in order to use only NAND and NOR gates and
thus reduce transistor count and delay times.

If a signal from the pixel surpasses the thresh-
old set in the comparator, the comparator output
will go high and the edge detector will see a ris-
ing edge, which is then latched in the first SR-
latch. The latched signal opens the switch con-
necting the timestamp storage capacitance with
the Gray counter - the current Gray counter value
is now stored on the floating capacitance, which
will slowly discharge (ms timescale) if not read
out. The pixel is now dead until it is read out and
will not register new hits. The LdPix signal from
the state machine transfers the hit signal into a
second SR-latch; the pixel is now ready for read-
out.

The pixel priority logic receives a PriorityIn

signal if no pixel in the priority chain before it
has seen a hit. If the pixel under consideration
also has not seen a hit, the PriorityIn signal is
passed down the chain to PriorityOut. Other-
wise, PriorityOut goes low, the D input of the
read flip-flop goes high and the pixel waits for a
Read signal from the periphery in order to write
the hit data to the bus.

The column bus is pulled low by the PullDown

signal. In the column periphery, the LdCol signal
registers the inverted output of the pixel prior-
ity chain (if the priority chain output is low, at
least one pixel has seen a hit). The output of this
register in coincidence with LdCol generates the
Read signal, which generates the ReadEn signal in
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Figure 10.5: Schematic of the logic in the pixel digital part (top) and the column periphery (bottom).
Note that the priority signals are chained through the pixels or the columns; the inverse of the last
ColumnPriorityOut is the PriFromDet used in the state machine. For this schematic, the logic has been
simplified/changed to use only active high signals, in hardware, signal levels are frequently inverted in
order to produce appropriate delays and/or minimize the transistor count. See text for a full description
of the functionality.

the pixel currently interrupting the priority chain.
This pixel will now open the switches connecting
pixel row address and time stamp capacitor to the
column bus and reset both SR-latches, which has
the pixel ready to accept the next hit. In the col-
umn periphery, the values on the column bus are
registered in a set of 16 flip-flops. The fact that
there is a hit in the column is registered in an
SR-latch, which serves as an input to the column
priority logic, a copy of the pixel priority logic: If
a column has a hit stored, the chain is interrupted
and the column ready to write to the chip-wide
data bus, otherwise the priority signal is passed
on. The inverted output of the priority signal of
the last column is seen by the state machine and
indicates the presence of at least one hit.

The RdCol signal then triggers the write of the
column address as well as the pixel data to the
chip bus and a reset of the column periphery.

10.4 Readout State Machine

10.4.1 Readout Sequence

The readout sequence is controlled by the state
machine shown in figure 10.6. On exit from the
SyncState described in section 10.2.2, the state
machine checks the sendcounter signal. If it
is on, the state machine will change to a de-
bug mode sending only counters as described in
section 10.4.2. Otherwise the readout sequence
starts and continuously cycles through the read-
out states:

• StatePD1 The Pulldown signal is on and
clears the column buses.

• StatePD2 The Pulldown signal is off again.

• StateLdCol1 The LdCol signal moves one hit
per column to the column periphery.
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StateSync

Reset

sendcounter
True StateSendCounter1 StateSendCounter2

sendcounter
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StatePD1
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False False

StateLDPix2
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False

True

StateRDCol2

PriFromDet maxcycles
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Figure 10.6: MuPix Readout State Machine
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Cycle State Data
0 SyncState K28.5

1 SyncState K28.5

... SyncState K28.5

Nres − 1 SyncState K28.5

Nres StatePD1 K28.5

Nres + 1 StatePD1 K28.5

Nres + 2 StatePD2 K28.5

Nres + 3 StatePD2 K28.5

Nres + 4 StateLdCol1 K28.5

Nres + 5 StateLdCol1 K28.5

Nres + 6 StateLdCol2 K28.5

Nres + 7 StateLdCol2 K28.5

Nres + 8 StateLdPix1 BinaryCounter[23 down to 16]

Nres + 9 StateLdPix1 BinaryCounter[15 down to 8]

Nres + 10 StateLdPix2 BinaryCounter[7 down to 0]

Nres + 11 StateLdPix2 GrayCounter

Nres + 12 StateRdCol1 K28.1

Nres + 13 StateRdCol1 Timestamp

Nres + 14 StateRdCol2 Column

Nres + 15 StateRdCol2 Row

... StateRdCol1 K28.1

... StateRdCol1 Timestamp

... StateRdCol2 Column

... StateRdCol2 Row

Repeat maxcycend times, then back to cycle Nres

Table 10.2: Data format for the MuPix sensors. Note that the information in BinaryCounter[7 down

to 0] and GrayCounter is redundant and allows to test the proper functioning of the Gray encoding.

Cycle State Data
0 SyncState K28.5

1 SyncState K28.5

... SyncState K28.5

Nres − 1 SyncState K28.5

Nres StateSendCounter1 BinaryCounter[23 down to 16]

Nres + 1 StateSendCounter1 BinaryCounter[15 down to 8]

Nres + 2 StateSendCounter2 BinaryCounter[7 down to 0]

Nres + 3 StateSendCounter2 GrayCounter

Back to cycle Nres

Table 10.3: Data format in the counter mode

• StateLdCol2 The LdCol signal goes off again.

• StateLdPix1 The LdPix signal registers hits;
if there are hits left from the last cycle, di-
rectly go to the next state, else wait either for
hits or for slowdownend cycles. The binary
counter and timestamp are copied to the data
output.

• StateLdPix2 The LdPix signal goes off again.
If there are hits (Priout is on), move to the
next state, else start again at StatePD1.

• StateRdCol1 The RdCol signal is on. Data
are sampled and written to output.

• StateRdCol2 The RdCol signal is off again.
If there are still hits and we have read less
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than maxcycend hits in this cycle, go back to
StateRdCol1 else go to StatePD1.

One cycle of the readout state machine corre-
sponds to two eight bit words to the encoder or 20
bits on the serial output. The state machine can
be run at a slower speed by setting the timerend

register to a value larger than 0, which will then
keep every state active for timerend + 1 cycles.

The data format at the encoder/serializer is
thus as listed in table 10.2.

10.4.2 Counter debug mode

In the counter debug mode, no readout takes
place and the state machine cycles between the
StateSendCounter1 and StateSendCounter2 af-

ter reset, sending data as shown in table 10.3. The
counter mode is ideally suited for extended link
tests.

10.4.3 Run Start

The individual pixels in the sensor serve as a very
large buffer without the possibility of a clear; the
pixel readout thus has to be kept running dur-
ing run stops. The procedure foreseen for the
run start is to assert SyncReset for an extended
time, which will lead to hits with timestamp zero.
At the run start, SyncReset is de-asserted at the
same time for all sensors, and the front-end FPGA
will discard received hits until the received times-
tamps are different from zero.
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Part IV

Fibre detector
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Milestones for the Fibre Detector

1. Decision on fibre type (round or square) (Q2/16)

2. SiPM selection (Q2/16)

3. Full simulation and reconstruction of Fibre Detector; complete integration of Fibre Detector into
overall reconstruction. (Q2/16)

4. SiPM radiation hardness (Q3/16)

5. Construction of a technical prototype for the fibre mechanics (attachment, cooling, services, possibly
fibre fan-out). (Q4/16)

6. Construction of a readout prototype including SiPM arrays, PCB, power distribution and slow
control (Q4/16)

7. MuSTiC chip prototype (Q4/16)

8. Fibre readout integration into experiment DAQ and slow control (Midas) (Q2/17)

9. Manufacturing and quality management strategy for fibre ribbon/module production (Q1/17)

10. Fibre detector alignment and calibration scheme
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Chapter 11

Scintillating Fibre Detec-
tor

The cylindrical Fibre Detector is located in the
central barrel of the detector at a radius of ∼ 6 cm
right inside the outer pixel double layers. As
shown in figures 11.1 and 11.2 it consists of 2 or
4 staggered layers of round or square multi-clad
scintillating fibres with a diameter/size of 250 µm
and a length of at least 28 cm. The fibres are
read-out on both sides with state of the art Sili-
con Photomultipliers (SiPM). The Fibre Detector
aims at providing precise timing information with
an efficiency close to 100 % of the particle tracks
in the order of a few hundred ps by keeping the
material budget at the same time as low as pos-
sible. This complementary timing information is
crucial to efficiently identify coincident signals of
electron/positron triplets and suppress accidental
background, as well as for determining the sense
of rotation and thus charge of recurling tracks.

The baseline design, to be seen as a starting
point for many ongoing optimizations, consists of
the following parts:

• cylindrical at ∼ 6 cm; length (28-30) cm
• ≤ 900 µm total thickness of round or square

fibres; 2-4 layers
• SiPM array readout; both ends (LHCb like)
• MuSTiC (no preamp) same as Tile Detector

and has to meet the following constraints:
• very tight space for cables, ASICs and cooling
• rate (occupancy) up to 250 kHz/fibre
• time resolution better than 500 ps
• thickness below 0.4 % X0

The present chapter describes the motivation
for the inclusion of a Fibre Detector in the Mu3e

Figure 11.2: Round fibre ribbon example.

experiment, the performance requirements and
the design concept. The following chapter 12 sum-
maries the fibre detector R&D status. The detec-
tor readout and interfaces to the experiment DAQ
and slow control are described in chapter 13. A
possible solution for the mechanical integration of
the Fibre Detector into the whole experiment is
outlined in chapter 14.

11.1 Motivation

As described in chapter 24.3 the Pixel Tracker pro-
vides reconstructed tracks with 16 ns or 8 ns times-
tamps arranged in 40-50 ns reconstruction frames.
This corresponds to O(10) tracks per frame in
phase I and O(100) in a later phase II. Comple-
mentary to the vertex-fit (see 28.5), more precise
timing is needed for an efficient signal identifica-
tion and to suppress accidental background fur-
ther. The additional timing is given by the Fibre
Detector in the central detector region and com-
plemented by the Tile Detector (see chapter 15) in
the forward and backward regions, which provides
even more precise timing. Figure 11.3 shows the
fraction of tracks in the geometrical acceptance of
the detector which do not get any additional tim-
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a) The Fibre Detector inside the Experiment.
b) One out of 6 Modules consisting of 4 ribbons
on support wheel.

Figure 11.1: Renderings of the Fibre Detector. The fibre ribbons in blue, the readout boards in green
and the pixel support structure in orange.
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ing information from the timing detectors, those
whose timing is given only by the Fibre Detector
and the tracks which also end up in the tile detec-
tor. Since the time resolution of the Tile Detector
is much better, the timing of tracks reaching this
sub-detector is dominated by it. Roughly 1/3 of
the tracks do not end up in the Tile Detector, for
these tracks the best timing is given by the Fibre
Detector.

In addition, the timing from the Fibre Detector
can be used to improve the tracking algorithms,
in particular for determining the charge of tracks
approximately perpendicular to the beam which
re-curl through the target.

11.2 Requirements

Figure 11.4 shows the timing suppressions depend-
ing on the detectors’ time resolution. The tim-
ing suppression is expressed in a survival frac-
tion for the dominating accidental background
from Bhabha electron-positron pairs combining
with a Michel positron. The suppression depends
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Figure 11.4: Timing suppression (2σ cut) of
Bhabha pair accidental background in different
timing detector configurations.

on the used reconstruction frame length, where
50 ns (blue), 40 ns (green) and 16 ns (red) were
considered. The plots on top show the suppres-
sion if only the respective (fibre or tile) detector
is present, those at the bottom the combination
of the two timing detectors. Time resolutions of
70 ps for the Tile Detector and 400 ps for the Fibre
Detector were used in 50 ns reconstruction frames.
Using only the Fibre Detector, provides a survival
fraction of Bhabha pair accidental backgrounds of
O(2 · 10−2), the two timing detectors in combi-
nation, O(7 · 10−3). More elaborated timing sup-
pression studies are presented in chapter 34.2.2.

In contrast to the Tile Detector, the Fibre De-
tector is compelled to minimize multiple scatter-
ing, minimizing the material. Multiple scatter-
ing in the fibres reduces on one hand the mo-
mentum resolution of the detector and effects on
the other hand the efficiency of the reconstruc-
tion algorithm. (Mainly because the additional
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layer of scattering make the matching of segments
from the inner to the outer part more demanding.)
Figure 11.5 shows the angle straggling depend-
ing on particle momentum and ribbon thickness.
The scattering scales with 1/βcp in momentum
and

√

x/x0 [1 + 0.0038 log(x/X0)] in the thickness
x, where the radiation length of fibres is X0 ∼
45 cm [37, chapter 27.3].

Since the Fibre Detector, equivalently to the
Tile Detector, does not provide any track infor-
mation, the granularity of these detectors only has
to allow a proper matching of hits to the recon-
structed tracks within the time resolution of the
pixel detector (8 or 16 ns timestamp). The needed
granularity is mainly given by the single fibre rate
(see table 13.1).

The Fibre Detector dimensions are set by the
surrounding Pixel Detector. The minimal length
of 28 cm is dictated by the acceptance of track re-
construction in the pixel detector for tracks origi-
nating from the target.

As described in chapter 3, re-curling tracks pro-
vide the needed precision in momentum measure-
ment. Hence, it is not sensible to place the Fibre
Detector outside the outer double layer of pixels,
where it would destroy the excellent momentum
resolution. On the other hand it is desired to be
as far away from the target as possible to minimize
the hit rate in the fibres. As described above, this
is beneficial to properly match the detector hits
to the reconstructed tracks. These two consider-
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Figure 11.6: Schematic view of different fibre
types.

ations lead to the position right inside the outer
pixel double layer at 6 cm.

Due to the very compact design of the whole
detector the space at the fibre ends for photon
detection and digitization is very limited. Detailed
overview over the available space can be found in
section 14.2.

11.3 Detector Design

The Fibre Detector consists of 6 modules mounted
on the support rings. One module consists of 4
fibre ribbons with a width of 16 mm each. A rib-
bon consists of 2 or 4 layers of staggered round
or square fibres with a diameter/size of 250 µm,
approximately 64 per ribbon per layer. Hence the
detector consists of ∼1500 fibres per layer which
sums up to between 3000 (2 layers) and 6100 (4
layers) fibres in total. Two different fibre types,
round or squares are discussed in more detail in
section 12. In both cases Polystyrene (PS) is
used as scintillating material surrounded by a dou-
ble cladding consisting of Acrylic (PMMA) and
Fluor-acrylic (FP) compounds. The properties of
the two different fibres used can be found in ta-
ble 11.1. Since the SiPM photosensitivity peaks in
blue wavelengths it is beneficial to use fibres with
an emission peak in the same area. In order to
optimise the time response and minimise pile-up,
fibres with short decay times are chosen.

Currently two approaches are investigated to re-
duce the optical cross-talk between fibres. Either
Titanium-Dioxide is added to the glue used in the
ribbon production (12.1) or the fibres get an ad-
ditional ∼100 nm aluminum coating (12.2.2).

The active core of multi-cladded fibres only cov-
ers a fraction of the total width of 92 % in the
round case and 88 % in the squared case. As
shown in section 12.1, the glue used to bundle
the fibres into ribbons increases the dead area
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round square

company Kuraray Saint-Gobain
core Polystyrene (PS)
type SCSF-81M BCF12
inner cladding Acrylic (PMMA)
outer cladding Fluor-acrylic (FP)
cladding [%] 3/1 4/2
refractive index 1.59/1.49/1.42 1.60/1.49/1.42
density [g/cm3] 1.05/1.19/1.43 1.05
light yield [ph/MeV] ∼8000
trapping efficiency [%] 5.4 7.3
capture angle [deg] 26.7 27.4
attenuation length [m] >3.5 >2.7
decay time [ns] 2.4 3.2
emission peak [nm] 437 435

Table 11.1: Properties of different fibre types from [38,39]

between active areas by another few 10 µm. A
further contribution may be added by a possible
∼ 100 nm aluminium coating (11.6). Therefore, at
least two layers of staggered layers are needed for
very high detection efficiency. The measured de-
tection efficiencies of fibre layers are summarized
in table 12.2 in section 12.2.3, more detector lay-
ers are needed to keep the overall detector effi-
ciency very high. At the same time the number
of produced photons increased with more active
thickness (It scales linearly with the interaction
length). Since the timing resolution scales with
1/

√

(number of detected photons), a potential in-
crease in timing performance is possible. The
number of layers is limited by the requirement to
use as little material as possible to reduce the mul-
tiple scattering.

The photons produced in the scintillating fibres
are detected on both fibre ends in Silicon Photo-
multipliers (SiPM). Acquiring the signals on both
sides increases the time resolution, helps to dis-
tinguish between noise and signal and increases
the detection efficiency of the whole system. The
latter can be seen in figure 12.6 where a combined
(AND) fibre readout is compared with a side inde-
pendent (OR). Based on standalone Geant4 pho-
ton propagation simulations, described in more
detail in section 12.3, order of a few 10 photons are
expected to arrive at the fibre ends. The shown
numbers already include the photon detection ef-
ficiency (PDE) of SIPMs of around 40 %.
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Figure 11.7: Simulated distribution of photons
from round 250 µm fibres on the SiPM active sur-
face with different epoxy layer thicknesses in be-
tween.

As shown in figure 12.19 the photons tend to
propagate predominantly in the cladding of the
fibres and leave the fibres at angles up to 47◦ [38].

The fibre ends are coupled directly to the sur-
face of SiPMs on both sides. Many different cou-
pling methods such as gluing, optical grease/jelly
or the use of constantly applied pressure are pos-
sible. The methods are currently under investiga-
tion in terms of light yield and detector maintain-
ability.

A typical SiPM packaging comes with a (100-
300) µm epoxy layer on top of the active area to
protect the substrate. Taking the above men-
tioned exit angles of the photon into account, the
needed active are to detect all photons of one fi-
bre increases by the thickness of this epoxy layer.
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To efficiently detect all photons of a fibre with a
diameter of 250 µm the active SiPM area has to
be at least 750 × 750 µm2. Figures 11.7 and 12.20
(central) illustrate the photon distribution in the
SiPM active layer.

11.3.1 Read-out Schemes

By grouping the fibres into vertical columns the
fan-out can either be completely omitted if the
ribbons are directly attached to the SiPMs or min-
imized if fibres are grouped to the centre of the
columns to maximize the light yield. These two
concepts are illustrated in figure 11.8.

The first scheme is very space-saving and sim-
plifies the mechanical construction. Due to the
dead area between the SiPM columns the photon
detection efficiency is reduced.

The second scheme needs a more elaborated me-
chanical structure and more space for the fan-out
zone and leads to the use of broader SiPM cells.
As in the discarded single readout scheme, the
cells need a minimal width of at least 750 µm (see
11.7).

A column-wise readout scheme reduces the re-
quired space for a possible fan-out and reduces
the number of channels below 1536 per side (< 50
MuSTiC per side). The occupancy, as listed in
table 13.1, increases in this design.

To match each fibre to a SiPM with a rather
large active area (∼ 0.6 µm) the ribbons need to
be fanned-out in a transition zone between ac-
tive volume and detection plane. The geometri-
cal fan-out of the ∼6100 fibres violates the space
constraints given by the detector design. Further-
more, the large number of channels translates into
lots (e.g. more than 190 MuSTiC ASICs per side)
of readout electronics, which again does not fulfil
the space requirements.

11.3.2 Silicon Photomultipliers

SiPMs are well suited to read out the Fibre De-
tector. Their compact form factors and moder-
ate high voltage (∼ 70 V) account for the limited
space and they provide the required channel den-
sity. They are insensitive to magnetic fields. The
photon detection efficiency (PDE1) of the order of
40 %, single photon detection and very fast intrin-
sic time response (below 1 ns) are the key features

1With contributions from quantum efficiency and geo-
metrical fill factors.
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Figure 11.8: The two different readout schemes
grouping fibres to columns.

for the use in the Fibre Detector. The high gain
(∼ 106) allows the use of mixed-mode ASICs (like
MuSTiC) without any pre-amplifications. Typical
dark-rates of SiPMs, which scale linearly in active
area and exponentially in temperature, are around
a few kHz up to a few MHz at room temperature;
depending on the SiPM type.

To read out fibres grouped into vertical columns
SiPM arrays with different column width are cur-
rently investigated. The baseline concept foresees
a SiPM array solution (simmilar to LHCb). Since
the two experiments have different requirements
a custom made solution in the same style is pro-
posed.

As a reference, the properties of Hamamatsu
S10943 SiPM arrays developed for LHCb are sum-
marized below.

Hamamatsu S10943 SiPM arrays

The LHCb experiment plans to install a scintilat-
ing fibre tracker in the next upgrade [40]. Two
SiPM manufacturers, Hamamatsu and KETEK,
have developed dedicated devices for this tracker.
The baseline concept foresees the use of the same
Hamamatsu SiPM arrays shown in figure 11.9,
which was developed for the LHCb experiment.
Different than in LHCb, where the SiPMs are op-
perated around −40 ◦C, Mu3e sensors operate at
room temperature.

The latest version of this array has a pixel size
of 57.7 × 62.5 µm2 with trenches between the pix-
els to reduce the pixel to pixel cross-talk. This
new technology allows to operate the sensors at
higher over-voltage (∼4 V) to increase the PDE.
Table 11.2 summaries the most important features
of the Hamamatsu S10943 SiPM arrays.

The arrays are powered in common cathode
scheme to minimise the number of needed chan-
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property value

breakdown voltages slightly below 55 V
temperature coefficient 53.7 mV/K at 25◦

crosstalk at ∆V =2 V ∼4 %
crosstalk at ∆V =4 V ∼16 %
PDE peak 470 nm
PDE at ∆V =2.5 V 32 %
PDE at ∆V =4.5 V 45 %
geometrical fill factor 61 %
epoxy layer (100-120) µm

Table 11.2: Properties of Hamamatsu S10943,
from [40,41].

Figure 11.9: Picture of a 128 (2x64) channel LHCb
SiPM array.

nels. The overall current consumption of one array
is expected to be well below 1 mA.

Radiation Damage

The effect of radiation (mostly positrons) is under
investigations. In the baseline design of phase Ib a
positron/electron flux per mm2 active sensor area
inside the thin active SiPM layer of ∼ 0.9 kHz,
respectively ∼ 1.7 kHz depending on the side, is
expected. Figure 11.10 shows the expected spec-
trum of deposited energy, on average 42 keV. This
sums to a integrated positron flux of 0.8 · 1010

(1.4 · 1010) e+/mm2 per year; 55 mJ (97 mJ) cor-
responding to 24 Gy (42 Gy) per year.

First results, as shown in 11.11 show a signifi-
cant increase in the dark rate. It is to be noted
that the different energy spectra prevent a direct
translation from irradiation test with 90Sr to ra-
diation damage in the experiment. Recovery due
to annealing is currently under investigation.

11.3.3 RO Hardware

In the following the Fibre Detector support hard-
ware is discussed independently of the chosen
SiPM arrays (baseline are Hamamatsu S10943 ar-
rays) and readout electronics (baseline MuSTiC).
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Positron/Electron Energy Deposition in SiPMs

Figure 11.10: Energy deposition of positrons and
electron in the thin active layer of the SiPM arrays
of the Fibre Detector.

Figure 11.11: Dark rate increase of SiPM
(Hamamatsu S12571-050P, 1 × 1 mm2 active area,
50 × 50 µm2 pixels) irradiated by 20 MBq 90Sr.
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The SiPM arrays are either connected with flex-
prints or directly soldered to a flex board linked
to the same PCB where the readout electronics
and HV distribution are located. The electronic
components of this board are described in more
detail in chapter 13. This fibre readout board sits
directly on top of a cooled support plate. There is
one cooling plate per module (6 modules) and one
PCB per cooling plate/module. This PCB pro-
vides clock distribution from the reference clock,
slow control, SPI, LVDS links to the main DAQ,
power and ground distribution.

11.4 Calibration & Monitoring

Calibration and monitoring studies are currently
ongoing. The idea to mount a commercial com-
munication fibre alongside all SiPM arrays to have
the possibility to inject light on one hand directly
into all attached SiPM cells and on the other hand
into the fibres needs further investigation.
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Chapter 12

Fibre Detector Prototypes

This chapter describes the measurements per-
formed with different detector prototypes and dis-
cusses the Monte Carlo simulation results. All
prototypes are based on the thinnest available
scintillating fibres. Section 12.1 refers to proto-
types built with the 250 µm diameter round fi-
bres. Section 12.2 describes the prototypes made
of 250 × 250 µm2 square fibres. And section 12.3
summarizes the current Monte Carlo simulation
studies.

12.1 Round Fibres

Four layer ribbons with a length of 36 cm and a
width of 16 mm were produced at University of
Geneva.
Antoaneta,Sandro: Round Fibre Production,
glue studies, picture

12.1.1 Round Fibre Setup

The setup shown in figure 12.1 was used to inves-
tigate the round fibre ribbons.

16 mm wide four layer ribbons with a length of
36 cm have been developed. Two layers with 8
adjacent fibers per layer have been individually
read out to investigate the ribbon performance.
The fibres have been fanned out and polished by
hand. They have been connected to a Hamamatsu
S12571-050P (active area 1 × 1 mm2, 50 × 50 µm2

pixels) SiPM. 16 sensors per side have been bi-
ased with the same voltage. The SiPM signal has
been amplified by a custom three transistor am-
plifier that generates a signal amplitude of about

Figure 12.1: Round fibre ribbon setup with SiPM
board and attached pre-amplifier board.

50 mV for the first photo-electron. For a better un-
derstanding of the fibre response the signal wave-
form has been digitized with several DRS4 eval-
uation boards [42] at 5 GSamples/s. The gain of
each SiPM and of each analogue amplifier can vary
slightly. Therefore an automatic calibration pro-
cedure has been implemented. To reduce the elec-
tronic noise and the electrical crosstalk the inte-
gral of the signals have been used to calculate the
measured number of photons (Fig 12.2).

As an external trigger, the setup uses two
crossed 1 mm thick round fibres connected to
a photomultiplier tube. This trigger has been
placed behind the fibre ribbon and ensures the
study of minimum ionizing particles. Also the
trigger signals have been digitized with the DRS
board. This setup has been used in the labora-
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Figure 12.2: Signal integral versus amplitude dis-
tribution. The smearing of the amplitudes due
to electronic noise and signal crosstalk is clearly
visible.

tory by irradiating it with a 90Sr source and in
the piM1 test facility at PSI.

The extraction of the time needs a post process-
ing of the digitized data. The time is calculated
by the center of gravity of the signal derivative in
the interval between the zero-crossings (Fig 12.3).
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Figure 12.3: Sample of a digitized waveform. The
raw data is shown in blue, the processed data in
black. The red dotted line shows the definition of
the time-stamp.

12.1.2 Round Fibre Results

Antoaneta, Sandro: Efficiency, cross-talk (Ti,
no Ti), time resolution

Figure 12.4 shows the time difference (∆T =
T1 − T2) of two channels interlinked by round fi-
bre without any additional titanium dioxide in the
glue with a sigma (σ∆T ) of around 2.2 ns. This re-
sults in a intrinsic time resolution of the system
of σ = σ∆T /2 =1.1 ns.
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Figure 12.4: Time distribution of signals from the
two ends of one round fibre inside a ribbon pro-
duced without additional titanium dioxide in the
glue. (∆T = T1 − T2, with an arbitrary time
offset)

12.2 Square Fibres

Several versions of prototypes have been built in
order to become acquainted with this technology.
This included the selection of the fibers (single
clad versus multi-clad), the fiber quality (size, ge-
ometrical defects etc.), the array/ribbon produc-
tion, the array optimization (Al coating over the
total length of the fiber), the minimal fiber-MPPC
relative alignment and the MPPC characteristics
(photosensor size, pixel size, photosensor entrance
window etc.).

12.2.1 Square Fibre Setup

The prototypes are based on 250 × 250 µm2 Saint-
Gobain BCF12 multi-clad square fibres. The cou-
pling between the fibre and the photosensor has
been carefully studied, taking into account also
the maximum allowed misalignment between fi-
bre and SiPM without light collection losses, for
a given SiPM. In all cases, the ends of the fi-
bre were polished with a diamond cutting head.
The prototypes were coupled to a standalone elec-
tronic and data acquisition system. A single fibre
readout scheme was used to explore the ribbon
performance in more detail. All SiPMs are bi-
ased at the same voltage (bias voltage: ≈ 66.5 V
for the Hamamatsu S12825-050C, bias voltage:
≈ 55.0 V for the Hamamatsu S13360-1350CS),
around the operating voltage value provided by
the data sheet. A fine-tuning calibration of each
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Figure 12.5: The double layer scintillating fibre
prototype V4.1 and the lateral view of the fibre
assembly.

SiPM is performed offline, using the reconstructed
and well separated photoelectron peaks. The
preamplifiers, based on the wideband mini-circuit
MAR-6 amplifier, are optimized for signals of a
few photoelectrons, the main characteristics of
which being the high gain (a factor 100; 1 phe
has an amplitude of ≈ 60 mV) and the low peak-
to-peak noise (< 10 mV) [43]. The data acquisi-
tion system (DAQ) is based on several DRS eval-
uation boards operated in daisy chain mode [42].
All SiPM waveforms are digitized at a frequency
of 5 GSample/s. A custom waveform analysis is
performed to extract the amplitude, the charge,
the timing of each event together with other op-
erational characteristics such as pile-up rejection.

We will describe first the prototype V4.1
(sec. 12.2.2) then the so called large prototype
(sec. 12.2.3), based on the same technology as the
prototype V4.1.

12.2.2 Prototype V4.1 Performances

The prototype V4.1 is a segmented detector,
where each fibre is an independent detection ele-
ment. It is made of two staggered layers of Saint-
Gobain BCF12 250 µm multi-clad square scintil-
lating fibres plus a single fibre used for trigger
purposes. The mean fibre length is about 25 cm.
Each fibre is coupled to two SiPMs (Hamamatsu
S12825-050C, active area: 1.3 × 1.3 mm2, pixel
size: 50 µm), one per fibre end. Figure 12.5 shows
the prototype.

The prototype detector was first characterized
in the laboratory using a 90Sr source and was then
exposed to positron and muon beams, with an ini-
tial momentum of 28 MeV/c impinging on the de-

tector after leaving the vacuum beam line through
a 190 µm mylar window (πE5 channel at PSI).

The detector showed a homogeneous response:
all channels worked properly, with a relative light
collection variation less than 10%.

Figure 12.6 shows the typical charge spectrum
of a single fibre for minimum ionizing particles
(m.i.p.), when the charge collected by both SiPMs
is combined in an OR logic (at least one SiPM with
one or more photoelectrons, phe: SiPM1 ≥ 0.5
phe OR SiPM2 ≥ 0.5 phe) and in AND logic
(both SiPM collected at least one phe: SiPM1 ≥
0.5 phe AND SiPM2 ≥ 0.5 phe ). For a single
fibre a detection efficiency of ǫ(OR) ≈ 92 ± 2%
and ǫ(AND) ≈ 74 ± 2% has been measured. For
the single layer and the double layer we get re-
spectively ǫ(OR) ≈ 95 ± 2% − ǫ(AND) ≈ 76 ± 2%
and ǫ(OR) ≈ 99 ± 2% − ǫ(AND) ≈ 88 ± 2%.

The optical cross-talk between adjacent fibres
was negligible (< 1 %) when coating the fibres
with 100 nm of aluminum, see figure 12.7. Un-
der such a condition, spatial resolutions < 100 µm
are achievable.

Figure 12.8 (a) shows the timing resolution of
the mean time for m.i.p. particles hitting a sin-
gle fibre, giving a σ = 541 ± 2 ps with a single
gauss function fit (charge threshold ≥ 0.5 phe). It
is evaluated by calculating the difference between
the time of the two SiPMs divided by a factor 2:
(t1−t2)/2. An offline constant fraction discrimina-
tion is used to extract the time of each waveform,
with a 20% threshold on the maximum signal am-
plitude. If two fibres fire (double hit events) we
measured a timing resolution of σ = 397 ± 2 ps
(Figure 12.8 (b)). Results using a 500 µm multi-
clad scintillating fibre can be found in [44].

12.2.3 Large Prototype Performances

The Large Prototype is also a segmented detec-
tor, where each fibre is an independent detection
element. It is the large version of the prototype
version 4.1 with the following main differences:

• more channels

• four fibre layers

• longer fibre

• new SiPM series

It is made of four layers of Saint-Gobain BCF12
250 × 250 µm2 multi-clad square scintillating fi-
bres, where one layer is used for trigger purposes.
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Figure 12.6: The charge spectrum for m.i.p. in a single fibre coupled to two SiPMs, combining their
charge. OR logic: at least one SiPM with one or more phe (a). AND logic: both SiPM collected at least
one phe (b).
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Figure 12.8: The timing resolution of the mean time for m.i.p. going through a single fibre layer.
Different than in figure 12.4 here ∆t = (t1 − t2)/2 is shown.

The mean fibre length is about 50 cm. Each fiber
has been coated with a 100 nm Al deposit. Each fi-
bre is coupled to two SiPMs (Hamamatsu S13360-
1350CS, active area: 1.3 × 1.3 mm2, pixel size:
50 µm), one per fibre end, for a total of 64 chan-
nels. The main differences between the previuos
and the current SiPM series are listed in the Ta-
ble 12.1. The S13360 series is characterized by a
strongly reduced cross-talk probability Pct (Pct ≤
2% at the operating voltage and room tempera-
ture), a lower breakdown voltage Vbd (Vbd ≈ 52 V
at room temperature) and thanks to the low Pct

and the reduced darkcount rate Rdc (Rdc ≈ 100
KHz at the operating voltage and room temper-
ature) the overvoltage ∆V = Vop − Vbd can be
at level of 3 Volt, with an increasing of the pho-
ton detection efficiency PDE of the photosensor
(PDE ≈ 40%). More details can be found in the
data sheets [?].

Figure 12.9 shows the prototype and the fiber
arrangement (lateral view).

The four-layer prototype allows the perfor-
mance study of several layer combinations: the
four single layers, treating each layer as an inde-
pendent detector, the four double-layer configura-
tions, where two staggered/parallel layers are con-
sidered as a unique detector, the four three-layer
configurations, where three staggered/parallel lay-

S13360 S12825

Vbd [V] 53 ± 5 65 ± 10
(Vop − Vbd) [V] 3.0 2.6
PDE ( at Vop ) [%] 40 35
gain ( at Vop ) [106] 1.7 1.25
geometrical fill factor [%] 74 62
dark count (at Vop) [kcps] 90-270 170-350
crosstalk (at Vop) [%] 1 40
temperature coef. (mV/◦ C) 54 60

Table 12.1: Electrical and optical characteris-
tics of the Hamamatsu S13360 SiPM and S12825
SiPM.
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X X X

Fibre assembly 

(lateral view)

Figure 12.9: The four layer scintillating fibre pro-
totype and the lateral view of the fibre assembly.

ers are considered as a unique detector. For each
arrangement we have in principle at least four
combinations due to the fact that each layer can
be used as a trigger.

The prototype detector was first characterized
in the laboratory using a 90Sr source and was then
exposed to a positron beam (with muon and pion
contamination at a level of 10 %), with an initial
momentum of 115 MeV/c impinging on the detec-
tor after leaving the vacuum beam line through a
250 µm mylar window (πM1 channel at PSI).

The detector showed a homogeneous response
and the detector performances achieved with pro-
totype V4.1 have been confirmed. We describe
here only the configurations that at the moment
are considered realistic candidates for the exper-
iment during phase I. These are the double layer
and triple layer configurations, each one consid-
ered as an independent detector with an opti-
mized “fiber grouping and photosensor coupling”,
which minimizes the amount of readout channels,
as shown in Figure 12.10. We report the single
layer performances for completeness.

For a single layer a detection efficiency of
ǫ(OR) ≈ 95 ± 2% (with a threshold > 0.5 phe)
and ǫ(AND) ≈ 74 ± 2% (with a threshold >
0.5 phe) have been measured. Increasing the
threshold to 1.5 phe we get ǫ(OR) ≈ 79 ± 2%,
ǫ(AND) ≈ 34 ± 2%.

For the double layer configuration we have
ǫ(AND) ≈ 93 ± 2% (with > 0.5 phe) and
ǫ(AND) ≈ 75 ± 2% (with > 1.5 phe). For the
three layer configuration we get ǫ(AND) ≈ 96±2%
(with > 0.5 phe) and ǫ(AND) ≈ 88 ± 2% (with >

Figure 12.10: Fibre grouping, fibre fan-out and
photosensor coupling. In red a typical fibre group-
ing and how it looks like at the end of the ribbons
and in front of the photosensor.

1.5 phe). Table 12.2 summarises the main results.

ǫ(AND) for Qthr > 0.5 phe > 1.5 phe

Single layer [%] 74 ± 2 34 ± 2
Double layer [%] 93 ± 2 75 ± 2
Three layer [%] 96 ± 2 88 ± 2

Table 12.2: Detection efficiency for different layer
configurations. For the multi-layer configuration
the sum of the charge from several fibres is used,
assuming an array readout.

Figure 12.11 shows the typical charge spec-
tra for the three layer configuration, adding the
charge collected from several fibres ("array read-
out") on the same side grouped offline (Qarray1

and Qarray2) in order to reproduce the array read-
out. Figure 12.11 (a) and (b) correspond re-
spectevely to a threshold of Qarrayi

(i = 1, 2) ≥ 0.5
phe and Qarrayi

(i = 1, 2) ≥ 1.5 phe (both in
"AND" logic).

An example of the timing spectrum for the
Large Prototype is given in Figure 12.12 for a sin-
gle fibre. The variable used is the difference of
the photon arrival times at the photosensors di-
vided by 2, (t1 − t2)/2. Using the leading edge
method with a threshold of 0.5 phe we measured
a σ = 750±17 ps, using a double gauss fit function
(core fraction = 68%).

12.2.4 Square Fibre Conclusions

In conclusion we have been satisfied with the de-
tector performances achieved with the prototype
version 4.1 and confirmed with its big version, the
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Figure 12.11: Typical charge spectra for the three layer configuration performing the "array readout"
(see text). Two different thresholds on the collected charge has been considered: (a) and (b).
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Figure 12.12: The mean time distribution for
m.i.p. going through a single fibre of the Large
Prototype. A timing resolution of σ = 750±17 ps
is measured. The time has been extracted using
the leading edge with a threshold equal to the half
amplitude of one photoelectron.

large prototype. It matches well the expected de-
tector performances providing a full detection effi-
ciency for minimum ionizing particles (m.i.p.) and
a good timing resolution (< 1 ns in sigma, with a
threshold of 0.5 photoelectron, phe) with already
two staggered fiber layers. This represents one of
our milestones towards the construction of the de-
tector.

12.3 Standalone Monte Carlo Sim-
ulation

«««< HEAD Standalone Monte Carlo (MC) sim-
ulations based on Geant4 were used to simulate
the photon propagating inside the scintillating fi-
bres. In the case of squared fibres SiPM response
such as geometrical effect, photon detection effi-
ciency, pixel recovering time, dark current rate,
after-pulse, pixel optical cross-talk, pixel inhomo-
geneity, =======

Standalone Monte Carlo (MC) simulations
based on Geant4 [45] were used to simulate the
photon propagating inside the scintillating fibres.
In the case of squared fibres SiPM response such
as geometrical effect, photon detection efficiency,
pixel recovering time, dark current, after-pulse,
pixel optical cross-talk, pixel homogeneity, »»»>
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Figure 12.13: Scintillating photon path (green
lines) through a 250 × 250 µm2 multi-clad scintil-
lating fibre. The first and second clad are visible.
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Figure 12.14: The number of scintillating photons
reaching one end of the fibre as a function of the
energy deposit by a m.i.p. at the middle of a 25 cm
long fibre.

origin/simon time response were included and the
simulation was validated with the data [46])

12.3.1 Square Fibre

MC simulations were used to understand the de-
tector response and optimize it.

Figure 12.13 shows the path of scintillating pho-
tons through a 250 × 250 µm2 multi-clad scintil-
lating fibre. The scintillating photons reaching
one end of the fibre as a function of the energy
deposit by a m.i.p. is given in Figure 12.14. To
obtain this numbers m.i.p are shot through the
middle of a 25 cm long fibres in a MC simulation.

The effect of the coupling of the fibre with
the SiPM is taken into account: a layer of op-
tical grease and the epoxy window of the SiPM
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Figure 12.15: The distribution of the scintillating
photons (ph) reaching the end of the fibre in shown
in black, the fraction reaching the sensitive area
of the SiPM in red (fill factor), the distribution of
photoelectrons (phe) taking also QE into account
in green and the number of photoelectrons finally
providing a signal in blue (discharge probability
and SiPM time recovering effect).

is added in the simulation. The fibre is centered
to the SiPM. Also the SiPM PDE is taken into
account. The effects of the different contributions
of the PDE (PDE = geometrical fill factor × QE
× discharge probability) on the number of pho-
tons/photoelectron are shown in figure 12.15.

The spatial distribution of the photoelectrons at
the active pixel surface is shown in Figure 12.16.
It is important to note that even if the fibre has
a size of 250 × 250 µm2 the photoelectron spatial
distribution extends up to 750 × 750 µm2. This
has to be taken into account in the Fibre Detector
design.

To fully study the detector response the elec-
tronics chain and the data acquisition system are
added to the simulation. Examples of waveforms
associated with signals of one, two and three pho-
toelectrons are shown in Figure 12.17. All the
parameters for the waveform description (such as
rise time, decay time and noise level) are ex-
tracted from the data. The comparison of the data
collected with the prototype V4.1 with the 90Sr
source and the associated MC simulation spec-
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Figure 12.16: Spacial distribution of the photo-
electrons at the SiPM surface. The dead zones
and the pixel size are clearly visible.

trum is given in Figure 12.18. The simulated spec-
trum and the data are in a good agreement.
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Figure 12.17: Typical simulated waveforms for one
(black), two (red) and three (blue) photoelectrons.
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12.3.2 Round Fibre

Figure 12.20 shows that the photons leave the
round fibres predominantly in the cladding.

Figure 11.7 shows the photon distribution in
planes at different distances to the fibres assum-
ing a epoxy layer in between. This photon spread
has to be taken into account for a efficient photon
detection.

The simulated photon yield is roughly in agree-
ment with the simulations. Figure 12.19 shows
the comparison between simulation and measure-
ments in the case of round fibres.
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Figure 12.19: Comparison of the number of de-
tected photons between simulation and measure-
ments of round fibre ribbons.
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Figure 12.20: Simulation of photon propagation
inside round fibres.They leave predominantly in
the cladding.
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Chapter 13

Fibre Readout

This chapter is divided into three parts. The
first part describes the general requirements a
readout scheme has to fulfil to be used in the Fibre
Detector if fibres are grouped in columns of SiPM
arrays. The second part describes the MuSTiC
baseline solutions and in the third possible alter-
native designs with focus on different readout elec-
tronics are discussed.

13.1 Requirements

Grouping the fibres to columns of SiMP arrays
has the advantage that it reduces the number of
channels; one readout channel per column. On
the other side it increases the rate per channel.
The corresponding numbers can be found in table
13.1.

The stated occupancy denotes the number of
firing channels per frame (per side). If this number
approaches values around 20 % (more studies are
ongoing) matching between fibre hits/clusters and
tracks gets more tedious.

As shown in chapter 12, the number of detected
photons is rather low (in single fibres the mean
number of photons is ∼ 5, see section 12.6). To
provide an efficient detector, thresholds down to
single photons are required. On the other hand,
operating with thresholds above single photons is
desirable to exclude dark counts.

The energy information, which is given by the
number of firing SiPM cells, is not mandatory for
the Fibre Detector, but would be highly beneficial
for calibration, redundancies and better cluster-
ing algorithms. The Fibre Detector provides time

information by matching fibre hit times to recon-
structed tracks. Nevertheless, energy information
could increase the timing resolution slightly if used
in clustering algorithms or time walk corrections.
Furthermore, it would be a very welcome tool for
calibration and performance monitoring.

13.2 Baseline Design

The base-line design consists of a STiC based Fi-
bre Detector readout concept. STiC3.1 as de-
scribed in sections 13 and 18 and its successor
MuSTiC, an ongoing development especially for
the Mu3e experiment, are mixed mode ASIC chips
in UMC 0.18 µm CMOS technology. The idea is
to use the same ASIC for both timing detectors.

In contrast to the PET applications (usually
LYSO crystals as scintillator) for which STiC was
originally designed and the Tile Detector where
signals consist of ∼ 1000 photons, the Fibre De-
tector readout has to operate with very few pho-
tons. Triggering at the level of single photons is
required. STiC can fulfill this requirement in a
mode, where the second threshold (energy thresh-
old) is switched off. In this mode the chip oper-
ates with only one threshold (timing threshold),
the time is given by a leading edge discriminator.
Only a time information in 50 ps 1 bins is provided;
no energy information is available.

As shown in [47] a single pixel time resolution
of 120 ps can be achieved with STiC. This time
resolution and the timing bin size (∼50 ps) of the

1mean bin width = 1
32clkref

, STiC PLL is designed for

clkref = 622.5 MHz ± 50 MHz
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single array 250 µm 500 µm 1000 µm

number of channels per side 46081 1536 769 384
min active area [mm2] 5184 3840 3840 3840
rate per channel [kHz] 347 (375) 864 (1044) 1274 (1564) 1914 (2501)
occupancy % (50ns frames) 2.7 (2.8) 4.3 (5.2) 6.2 (7.8) 9.6 (12.5)
number of needed STiCs 144 48 24 12
needed space large moderate moderate little

Table 13.1: Mu3e Fibre Detector requirements overview for different fibre designs. Values for 3 layers of
round fibres are stated, values for 3 layers of squared fibres are in parentheses.
1 6 modules × 4 ribbons × 3 layers × 64 fibres/layer.

STiC well exceed the Fibre Detector’s requirement
of a few 100 ps.

STiC supports differential as well as single-
ended readout schemes. The baseline Hamamatsu
S10943 arrays have a common cathode, therefore
STiC is used in single ended mode.

The possibility to tune the input terminals with
a 6 bit DAC in a range of about 700 mV allows to
align the bias voltages within of all columns in
a SiPM array and correct for local temperature
fluctuations.

The implemented zero pole cancellation circuit
reduces the dead time of the STiC (down to 40 ns)
and base line shifts due to high (dark) rates.

STiC3.1 was extensively used for testing and
evaluation. Results are shown in section 13.2.1.

The main changes in MuSTiC, which is cur-
rently under development, is a faster LVDS link
to overcome the rate limitation caused by that
link. An important feature of both versions are
the internal L1/L2 FIFO buffers before the chip
serializer. This feature allows to handle true ran-
dom rates up to the rate limit given by the LVDS
links. A more detailed description of the digital
control logic can be found in [48, p. 71]. In addi-
tion a time mode allows to transmit only the time
information, which decreases the number of bits
per event from 47 to 26. This results in another
81 % increase in event rate. Furthermore, the new
version will only have half the channels (32). Ta-
ble 13.2 shows a comparison of the two chips.

13.2.1 STiC3.1 Measurements

The performance of the available STiC, version
3.1, is confirmed by measurements independent of
the developing group (KIP Heidelberg). Further-
more, it was shown that the theoretical event rate
limit of this version of almost 2.6 Mevents /chip,

STiC3.1 MuSTiC

number of channels 64 32
LVDS speed [Mbit/s] 160 1250
8b/10b encoding yes yes
event size [bit] 48 47

time mode - 26
event rate / chip [MHz] ∼2.6 ∼20

time mode - ∼38
event rate / ch [kHz] ∼40 ∼650

time mode - ∼1200
power per channel [mW] 30 ?
size [mm x mm] 5x5 5x5
number of PLLs 2 1

Table 13.2: Comparison of the two STiC versions.

set by the 160 Mbit/s LVDS link, is reachable with
true random events. A detailed description of this
reference measurements can be found in [49].

The same setup as described in 12.1.1 was used
to prove that it is possible to measure timing in
round fibre ribbons with STiC3.1. In a first step,
threshold scans of dark counts as shown in fig-
ure 13.1 are used to determine proper working
points. The measured timing results (see figure
13.2) are in good agreement with measurements
done with the pre-amplifier and DRS based read-
out, described in section 12.1.

13.2.2 Additional Connections

Besides the main fast LVDS links for data trans-
mission and the Serial Peripheral Interface (SPI)
for slow control there are a few connections to the
chip which can be used for debugging and perfor-
mance monitoring.
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Figure 13.1: STiC threshold scan of SiPM Hama-
matsu S12571-050P, (active area: 1 × 1 mm2,
pixel size: 50 × 50 µm2) dark counts.
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Figure 13.2: Delta time (T1 − T2) in one round
fibre of a ribbon (without titanium dioxide in glue)
read out with single SiPMs and STiC3.1 triggered
on 0.5 photons.

Energy/Performance Monitor

Even though STiC does not provide any digitized
energy information for few photon signals, it is
possible to look at the direct comparator output
before the internal TDC. This provides a Time
over Threshold (ToT) information, which corre-
sponds to an energy measurement. Unfortunately,
the resolution of this ToT signal of the order of 10
photons is very poor compared to a typical light
yield of 5 photons. The ToT of exactly one chan-
nel can be multiplexed to one differential pad pair,
which is denoted as digital monitor. All digital
monitors from all STiCs of one detector side will
again be multiplexed to one DRS board to read
out the waveforms. This feature could give a very
useful handle for debugging, performance moni-
toring and reveals also time-dependent variations.

PLL injection

The STiC chip uses a 16-stage voltage controlled
ring oscillator to generate its time base. The uni-
formity of the timestamp distribution of the (ran-
dom) events gives one handle to check that the
Phase Locked Loop (PLL) is in a proper working
state. Triggering the TDC directly with a fixed
period adds a second complementary handle for
STiC performance monitoring. A continuous trig-
gered channel monitors the proper locking of the
PLL over the full run time. The possibility to con-
figure the chip to trigger each channel with this
pulse allows further debugging, even of channels
attached to the SiPM arrays. This direct PLL
injection uses the differential digital monitor pad
pair.

13.2.3 Readout Board

Figure 13.3 shows a possible integration of the
Fibre Detector readout inside the experiment.
The fibre ribbons are connected to SiPM arrays
(LHCb-style) hosted on support PCBs. These
boards are connected with 1 or 2 flexprints to the
24 readout boards2, alternately placed on the top
and bottom of the cooling and support plate.

The board hosts the readout electronics and on
one side the analog connections to the SiPM ar-
rays and on the other side the digital interface
to the experiment DAQ system. In the baseline
design there is one readout board per side per
ribbon, in total 24 boards per side. The SiPM

24 boards per module, 6 modules, 24 boards per side.
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Figure 13.3: Possible integration of the Fibre De-
tector readout inside the experiment. This design
accounts for the available 25 × 25 mm2 STiC3.1
MCM.

arrays are attached via a very short kapton flex-
print. Since a single ended readout scheme is
used, one single line per channel is needed besides
the common HV distribution. The board hosts 2
MuSTiCs per ribbon (per side), provides an inter-
face between the 125 MHz system clock and the
readout electronics, provides the appropriate HV
supply of the SiPMs, hosts various slow control
sensors (listed below) and possibly LEDs used for
calibration.

The clock distribution on this board has to pro-
vide three different clocks:

1. The reference clock for MuSTiC. The STiC
PLL is designed for a reference clock of
625 MHz ± 50 MHz. The used frequency
determines the mean bin width by wbin =

1
32clkref

. Since the pixel timestamps run at
125 MHz a 5 times faster clock is well suited
as STiC reference. The use of the same base
clock allows an easy integration of the 20bit
STiC timestamps into the experiment’s read-
out frame structure.

2. A reference clock for the fast LVDS links.
MuSTiC uses double edge detection to gen-
erate the fast clock for the 1.25 Gbit/s LVDS
links. In principal it is possible to use the
same clock for the PLL and the LVDS links.

3. A configurable clock for PLL injection in the
order of 100 kHz.

Slow Control

Beside a SPI bus to configure STiC chips, clock
distributions and multiplexers the following slow

control measurements are provided by the readout
board:

• temperature at STiC
• temperature at SiPM arrays
• common SiPM array voltage
• common (summed) SiPM array current
• STiC current/power consumption

STiC Interfaces

STiC3.1 has the following connects:

• 1 pair LVDS for data
• 1 pair LVDS 160 MHz clock for digital part
• 1 pair LVDS625 MHz clock for PLLs
• 5 SPI (rst, clk, cs, do, di at 10 MHz)
• 1 pair digital monitor
• 1.8 V digital
• 1.8 V analog
• 3.3 V

Interfaces

The following interfaces to the experiment DAQ,
slow control and power distribution are needed:

information lines rate [Mbit/s]

SPI 3 10
SPI select STiC 2 10
SPI select clk dist 1 10
LVDS data links 2 diff 1250
reference clock 1 diff 125
reset 1 diff 125
slow control
power large -
ground large -

13.3 Alternatives

The STiC ASIC is developed for PET applications
where usually scintillators of around 100 mm3 give
around 1000 photons. The Mu3e Tile Detector
signals are very similar to this. Since the Fibre
Detector provides much smaller signals (∼ 10 pho-
tons), it is somehow operated outside its design
goals. In particular the missing energy informa-
tion for small signals is an issue. Therefore, pos-
sible alternative readout electronics are discussed
in the following.
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13.3.1 DRS

In the research proposal the DRS chip developed
at PSI was mentioned as a possible readout op-
tion for the Fibre Detector. The DRS4 uses a
switched capacitor array to digitize waveforms up
to 5 GSamples/s with a resolution of 12bit [42]. It
was heavily used in the MEG experiment for many
years where it provided a timing accuracy in the
order of 40 ps [50]. The physics properties (such
as time, energy and maybe pile-up suppression)
would have been extracted from the waveforms
already on a FPGA level. The limitation in event
rate of about 100 kHz prevents it from use. Its
successor, the DRS5 chip, which is currently under
development will use an internal analogue mem-
ory (FIFO) to work in a dead-time less fashion
up to an event rate of about 5 MHz. The chip’‘s
dimensions and power consumption obstruct the
possibility to have the readout electronics right
inside the detector. A moderate pre-amplification
and cabling to the outside would be needed. Due
to the very tight space constraints of the whole
experiment this solution is not feasible.

13.3.2 Others

Table 13.3 lists possible alternative ASICs and
their drawbacks.
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chip description problems

PETA [51,52] same TDC as STiC, focus on
PET applications

in developing state, focus on
hybrid concept with squared
SiPM arrays

KLauS [53] charge integration, would pro-
vide excellent single photon
spectrum, time resolution of a
few 100 ps probably possible

still in development, timeline ∼
2 years behind STiC

TOFASIC [54,55] very similar to STiC, maybe
possible to get energy informa-
tion, much less settings possi-
ble, rate limited, (next genera-
tion in development)

commercial product, PETsys
sells whole solutions no bare
ASICs, expensive

TRIROC [56] rate

BASIC [57]

only front end
very compact custom
digitization solution needed,
large effort

FLEXTOT [58]
PETRIROC [59,60]
NINO [61,62]
CITIROC [60]

VATA citeVATA
developed for energy time resolution

SPIROC [63]

any preamp and TDC/ADC custom solution in tight space
needs a lot of development ef-
forts & man power

Table 13.3: Overview of state of the art ASICs for SiPM readout.
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Chapter 14

Fibre Mechanics and Cool-
ing

14.1 Cooling

The Fibre Detector read out is located right below
the outlets of helium for the local flow of the outer
pixel layers and inside the global helium flow. It is
crucial not to heat up the local helium too much
since it is used to cool the pixel detectors. There-
fore the Fibre Detector cooling needs enough cool-
ing power to dissipate its own heat.

Independent of the read-out concept the power
dissipated by the HV generation and distribution
has to be cooled. If MuSTiCs are used ∼ 30 mW
per channel accumulate. Assuming the 64 channel
per ribbon concept, this sums up to 7.7 W per
module, ∼ 50 W per side.

A water flow inside the massive solid base-plate,
on top of which the readout board is located, pro-
vides the needed cooling power.

14.2 Mechanics

The drawings 14.1 and 14.2 illustrate the space
requirements set by the experiment.

14.2.1 Example Solution

In the following, a possible mechanical integration
of the Fibre Detector and its readout inside the
experiment is shown. This solution is to been seen
as the snapshot of the ongoing R&D.

Figure 14.3 shows a possible fibre readout sup-
port plate, figures 14.4 one fibre module inside the

Mu3e Fibre Support Plate
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Figure 14.3: Drawing of the experiment support
plate, corresponding to one moudule.

detector. In the front view (a) and top view (c) a
possible staggering of the fibre ribbons is shown.
This staggering in r- as well as in z-direction
provides enough space to place the (LHCb-type)
SiPM arrays and possibly some ribbon holding
structure. Since the SiPM arrays have to be
slightly larger than the ribbons, staggering the rib-
bons in both directions is essential.

The exemplary fibre ribbon holding structure,
as shown in figure 14.5, shows the feasibility with
respect to the tight space constrains. A 0.5 mm
thick and less than 3 mm long structure is directly
glued to the ribbon. This is very similar to the
holding structure used for the round fibre ribbon
prototypes. Springs are used to press the fibres
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a) front view b) side view

Figure 14.1: Drawing of support structure and beam pipe to illustrate the avaiable space for the fibre
readout.
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a) front view b) back view

c) top view d) overview

Figure 14.4: Renderings of the Fibre Detector. One fibre module inside the detector. Fibres in light
blue, (LHCb-type) SiPM arrays in dark blue, green RO boards on gray cooling and support structure.

Figure 14.5: Possible solution of a fibre rib-
bon holding structure directly glued on the rib-
bons. Springs press the fibre ends against readout
SiPMs.

against the SiPM array surface. If the fibres are
directly glued to the SiPM arrays such a structure
may be unnecessary.

The currently available version of STiC is
bonded on a BGA1-board of 25 × 25 cm2 and sup-
ports differential inputs. These dimensions are
used for the presented drawings (light green in
figures 14.4). The MuSTiC has only 32 instead
of 64 channels, but no bond pads on one side.
This allows to place two 5 × 5 mm2 chips right
next to each other. Since the SiPM arrays are
read out single ended, only half the signal bonds
are needed. This allows to have again 64 channels
on a BGA-board of the same or smaller size.

14.3 SiPM array

Sandro: anything? remove this?

Figure 14.6 shows the schematic of a Hama-
matsu S10943 SiPM array.

1ball grid array
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Figure 14.6: Layout of the currently used Hamamatsu LHCb SiPM array in setup with round fibre
ribbons.
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Part V

Tile detector
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Milestones for the Tile Detector

1. Construction of a technical prototype consisting out of a ring of 7 submodules with MuSTiC or STiC
3.1 readout: Test of SMD SiPMs, BC418 scintillator, readout PCBs, mechanical support structures
and cooling

2. Development and verification of a tile manufacturing strategy and quality assurance scheme

3. Proof of SiPM radiation hardness

4. Development and testing of MuSTiC chip
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Chapter 15

Tile Detector

The Tile Detector is a hodoscope, which aims
at providing precise timing information of the par-
ticle tracks. The system is planned to be in-
stalled in phase Ib of the experiment, where due
to the increased muon rate of about 100 MHz, the
precise timing information is needed to suppress
accidental background. As shown in figure 3.5,
there are two identical Tile Detector segments,
which are located in the two re-curl stations in-
side of the pixel layers; thus complementing the
Sci-Fi tracker. The detector consists out of plas-
tic scintillator, which is segmented into small tiles.
Each tile is read out with a Silicon Photomul-
tiplier (SiPM), which is directly attached to the
scintillator. The main goal of the Tile Detector is
to achieve a time resolution of better than 100 ps
and a detection efficiency close to 100%, in order
to efficiently identify coincident signals of electron
triplets and suppress accidental background.

To a large extent, the following sections repre-
sent a summary of [64].

15.1 Detector Design

This section presents the baseline concept of the
technical design of the Tile Detector. The design
is based upon the results of the optimisation stud-
ies presented in the next section. Moreover, the
design has to respect the physical space require-
ments in the experiment, as well as the require-
ments of the readout electronics.

The Tile Detector in the experiment phase Ib
is subdivided into two identical segments - one in
each re-curl station. In phase II, two additional

segments will be added. Each Tile Detector seg-
ment has the shape of a hollow cylinder, which
encloses the beam-pipe. The length of a segment
is 36 cm in beam direction (z direction), thus cov-
ering the same length as the pixel layers. The
outer radius is 6.3 cm, which is limited by the sur-
rounding pixel sensor layers. The detector in each
re-curl station is segmented into 60 tiles in z direc-
tion and 56 tiles along the azimuthal angle (φ di-
rection). This is the highest channel density which
seems feasible, considering the space requirements
for the readout electronics. The high granularity
is essential, in order to achieve a low occupancy,
as well as a high time resolution. This aspect is
discussed in more detail in section 15.2.

The technical design of the Tile Detector is
based on a modular concept, i.e. the detector is
built up out of small independent detector units.
The base unit of the Tile Detector, referred to as
Submodule, is shown in figure 15.1. It consists out
of 32 channels arranged in two 4 × 4 arrays. The
tiles are made out of BC418 plastic scintillator and
have a size of 6.5 × 6.0 × 5.0 mm3. The choice of
the scintillator material and tile geometry are the
result of the simulation studies presented in chap-
ter 16. The edges of the two outer rows of an array
are bevelled by 25.7◦, which allows for seven base
units to be arranged in a circle. This seven-fold
symmetry matches the heptagonal structure of the
beam-pipe (see figure 15.4).

The individual tiles are coated with reflective
TiO2 paint, in order to increase the light yield
and optically isolate the channels. Every tile is
read out by a 3 × 3 mm2 MPPC with 3600 pixels,
which is glued to the bottom 6.5 × 6.0 mm2 side
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Figure 15.1: Submodule (32 channels).

Figure 15.2: Module (480 channels).

of the tile. At this interface, the scintillator is not
painted. The SiPMs are soldered to a printed cir-
cuit board (PCB), which is connected via a flexible
PCB (flex print) to a readout chip.

A stack of 15 Submodules constitute a Module,
which comprises 480 channels. The drawing of
such a Module is shown in figure 15.2. The Sub-
modules are mounted on a metal support struc-
ture, which is also used for the heat dissipation for
the readout chips and the cooling of the SiPMs.

15.3 and 15.4 show a drawing of a full Tile De-
tector segment, which consists out of seven Mod-
ules. The individual Modules are connected to a
PCB mounted on the beam-pipe. This PCB hosts
several FPGAs, which collect the data from the
readout chips. The subsequent data transmission
and processing is discussed in chapter 24.

Figure 15.3: Full detector (exploded view).

Figure 15.4: Full detector (front view).

15.2 Simulation

The Tile Detector design and response charac-
teristics have been studied and optimised us-
ing a comprehensive simulation framework. This
framework includes a simulation of the SiPM re-
sponse [65], a combined scintillator-SiPM simula-
tion and the full detector simulation described in
chapter 27. The simulation has been used to study
the detector performance in terms of time resolu-
tion and efficiency and optimise the tile geometry,
as well as the scintillator material and SiPM type.

15.3 16-Channel Prototype

A 16-channel prototype of a Tile Detector Sub-
module utilising the STiC2 readout chip has been
developed and tested. The time resolution and
detection efficiency εd of this prototype has been
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Figure 15.7: 4 × 4 scintillator tile array.

Figure 15.8: MPPCs attached to the tiles via op-
tical grease.

Figure 15.9: Test-beam setup of the prototype.
The sensor array is connected to a STiC read-
out chip via a flex circuit board. The tile array
is orientated parallel to the beam, such that the
electron beam traverses four tiles in a row.
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Figure 15.11: Energy deposition in a scintillator
tile. The spectrum is composed of the Landau
peak (blue), a plateau arising from edge effects
(green) and a peak from optical cross-talk (red).

measured with an electron beam at the DESY
test-beam facility. A picture of the setup is shown
in figure 15.9.

The prototype consists out of an array of 4 × 4
scintillator tiles (BC408), which is shown in fig-
ure 15.7. The tile array is oriented parallel to
the beam, such that the incident particles tra-
verse four tiles in a row. Each tile has a size of
7.5 × 8.5 × 5.0 mm3. These tile dimensions corre-
spond to an earlier version of the detector design
with Nz = Nφ = 48 tiles arranged in a dodecagon1

structure, instead of the current tetradecagon2 ge-
ometry with Nz = 60 and Nφ = 56. A diamond
milling cutter has been used for the machining
of the tiles, yielding a high surface quality. The
tiles are coated on five sides with reflective TiO2

paint3. The scintillation light is read out with a
3 × 3 mm2 MPPC (S10362-33-050C) with a pixel
size of 50 µm, which is coupled to the uncoated
7.5 × 8.5 mm2 side via optical grease. Figure 15.8
shows the MPPCs attached to the tiles. The MP-
PCs are connected to a STiC2 readout chip via
a flex-rigid circuit board (see figure 15.9). The
STiC chip setting, e.g. the individual thresholds,
hysteresis and TDC parameters, have been tuned
manually. Due to the large amount of parame-
ters, a systematic optimisation of the chip settings
could no be carried out. It is expected, that with
fully optimised chip settings, the performance can
be further enhanced.

Patrick: Say once what CC bins are

Figure 15.10 shows the number of recorded hits
for the 16 tiles, as well as the numbering scheme
which is used for the different channels. Only hits
with an energy larger than ToT > 50 CC Bins
are shown, in order to reject cross-talk events,
which are discussed in the next paragraph. The
beam is centered around the second row of tiles,
which shows the highest hit rate, and traverses
from the left to the right. The channels 4, 11 and
12 are not working due to faulty electrical connec-
tions. This problem can easily be solved in future
prototypes by a more careful assembly of the cir-
cuit board.

Figure 15.11 shows a typical ToT spectrum, ex-
emplary for channel 2. The spectrum shows sev-
eral distinct features. The most prominent fea-
ture is the peak at around ToT = 130 CC Bins,

112-fold symmetry.
214-fold symmetry.
3EJ-510.
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in the following referred to as Landau peak. This
peak originates from electrons which fully traverse
the tile. Such events can be selected by requiring
the neighbouring tiles in the row (channels 1 &
3) to also have a signal in the Landau peak. The
energy spectrum with this selection is shown by
the blue curve in figure 15.11. The shape of the
peak is given by a convolution of a Landau dis-
tribution, describing the energy deposition in the
tile, and a Gaussian distribution, describing the
energy resolution of the detector.

The second peak at ToT ≈ 30 CC Bins origi-
nates from cross-talk between neighbouring scin-
tillator tiles. This can be shown by selecting hits
where at least one direct neighbour in the rows
above or below the tile (channels 5, 6, 7) has a
large signal with an energy deposition in the Lan-
dau peak. The corresponding events are shown by
the red curve in figure 15.11. There is no corre-
lation between these signals and the positioning
of the corresponding signal lines, which excludes
electrical cross-talk via capacitive coupling as a
possible origin. Therefore, this effect is attributed
to optical cross-talk, which can be explained by
the fact that the tile surface facing the SiPM is
not painted, allowing the scintillation light to dif-
fuse to the neighbouring tile. This can easily be
prevented in future prototypes by coating the tile
surface around the SiPM.

The plateau region to the left of the Landau
peak is attributed to edge effects, where the elec-
tron enters or exits the tile at the side, indicating
that the detector array is not perfectly aligned
with the beam. These events can be roughly se-
lected by requiring at least one of the neighbour-
ing tiles in the row to have no signal. In addition,
it is required, that no tiles in the neighbouring
rows are active, in order to suppress optical cross-
talk events. The corresponding energy spectrum
of these events is shown by the green curve in fig-
ure 15.11.

15.3.1 Detection Efficiency

The detection efficiency was determined using par-
ticles which traverse all four tiles of a certain row.
Such events are selected by requiring at least three
hits in the row, with one hit in the first and last
tile. The detection efficiency εd is then given
by the probability to detect a hit in the remain-
ing channel of the row with an energy deposition
above the cross-talk level.
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Figure 15.13

Due to the large light yield, which guarantees
the signal to be well above the detection threshold,
the efficiency is expected to be εd ≈ 100 %. In the
measurement, an efficiency of up to εd = 99.7 % is
achieved. The remaining inefficiency of 0.3 % can
presumably be attributed to the STiC2 chip and
might originate from non-optimal chip settings.
For the chip version STiC3 it has been shown,
that in principle an efficiency of εd = 100 % can
be achieved [66].

15.3.2 Time Resolution

The coincidence time resolution was measured for
different pairs of tiles within one row. The signal
in both channels is required to be in the Landau
peak, in order to assure that the particle fully tra-
verses both tiles. Only events are selected where
the fine counter information can be recovered for
both hits.
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Figure 15.12 shows a measured distribution of
the timestamp difference δt, exemplary for chan-
nel 5 and 8. The width of the distribution is
about σδt = 100 ps. Assuming the response of
both channels is identical, the time resolution of
a single tile is given by: σt = 100 ps/

√
2 ≈ 70 ps.

The time resolution is improved by a applying a
two dimensional time-walk correction, which is de-
termined from the energy dependence of the mea-
sured time difference δt(E1, E2) = t1(E1)−t2(E2).
For the time-walk correction, the data set is di-
vided into two independent subsets. One subset
is used to obtain the correction function and the
other subset is used to determine the time resolu-
tion applying the correction. The distributions of
the corrected time difference is shown by the blue
curve in figure 15.12. Depending on the chan-
nel combination, the time-walk correction yields
an improvement between 13 % and 23 %, which is
consistent with simulation results.

Figure 15.13 shows the time resolution with
time-walk correction measured for various combi-
nations of channel pairs, including directly neigh-
bouring tiles (bin 1 to 9) and pairs with one (bin
10 to 14) and two (bin 15 & 16) tiles in be-
tween. The average time resolution over all com-
binations is σ̄t = 66 ps; the best achieved resolu-
tion is σt = 56 ps. The channel-to-channel vari-
ations can be explained by different chip settings
and variations in the SiPM over voltage. In addi-
tion, the quality of the optical coupling between
the scintillator and the SiPM is expected to vary
for the different channels, due to a non-optimal
assembly procedure. For future prototypes, the
stability of the coupling between the scintillator

and the SiPM can be improved by using optical
cement instead of silicon grease.

Simulation Results

The measurement of the time resolution has been
simulated with the framework described in sec-
tion 15.2. The simulation results should be in-
terpreted as a rough estimate, since the response
characteristics of the used setup in terms of noise
and frequency response are not precisely known.
Furthermore, the over-voltage of the individual
SiPMs, which is influenced by the STiC settings,
could not be determined during the measure-
ment. Therefore, the SiPM parameters are ap-
proximated by the typical values for these devices.
For the modelling of the bandwidth, a cutoff fre-
quency of 500(100) MHz is assumed, which is the
design value for the STiC chip. The electronic
noise at the analogue input of the STiC chip is as-
sumed to be 0.5(25) pe, and the timing threshold
is estimated to be roughly 3(2) pe.

The simulated timestamps are randomised ac-
cording to a Gaussian distribution, in order to
take into account the intrinsic jitter of the STiC
chip, which is assumed to be σstic = 30 ps. A
time-walk correction is applied to the simulated
data in exactly the same way as for the measured
data. The time resolution obtained with this sim-
ulation setup is σsim

t = 58(15) ps, which is shown
by the green curve in figure 15.13. Within the un-
certainties, which arise from the imprecise input
parameters, the simulated resolution is consistent
with the measurement; thus supporting the valid-
ity of the simulation model.
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Tile Scintillator

16.1 Material

An essential component of the Tile Detector is
the scintillator material. Achieving the best time
resolution requires a scintillator with a fast re-
sponse time and high light yield. In order to find
the best suited scintillator for the Tile Detector,
several scintillator materials have been compared
using the simulation framework described in sec-
tion 15.2.

Figures 16.1 and 16.2 show the simulated signal
waveforms and time resolution of the scintillator-
SiPM system for different scintillator materials.
The values for the time resolution do not include
the jitter of the readout electronics. Typical val-
ues for the MPPC parameters, analogue band-
width and electronic noise are assumed in the
simulation. Five different commonly used plas-
tic scintillator materials, as well as an inorganic
scintillator (LYSO) and a Cherenkov detector ma-
terial (Sapphire) are compared.

The Cherenkov detector inherently has the
fastest response. However, the light yield of about
20 detected photons is relatively low, which re-
sults in a poor time resolution. In contrast, the
inorganic scintillator provides a high light yield,
corresponding to a signal amplitude of about 1500
detected photons. However, the relatively slow re-
sponse time of several tens of nanoseconds signif-
icantly limits the time resolution. Furthermore,
the slow response leads to a higher pileup rate,
which reduces the signal efficiency. Plastic scin-
tillators offer both, a relatively high light yield,
corresponding to about 900 detected photons, and

a fast response. This results in an excellent time
resolution for the application in the Mu3e Tile De-
tector. The differences between the studied plastic
scintillators are rather small.

The best resolution is achieved with BC418,
which has both a high light yield and fast response
time and therefore is chosen as the baseline ma-
terial for the Tile Detector. This scintillator has
a nominal light output of about 10 200 photons
per MeV, a rise time of 0.5 ns and a decay time of
1.4 ns. The emission spectrum of the scintillator
peaks at a wavelength of 391 nm, which roughly
matches the maximum spectral sensitivity of the
SiPM. This allows to directly read out the scin-
tillation light without the need of an additional
wavelength shifter.
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Figure 16.1: Simulated signal waveforms for dif-
ferent scintillator materials.
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Figure 16.2: Simulated time resolution of the
scintillator-SiPM system (not including contri-
butions from the readout electronics) for differ-
ent scintillator materials. Typical values for the
MPPC parameters, analog bandwidth and elec-
tronic noise are assumed.

16.2 Radiation Hardness

Given the maximum electron flux of about 50 kHz
per tile in phase 1b (see figure 15.6), the inte-
grated electron flux in one year of operation is
about 1010 e+/mm2. The resulting total radia-
tion dose is about 300 Gy or 30 krad. It has been
shown in [67], that the scintillation yield of BC408
decreases by about 5 % for a radiation dose of
300 krad, using a 2.5 MeV electron beam. Since
the radiation level in the Mu3e experiment in
phase 1b is smaller by one order of magnitude, the
degradation of the scintillation yield caused by ra-
diation damage in the Tile Detector is expected to
be negligible.

16.3 Manufacturing

The scintillator tile manufacturing process in-
volves three main steps. The first step is to mill
the tiles out of the scintillator cast sheets and ma-
chine the tile surface to achieve the desired surface
quality. In the second step, the tiles have to be
coated with reflective paint, in order to optically
isolate the tiles. An alternative approach is the
wrapping of the tiles with reflective foil, which is
expected to yield a higher light output. However,
the wrapping process is more complicated and a
wrapping procedure suitable for large scale pro-
duction has yet to be developed. In the third step,
the individual tile sub-modules are constructed by
gluing together an array of 8×4 tiles. The detailed
manufacturing procedure for the three steps is cur-
rently being developed.

The most time-consuming step is the milling of
the tiles and the surface finish. The actual require-
ments for the surface quality are currently inves-
tigated. The baseline for the surface finish is to
achieve a high surface smoothness, which assures
a high optical reflectivity. The high smoothness
can be achieved by using a diamond milling cut-
ter, or using a standard milling cutter with subse-
quent extensive polishing of the surface. Both ap-
proaches are relatively time-consuming. The pro-
duction of tiles with a more rough surface finish is
less complex and would significantly simplify the
production process. The impact of such a rough
surface on the time resolution is currently being
studied.
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Tile Silicon Photomultipli-
ers

Figure 17.1: Hamamatsu MPPC S13360-3050PE

Silicon Photomultipliers are well suited for the
application in the Mu3e Tile Detector, due to
the compact dimensions, insensitivity to magnetic
fields, high photon detection efficiency (PDE) and
intrinsically fast time response. The most impor-
tant SiPM characteristics for this application are a
high PDE and gain, in order to obtain a large sig-
nal amplitude, which is essential for a good time
resolution. Besides the good time resolution, a
short signal decay time is desirable, in order to
minimise pileup of consecutive signals, which re-
duces the signal efficiency. Usually, there is a

tradeoff between a large signal amplitude and a
short decay time, since both parameters scale with
the pixel and sensor size. The dark-rate of the
SiPM is desired to be as low as possible, in order
to achieve the best time resolution and avoid noise
triggering.

17.1 SiPM Choice

Different SiPM types have been compared in sim-
ulation studies using the framework described in
section 15.2, in order to find the best suited device
for the Tile Detector. One of the main distinguish-
ing parameters is the size of the sensor. Com-
monly available sizes are 1 × 1 mm2, 3 × 3 mm2

and 6 × 6 mm2. Figure 17.2 shows the simu-
lation result for the number of photons hitting
the sensor, as well as the time resolution of the
SiPM-scintillator system. The simulation of the
time resolution is simplified by assuming identi-
cal SiPM properties for the different sensor sizes.
An exception is the dark-rate parameter, which is
scaled proportional to the sensor area.

The simulated time resolution improves with
the SiPM size, due to the increasing number of
detected photons. However, it should be noted,
that the rise time of the SiPM signal is expected
to decrease for larger sensors, due to the increas-
ing detector capacity. This effect is not taken into
account in this simplified study and is expected to
slightly degrade the time resolution for larger sen-
sor sizes. The increasing detector capacitance also
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Figure 17.2: Time resolution and number of pho-
tons hitting the SiPM as a function of the SiPM
area. Commonly available SiPM sizes (1 × 1 mm2,
3 × 3 mm2, 6 × 6 mm2) are marked with larger
data points.

results in a significantly longer decay time of the
SiPM signal. Consequently, there is a tradeoff be-
tween a large photon signal and a short dead-time
connected with the sensor size. For the Tile De-
tector, a 3 × 3 mm2 SiPM is chosen. This sensor
size yields a sufficient photon signal and time res-
olution, while exhibiting a moderate signal decay
time.

Another main SiPM characteristic is the num-
ber of pixels of the device. Typical pixel sizes are
100 µm, 50 µm and 25 µm1. For a device with a
size of 3 × 3 mm2, this corresponds to 900, 3600
and 14 400 pixels, respectively. Assuming a typ-
ical PDE of 35 %, the number of detected pho-
tons is expected to be about 3800 · 0.35 ≈ 1300
(see figure 17.2). A 900 pixel device is hence not
suited for this application, since the signal would
strongly saturate at this light intensity. Smaller
pixel sizes usually come along with a lower PDE,
due to the reduced geometrical fill factor, which
results in a degradation of the time resolution.
Therefore, a SiPM with 50 µm pixel size is pre-
ferred over a device with 25 µm. A drawback of
the larger pixel size is the larger pixel capacitance,
which results in a longer signal decay time.

Based on the simulation studies, a 3 × 3 mm2

SiPM with 50 µm pixel size is chosen as the base-

line photo-sensor. A respective SiPM from Hama-
matsu (MPPC S10362-33-050C) has been success-

1Recently, devices with even smaller pixels size down to
10 µm have become available.
fully tested in a first Tile Detector prototype (see
section 15.3). In the most recent SiPM series from
Hamamatsu (MPPC S13360), a 25 µm pixel sen-
sor is available which features a similar PDE as
the 50 µm pixel device. This is a promising alter-
native to the baseline proposal of a MPPC with
50 µm pixel size. The performance of this device
has to be verified in future detector prototypes.

17.2 SiPM Radiation Hardness

Ionising radiation can have a large impact on the
SiPM characteristics and performance. The most
prominent effect caused by irradiation is a strong
increase in the SiPM dark-rate. Furthermore,
there are several studies (e.g. []), which have ob-
served a slight decrease in the detection efficiency
after exposure of the SiPM to radiation. A possi-
ble explanation for this effect is the progressively
larger amount of pixels in a permanent off-state [].
Both, an increasing dark-rate and a reduced signal
amplitude directly influence the time resolution of
the sensor. The exact amount of signal degrada-
tion caused by radiation depends on the particle
energy and type, as well as the specific SiPM de-
vice.

During the data taking period of phase Ib of the
Mu3e experiment, the SiPMs will be exposed to
a total radiation dose of about 1010 e+ /mm2. So
far, no conclusive experimental data of the SiPM
signal degradation is available for the given irra-
diation dose, particle type and energy. First stud-
ies of the radiation damage in SiPMs using a Sr90
source indicate, the degradation of time resolution
during the Mu3e phase Ib is in the order of a few
percent. However, more detailed studies are re-
quired in order to precisely predict the SiPM per-
formance over the phase Ib runtime and obtain a
comprehensive picture of the radiation effects.

17.3 SiPM Quality Assurance
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Chapter 18

Tile Readout

Patrick: Describe tile RO cooling, cabling, me-
chanics

18.1 STiC Chip

The baseline solution for the readout of the SiPMs
is the STiC1 chip, which is a mixed-signal ASIC
developed for the readout of SiPMs with the focus
on Time-of-Flight applications [68]. A detailed
description of the chip can be found in [48,69,70].

The core piece of the analog input stage is a fast
discrimination unit with two tunable thresholds.
The lower threshold, referred to as timing thresh-
old, is used to determine the timestamp of the
input signal via leading edge discrimination. The
higher threshold, referred to as energy threshold, is
used to determine the signal charge via the Time-
over-Threshold (ToT) of the signal. The chip is
designed in such a way that the ToT is directly
proportional to the charge in a large range. The
time and energy information is digitised via an
integrated TDC with a bin size of 50 ps. The in-
trinsic time resolution of the chip has been mea-
sured to be about 30 ps [70]. In section 24.3.2, the
details of the chip are discussed in depth.

An important feature of STiC is the capability
to tune the voltage at each input terminal within
a range of about 0.7 V. This allows to adjust the
SiPM bias voltage and thereby compensate fluc-
tuations in the detector response, which for ex-
ample can arise due to temperature changes and
channel-to-channel variations.

1SiPM Timing Chip

The chip version STiC2 has successfully been
tested in a 16 channel prototype of a Submodule,
which is discussed in 15.3. The latest version of
the chip (STiC3) features an additional zero pole
cancellation circuit, which is designed to reduce
the signal tail by a factor of three. This results in
a significantly reduced channel dead-time. In ad-
dition, this is expected to reduce the baseline fluc-
tuations related to the SiPM dark-rate and thus
slightly improve the time resolution. Further de-
velopment of the chip is planned, in order to op-
timise the performance for the application in the
Tile Detector; including for example an increased
data rate of about 1 MHz per channel, which is
required for phase II.

18.2 DRS Sampling Chip

An alternative readout solution considered for
phase II of the experiment is the DRS chip [42,71],
which digitises the waveform of the SiPM signals.
An advantage of the DRS readout is the flexi-
ble analysis of the signals, which for example al-
lows for a better pileup detection, compared to
the STiC chip. However, the realisation of this
readout scheme is quite challenging, in particular
due to the high data rate which has to be pro-
cessed. In section 24.3.2, the functionality of the
DRS chip is discussed in more detail.

The chip version DRS4, which features a sam-
pling rate of up to 5 GSPS, has been successfully
tested with single scintillator tiles. The results of
these tests are presented in section 15.3. How-
ever, the event rate for this chip is limited to
roughly 100 kHz. Therefore, the successor chip
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Figure 18.2: Alternative tile detector readout
scheme. The Tile front end board (FEB) is di-
vided into a PCB hosting the MuSTiC chip and
two PCBs hosting the SiPMs. The SiPM boards
are connected to the MuSTiC board via flex ca-
bles. The Tile FEB is placed on a mezzanine
board, connecting the Tile FEB to the FPGA
readout board.
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Figure 18.1: Tile detector readout scheme. The
Tile front end board (FEB) hosts 32 SiPMs and
a MuSTiC chip for the processing of the analogue
signals. The Tile FEB is mounted on a metal sup-
port structure with a cavity for liquid cooling of
the ASIC and SiPMs. The Tile FEB is connected
via a flex cable to a mezzanine board, which con-
nects the Tile FEB to the FPGA readout PCBs
mounted on the beampipe.

DRS5 is currently being developed, and is de-
signed to match the rate requirements of the Mu3e
experiment. The new version is supposed to pro-
vide a dead-time less readout with an enhanced
sampling rate of 10 GSPS.

In contrast to the STiC readout, the DRS chips
would be located outside the detector in special
crates, due to the significantly higher space re-
quirements. The SiPM signal would have to be
amplified and sent to the readout chips via a few
meters of cable. The signal waveforms would then
be analysed on FPGAs, in order to extract the
timing and energy information.

18.3 Readout Scheme

18.3.1 Mechanical Support

18.3.2 Cabling

18.3.3 Cooling
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Chapter 19

Cooling

Layer 4
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Global he flow
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Figure 19.1: Schematic of the different helium gas
flows of the cooling system.

The cooling system for the pixel detector must
be capable of keeping the temperatures at a rea-
sonable level (< 70 ◦C) and should at the same
time add very little extra material to the active de-
tector volume. Cooling with gaseous helium has
been chosen since it offers a reasonable compro-
mise between cooling performance and radiation
length. The power consumption per surface area
P/A of the pixel detector depends highly on the
chip settings. P/A = 224 mW/cm2 was measured
for a MuPix6 which was operated with settings
optimized for low power consumption. Different
settings that offered a compromise between low
power consumption and good sensor performance
lead to P/A ≈ 400 mW/cm2. Table 19.1 sum-
marizes the different total power consumptions P
of the individual pixel detector components. The
detector will be cooled by two different types of
helium gas flows, a global helium flow that runs
openly through the full inner volume of the mag-
net and a so-called local flow. For the latter the
v-shaped folds in the module support structure
serve as cooling channels. Figure 19.1 illustrates
the helium gas flow inside the detector. Having
the global and the local flow run in opposite di-

rections allows for cooling the detector from both
sides simultaneously. The local flow is supplied
by a distribution system which incorporates the
detector station end rings and the module end
pieces. Through the same distribution system, he-
lium is also guided directly into the gap between
layers 3 and 4 of each individual detector station
and similarly into the gap between layers 1 and
2. After passing through a detector station, the
warm helium has to be extracted. It is planned
that all helium lines will be integrated in the beam
pipe.

19.1 Experimental Helium Cooling
Tests

Figure 19.2: Heatable layer 4 module prototype
with temperature sensors

The feasibility of the above helium gas cool-
ing system was studied in experimental tests and
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Detector Part size [cm2] power for 250 mW/cm2 [W] power for 400 mW/cm2 [W]

layer 1 192 48 76.8
layer 2 240 60 96
vertex layers (1+2) 432 108 172.8
layer 3 1728 432 691.2
layer 4 2016 504 806.4
outer layers (3+4) 3744 936 1497.6
central detector (1-4) 4176 1044 1670.4
detector with
2 recurl stations 11664 2916 4665.6

Table 19.1: Absolute pixel detector power consumption for 250 mW/cm2 and 400 mW/cm2.
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Figure 19.5: Experimental results for helium cool-
ing of a layer 3 and a layer 4 module with only
global flow and with additional local flow.

Figure 19.6: Comparison of simulation and exper-
imental results of the cooling of a layer 3 and a
layer 4 module

Figure 19.3: Heatable module prototypes placed
inside the flow channel

Figure 19.4: 3D model used to simulate the helium
cooling test setup

computational fluid dynamics (CFD) simulations1

[72, 73]. The experimental cooling tests were per-
formed inside a cylindrical flow channel with a di-
ameter of 22 cm and a length of approximately
1 m that was placed in a helium environment of
constant temperature. The tests were performed
with detector module prototypes featuring a layer
of aluminum Kapton laminate, which allowed for
heating them ohmically. PT1000 temperature
sensors were glued on top of the modules. To
distribute the produced heat uniformly over the

1Autodesk R© Simulation CFD software was used.
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Figure 19.7: Results of the beam pipe cooling sim-
ulations

modules, a heating pattern was cut into the alu-
minum layer with a laser. A photo of a module
prototype is shown in figure 19.2. Two modules
were placed inside the flow channel on top of each
other, such that they resembled a segment of the
detector layers 3 and 4 of one detector station.
Figure 19.3 shows a photo of several module pro-
totypes inside the flow channel. A global helium
cooling flow was realized with fans at the ends of
the cooling channel and an oppositely directed lo-
cal flow was distributed via the module end pieces
to the v-shaped folds in the module support struc-
ture. Figure 19.5 shows the improvement of the
cooling performance due to the local flow as op-
posed to cooling with only global flow. The x-
axis shows the position on the modules parallel to
the beam axis. The y-axis shows the difference
between measured temperature and the tempera-
ture of the incoming helium (20 ◦C). For compar-
ison, CFD simulations of the above cooling test
setup were performed. The according 3D model
is shown in figure 19.4. Both, the experimental
and the simulated results are shown in figure 19.6
The helium flow velocity values vglobal = 2.5 m

s
and vlocal = 20 m

s are not fully optimized but were
found to be reasonable [72].

19.2 Water Cooling

In addition to the helium gas cooling, several parts
of the detector will be water cooled. Water cooling
channels will be integrated in the beam pipe, the
support structure of the tile detector, (see chapter
15) and the end ring of the fiber tracker (see chap-
ter 11) to cool the front-end FPGAs, the power
regulators, and the STiC chips. CFD simulations
of the water cooling of the beam pipe were per-
formed. A 1 mm thick layer of silicon was added
on top of the 3D model of the beampipe to simu-

late the front-end FPGAs. A heating power of
200 W was specified for each of the seven seg-
ments. Inside each beam pipe segment, the water
runs once back and forth in a U-shaped channel.
The flow velocity at each inlet was set to 1.36 m/s.
This value equals the flow velocity in an accord-
ing experimental cooling test, which was carried
out with a prototype of one beampipe segment.
During the experimental test the temperature was
measured only near the turning point of the cool-
ing channel. The result was ∆T = 2.9 ◦C [73]. The
result of the simulations are shown in figure 19.7.
The maximum temperature is ∆Tmax ≈ 7.4 ◦C.

19.3 CFD Simulations of Phase I

CFD simulations of the phase Ia and phase Ib de-
tector were performed. The according 3D models
are shown in figures 19.8 and 19.9. The phase Ia
model includes:

• the target
• all four pixel layers of the central detector
• the pixel end rings with integrated helium dis-

tribution system
• the beampipe (upstream and downstream)

with integrated water cooling channels
• a 1mm thick layer of silicon on top of the

beam pipe to resemble the front-end FPGAs
• pipes to guide helium to the end rings (which

don’t represent the final design)
To create a helium flow between layers 1 and

2, a helium channel is integrated in the beam
pipe. The phase Ib model additionally includes
two pixel recurl stations and additional barrels un-
derneath pixel layer 3, which resemble the timing
detectors. Their thickness is 750 µm in the cen-
tral detector and 5 mm in the recurl stations. The
boundary conditions were the following:

• P/A = 250 mW/cm2 and P/A =
400 mW/cm2 for the pixel layers

• P = 200 W per beam pipe segment for the
front-end FPGAs

• Helium flow velocity vhe = 100 m
s at each of

the helium pipe inlets, which leads to a local
flow velocity of vlocal ≈ 16 m

s and a flow ve-
locity between layers 3 and 4 of vgap ≈ 3.5 m

s
• Helium flow velocity between pixel layers 1

and 2 vinner = 4 m
s

• Global helium flow velocity vglobal = 3.5 m
s

• Water flow velocity at the inlets vwater =
1.36 m

s
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Figure 19.8: 3D model used for the cooling simulation of the phase Ia detector

Figure 19.9: 3D model used for the cooling simulation of the phase Ib detector
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Figure 19.12: Simulated temperature profiles of
the phase Ib detector for P/A = 250 mW/cm2

Figure 19.13: Simulated temperature profiles of
the phase Ib detector for P/A = 400 mW/cm2

Figure 19.10: Simulated temperature profiles of
the phase Ia detector for P/A = 250 mW/cm2

Figure 19.11: Simulated temperature profiles of
the phase Ia detector for P/A = 400 mW/cm2

• Inlet water and helium temperatures The =
Twater = 0 ◦C

The results of the simulations are shown in
figures ?? to 19.13. One can see that the cur-
rent cooling scheme is sufficient assuming a power
consumption per surface area of the pixel detec-
tor of P/A = 250 mW/cm2 but not for P/A =
400 mW/cm2.
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19.4 Possible Design Optimizations

One design option to increase the cooling perfor-
mance is to increase the cross-section area of the
v-shaped folds in the module support structure,
i.e. the local cooling channels. Figure 19.14 shows
the results of a simulation of the pixel layers 3 and
4 of one detector station with increased size of the
cooling channels (height of the triangle increased
from 5.2 mm to 6 mm and the base from 6 mm
to 7.5 mm) and for comparison the results for the
current design.
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Figure 19.14: Comparison of local cooling with
current design and with increased cross-section
area of the cooling channels

For layers 1 and 2, which do not feature v-
shaped folds, increasing the helium flow inside the
gap between the two layers should improve the
cooling performance.

19.5 Stability against Flow-induced
Vibrations

One factor that possibly limits the range of the
applicable helium flow velocity is the occurrence

of flow-induced vibrations, which could signifi-
cantly worsen the spatial resolution of the pixel
tracker. Therefore, a setup has been built to mea-
sure vibration amplitudes in normal direction to
the pixel layers and the frequency response of de-
tector module prototypes exposed to helium flow
via Michelson interferometry. Two Bachelor the-
ses have been carried out in this context [74, 75].
A layer 3 module prototype was equipped with a
mirror by sputtering aluminum on one of the glass
plates before it was placed inside one of the two
laser arms of the interferometer and local helium
flow was applied. An algorithm was developed to
determine vibration amplitudes from interferome-
try data samples, which were taken with a photo-
diode and an oscilloscope. For a local flow velocity
of approximately 20 m

s , the maximum observed vi-
bration amplitude was below 10 µm and the aver-
age amplitude was below 2 µm. At a flow velocity
of about 30 m

s , the maximum observed vibration
amplitude was 39 µm.

The frequency response was measured by plac-
ing a speaker in front of the module to excite
the latter with a known frequency. Several reso-
nance frequencies were observed within the range
of 50 Hz to 1000 Hz, but the highest vibration
amplitudes only occurred at very low frequencies
(< 100 Hz).

It is planned to improve the test setup by
putting another beam splitter into the recombined
laser beam and measure each of the two resulting
beams with separate photo-diodes after creating
a phase difference of π

2 between the two. This al-
lows for determining not only the magnitude of
the module displacement in the laser beam direc-
tion but also the sign, as discussed in [76]. This
would significantly reduce the uncertainty in the
amplitude measurement caused by the superposi-
tion of different oscillation modes (see [75]). It is
also planned to include global helium flow in the
tests.
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Chapter 20

Mechanical Integration

Dirk: Describe cage inside magnet and how ev-
erything attaches to cage

Dirk, Felix, Peter-Raymond: Describe proce-
dure for accessing detector

The Mu3e detector, comprising pixel detector,
fiber detector and tile detector together with the
muon stopping target is located inside the warm
bore of the Mu3e solenoid magnet. The detector
has to be mounted in such a way, that electrons
and positrons produced by muons decaying at rest
on the target can freely move in the magnetic field
in order to precisely determine their momentum.
It is however important to fix the detectors firmly
to achieve a good spatial resolution with the pixel
detector. Access to the detector has to be pro-
vided for detector installation and for exchanging
faulty modules.

To fulfill the above requirements a mechanical
scheme has been developed in which all detectors
are mounted to the up- and downstream beam-
pipes. The beam pipes are supported by the de-
tector cage, which consists of large end-wheels on
either end of the Mu3e detector connected by rods
running outside the active volume. This cage rests
on rails on which it can be moved into the Mu3e
magnet.

20.1 Support of Detector Stations

The Mu3e detector is subdivided into a central
station, an upstream and a downstream station,
see figure 20.1. Each station is barrel shaped (pris-
matic) and has several concentric detector layers.

All three stations have two outer pixel layers, the
central station in addition consists of the target,
the vertex pixel layers and the fiber tracker, the
upstream and the downstream station have a tile
detector layer. The mechanical design of all detec-
tor stations is based on detector modules mounted
to end-wheels, see figure 20.2. Size and geometry
of the detector modules are described in the cor-
responding sections 8, 14 and 15.1.

20.1.1 Support of Pixel Vertex Layers

The vertex layers of the pixel detector and the tar-
get are mounted to two small end-wheels. These
small end-wheels are directly fastened to the corre-
sponding up- or downstream beam-pipe. As for all
detector modules the vertex pixel detector mod-
ules are fixed to one end-wheel while they are
mounted with sliders on the opposite side. One
reason to fully fix the detector modules only on
one side is the thermal expansion, the other rea-
son is the gravitational sag of the two beam-pipes
which are not supported in the middle.

20.1.2 Support of the Central Station

The central station consists of the vertex layers
mentioned above, the fiber tracker and the cen-
tral outer pixel detector layers. The end-wheels
supporting the outer pixel detector layers and the
fiber detector are mounted on additional feet to
the upstream and downstream beam-pipes. Three
feet connect each end-wheel of the central station
to the up- or down-stream beam pipe, so as for
the vertex layers special care must be taken to
accommodate the beam-pipe sag.
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Figure 20.1: Screenshot of the Mu3e detector mechanics 3-D model. The Mu3e detector is subdivided
into three stations.

Figure 20.2: Upstream and downstream beam-pipes and station end-wheels.
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20.1.3 Support of the Recurl Stations

The recurl stations each have a barrel made of
one tile detector layer and two outer pixel detector
layers. The barrels are build by mounting tile and
pixel detector modules to end-wheels, which are
similar to the ones for the fiber detector and the
central outer pixel layers. For the up- and down-
stream barrels it is foreseen to slide them pre-
assembled onto the support feet facing the target
and then fix them to the feet accessible from the
outside. The up-stream station end-wheels and
the down-stream station end-wheels are mounted
only to the corresponding beam-pipe. In addi-
tion to the detector modules readout PCBs are
attached to the beam pipes.

20.2 Detector cage and rail system

A detector cage mechanically supports the up-
stream and the downstream beam-pipes inside
the solenoid magnet, see figure 20.3. It has four
large end-wheels with the upstream and the down-
stream beam-pipes supported on the axis. On the
outer rim these large end-wheels are connected via
long rods outside the active volume of the Mu3e
experiment to each other. If necessary the cage
can be further re-enforced between these rods by
adding sheets on the circumference. The cage
slides on aluminum rails into the magnet warm
bore. It is foreseen to have two double rails run-
ning on the left and on the right side of the de-
tector cage. During data-taking the detector will
be locked in the central position. The rail system
is supported on bracers at both ends of the warm
bore, so the rails are not touching the warm bore
inner surface. The warm bore inner surface has
little flatness and moves with changing operation
conditions, so it cannot be used as a rail support.
In addition to the rails spanning the inside of the
warm bore, an extraction tool will continue the
rails to the outside of the magnet. This extrac-
tion tool can be connected to the rails inside the
magnet and help to shift the full detector cage
inside or outside.

20.3 Access to the Mu3e Detector

The Mu3e detector must be installed into the
solenoid magnet and access is required for detector
debugging, repair or upgrading of detector compo-
nents. To this end, the Mu3e detector is mounted
into a large support cage which is inserted into
the solenoid magnet on a rail system, as discussed
above in section 20.2.

Before having access to the warm bore of the
magnet, the magnet has to be moved from the
measurement position to the detector installation
position. In a first step the beam-line has to be
decoupled from the solenoid, which implies decou-
pling the beam vacuum. Most likely some beam
elements have to be moved to make space for the
following operations. Once it is free, the Mu3e
solenoid has to move and turn in order to create
space in front of the down-stream magnet door.
The movement of the 30 t magnet is alleviated by
using air-cushions to lift the magnet. In a next
step the two halves of the shielding iron on the
downstream end of the solenoid must be lifted
off using a local crane system. These shielding
door-wings have cut-outs, so that the cables and
pipes connecting the Mu3e detector on the down-
stream side with the outside world don’t have to
be removed beforehand. Now these cables and
pipes connected on the downstream side have to
be removed and the end-flange which is sealing the
Mu3e solenoid on the downstream side has to be
taken off.

Since the detector is fairly delicate a trolley will
be designed to take the detector over. The trol-
ley has a rail system fitting the one inside the
solenoid magnet. After coupling the rail system
on the trolley to the rails inside the magnet the
detector cage will be unlocked either to be moved
from the trolley into the magnet or the other way
around. Special care must be taken to ensure the
alignment of the rails on the trolley and the ones
inside the magnet and to avoid gaps between the
rail segments. When the movement is done the
detector cage must be locked to the rails.

After the access the end-flange, the cables, the
pipes and the iron shielding door-wings have to
be put back in place. Then the magnet will be
pushed back to the position for physics data tak-
ing, marked on the ground. Finally the beam ele-
ments must be put back in place.
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Figure 20.3: Mu3e detector in cage and rail system (old versions).
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Chapter 21

Power Distribution and Ca-
bling

Dirk, Stefan: Describe power supplies, cabling
and power delivery to subsystems

The power distribution of the Mu3e detector
has to face some major challenges. Power has to
be distributed to the MuPix chips inside the active
volume of the experiment, which limits the use of
material to a minimum in order to avoid multiple
coulomb scattering. The power distributed to the
front end ASICs MuPix and MuSTiC has to be
extremely clean in order to achieve high analog
performance and avoid extra noise or crosstalk.
Further on the Mu3e experiment is located in-
side a strong superconducting magnet, which will
quench potentially inducing large currents. Apart
from the above constraints a robust and modular
power distribution system should be implemented.

21.1 Power distribution to the front
end ASICs

The power distribution to the front end ASICs
MuPix and MuSTiC requires special care since
these chips process delicate analog signals on the
inputs and drive high speed electrical links at the
outputs. In addition the MuPix chip is located in
the active area, so in order to avoid extra multi-
ple coulomb scattering external capacities cannot
be placed near the MuPix and the supply lines
have to be made from low z material, which de

facto means aluminum. Within the active region
the power distribution to the MuPix chips is inte-
grated in the flex-prints also carrying the signals
from and to the MuPix, see section 8.2. These
flex-prints are connected to rigid PCBs at the
fringe of the detection volume, a location where
at least compact capacitors for the power supply
line are located. The MuSTiC readout chip for the
tile detector and the fiber detector is placed out-
side the active detection volume on a rigid PCB
housing filter capacitors and fanning out the sig-
nals to the MuSTiC chips, see section 13.2.3.

From the rigid PCBs at the edge of the pixel
detector modules, the scintillating fiber detector
modules and from the tile detector modules it
is planned to run flexible cables to the front-end
PCBs. Depending on the outcome of current stud-
ies these flexible cables will be copper-Kapton
flex-prints or stranded copper cables, which will
carry the power lines and the signals. These ca-
bles are plugged to the front end boards attached
to the metal upstream and downstream beam-
pipes. Robust DC-DC converters are located on
the front-end boards, generating the low volt-
ages for the front end ASICs MuSTiC and MuPix
(1.5 V, 1.8 V) and for the other integrated circuits
inside the magnet from a supply voltage in the
range of 10 to 20 V. The maximum output cur-
rent of these DC-DC converters can be as high as
20 A, enough to supply the power for more than
20 MuPix chips of 2 × 2 cm2.
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Chapter 22

Clock Distribution

Stefan: Describe generation and distribution of
global clock and reset

Stefan, Simon, Nik, Patrick: Describe clock in-
terfaces to sub-detectors

The clock distribution for the Mu3e experiment
has to be well designed and implemented since the
experimental concept is based on reducing acci-
dental background with the help of precise time
measurement. This requires an experiment-wide
phase stability of the clock distribution of better
than 100 ps. On the other hand the data acqui-
sition system has a very high throughput using
1.25 Gbit/s LVDS links and multi Gbit/s opti-
cal links. The operation of these links requires
very stable reference clock frequencies. It is also
highly desirable to run all data links with the same
reference clock, otherwise links contributing frag-
ments to the same event would drift apart. The
clock frequency for the clock distribution system is
125 MHz, other frequencies can be derived locally.

22.1 Clock Distribution scheme

Since a single clock should be used by all front
end ASICs, all FPGAs on front-end boards on the
detector, the switching FPGAs and the FPGAs in
the farm PCs receiving fragments and assembling
events, an experiment wide clock fan out must be
provided. The clock will be generated by an oscil-
lator on a pcb with 16 or more synchronous clock
outputs. From there it will be distributed via opti-
cal fiber to the switching boards, which will likely
be the PCIe40 PCB developed by the Marseille
group for LHCb upgrade []. The clock signal is

distributed from the switching boards via optical
fibers to the front-end boards. On each front-end
board the clock signal is received and distributed
to the connected front-end ASICs. Extra clock
filter chips are foreseen to improve the quality of
the clock in terms of jitter, typically the remaining
jitter is below 5 ps [].

22.2 Reference clock generation

The reference clock for the Mu3e experiment is
generated by a commercial-off-the-shelf clock os-
cillator. The frequency of the reference clock is
125 MHz, which is well suited for clock distribu-
tion systems. In order to ensure the ease of use,
the reference oscillator should sit on a dedicated
PCB with very stable power supply, which itself
is in a rack compatible department like a 1U box.
On this clock distribution board there are clock
fan-out chips, in order to provide at least 16 clock
outputs. Preferable the clock outputs are all in
phase and output via optical fiber compatible with
the SFP+ optical input on the PCIe40 board used
as switching board.

22.3 Clock distribution through the
switching boards

The switching board has an optical SFP+ input
for the clock signals and up to 48 fast optical
outputs towards the front-end boards. The to-
tal number of switching boards will be adapted to
the number of optical data links coming from the
front-end PCBs. Since by design there will be one
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optical link towards the detector for every data
link from the detector, this link to the front-end
boards can be used for clock distribution. This has
to be implemented in such a way, that the clock
phase on the receiving side is un-ambiguously re-
covered.

22.4 Clock distribution on the
front-end boards

Since the clock is distributed over an optical fiber,
there will be a dedicated optical receiver on each
front-end board. The clock has to be recovered
with the correct phase, ensuring the synchronicity
of Mu3e after each power cycle. The clock will
be filtered and distributed to the front end ASICs
by commercial clock multiplier chips. The clock
multiplier chip chosen can be configured to shift
the clock phase in tiny steps of 0.28 ps, to use a
minimum delay of 100 ps or have the default de-
lay of 2 ns. From these clock multiplier chips one
LVDS pair of clock signals is sent to each array of
front-end ASICs (MuSTiC or MuPix).

22.5 Clock distribution to the
ASICs

The clock is sent from the front-end board over
LVDS pairs either to the MuPix ASICs or the
MuSTiC readout boards.

22.5.1 to the MuPix

It is foreseen to supply one differential pair of clock
signals to each flex-print. All MuPix chips shar-
ing one high density interconnect (flex-print) use
the same clock pair, with the termination on the
last chip.

22.5.2 to the (Fiber Detector) MuSTiC

Similarly, one LVDS reference clock is routed to
each of the Fiber Detector RO boards, where the
same clock multiplier and filter ICs are used to
generate all the clocks needed locally: a 625 MHz
reference clock for the ASIC internal PLL, a refer-
ence clock for the fast LVDS links and MuSTiC’s
digital part and a configurable and much slower
clock, in the order of 100 kHz, for PLL injection.
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Chapter 23

Slow Control

The slow control system deals with all “slow”
data such as high voltages for the SiPMs and sili-
con sensors, ambient temperatures and pressures,
the beam line magnet settings and parameters of
the cooling system. The silicon pixel system will
use a separate system described later in this chap-
ter.

For the slow control parameters it is important
to have all data and control functionality in a ho-
mogeneous single system. This makes the main-
tenance of the system much simpler, since only
a limited number of different hardware standards
have to be taken care of. The integration of all
data enables us to define control loops between
otherwise completely different subsystems. Ex-
amples are to switch off the muon beam line in
case of some overheating of the pixel system, or
the control of the cooling system based on data
derived from signals from the SiPMs of the fibre
and tile sub-detectors.

The integration of all systems will be done
through the MIDAS DAQ system and its asso-
ciated MIDAS Slow Control Bus (MSCB) system
[77]. Both systems have been used in dozens of
experiments in several laboratories over the past
decade and have proven to be very flexible and re-
liable. The MSCB system uses a serial differential
bus for communication, with two data lines (posi-
tive and negative polarity) and a common ground.
Over long distances, such as between crates, the
physical standard for this bus is RS-485, running
at a relatively low speed of 115.2 kBaud in half-
duplex mode. The slow speed makes this bus
highly immune against improper termination or
electrical interferences, while the short commands

of the MSCB protocol still allow the readout of
many hundred nodes per second. Over short dis-
tances, such as between several FPGAs on a single
PCB, the bus uses the LVDS standard. The FP-
GAs have a serial interface (UART1) implemented
to interface to this bus. The MSCB bus uses a
single-master, multiple-slave architecture, where
all slave nodes on the bus only have to reply on
requests sent by the master node, thus making
the bus arbitration very simple. Different bus
adapters exist already to bridge between LVDS
and RS485 segments as well as between RS485
and optical fibers. We plan to connect about ten
to twenty FPGAs via LVDS lines to an individ-
ual bus segment, which then is connected to an
optical fiber leaving the detector vessel. Each op-
tical fiber will be interfaced to the Ethernet based
control network of the experiment. A small mi-
crocontroller implements a simple UDP protocol,
so that the MSCB bus segments can be accessed
from any computer connected to the experiment
Ethernet network.

The MSCB nodes inside the experiment will be
either dedicated 8-bit microcontrollers or soft-core
microcontrollers instantiated inside each FPGA.
The micro controllers perform local control loops,
such as high voltage stabilization, and send mea-
sured values to the central DAQ system for moni-
toring. Many devices already exist for this system,
such as the SCS-2001 unit shown in figure 23.1.
Since the system was developed at PSI, it can
be quickly adapted to new hardware. The high
voltage control for the SiPMs can for example be
directly integrated into the carrier boards holding

1universal asynchronous receiver/transmitter
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Figure 23.1: SCS-2001 unit as part of the MSCB
slow control system. This unit has 64 in-
put/output channels, which can be configured via
plug-in boards as digital or analog channels. Many
plug-in boards exist already such as PT100 tem-
perature sensor readout cards, analog high resolu-
tion inputs (24 bit resolution), valve control out-
puts and many more.

the SiPMs, thus eliminating the need for high volt-
age cables. The optimized protocol of the MSCB
system allows the monitoring of many thousand
channels with repetition rates in the 100 ms range,
which will be more than enough for this experi-
ment.

Since the MSCB protocol is very simple, using
only a few bytes for addressing, data and redun-
dancy, it can be implemented in less than 700 lines
of C code. This makes it possible to run the MSCB
core inside some soft-processor inside every FPGA
used in the experiment.

Test implementations showed that this needs
only a few percent of the available FPGA re-
sources, which can be easily accommodated. Hav-
ing a dedicated slow control link to all FPGAs in
the experiment is a powerful tool for debugging
and configuration, since this allows the manage-
ment of the FPGAs in case the serial data links
are down.

In addition to the MSCB nodes inside our de-
tector, we will have dedicated slow control crates
next to the detector and at the infrastructure plat-
form using several SCS-2001 units. These crates
have analog and digital in- and outputs to inter-
face all kinds of sensors and actuators around the
experiment. They are also connected via Ethernet
to the experiment network.

In addition to the MSCB system, the MIDAS
slow control package contains interfaces to the
PSI beamline elements via the EPICS system [78].
This allows monitoring and control of the beam-
line from the main DAQ system, which has been
proven very versatile in other experiments using
this scheme.

All slow control data will be stored in the his-
tory system of the MIDAS system, so that long
term stabilities of the experiment can be effec-
tively verified. The slow control data is also fed
into the main event data stream, so that any of-
fline analysis of the event data has this data avail-
able.

All data fed into the MIDAS system are accessi-
ble by the MIDAS distributed alarm system. This
system allows to set upper or lower limits on all
slow control data in a flexible way through the
MIDAS web interface. In case of an alarm, shift
crew can be notified through spoken alarm mes-
sages and contacted via mobile phones. Scripts
can be triggered which put the whole experiment
in a safe state in order to avoid damage such as
from too high temperature.

The following list briefly shows the different
sub-systems in the Mu3e experiment and cor-
responding parameters which will be monitored
and/or controlled through the slow control sys-
tem:

• Mu3e magnet
– currents
– temperatures (ambient and cryogenic)
– quench system status
– helium compressor status
– field (Hall probes)

• Separator
– high voltage
– current
– X-ray emission

• Beamline
– magnet currents
– slit settings
– accelerator proton current

• SiPMs
– temperatures
– bias voltage
– bias current

• Detector cooling system
– temperatures
– differential and absolute pressures
– humidities
– oxygen content
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Figure 23.2: Data flow for the pixel configuration.

• ASICs (MuPix and MuSTic)
– temperatures
– power consumption

• FPGAs
– temperatures
– power supply voltages
– link status
– PLL locks

• Computer farm
– temperatures
– humidity

• Pumps
– temperatures

– speed
– power consumption

• Data acquisition
– event sizes
– event rates

23.1 Pixel Configuration and Con-
trol

A special case is the configuration of the pixel de-
tectors, which require many million parameters,
like the tune-DAC values for each pixel. Since the
amount of data here is considerably larger than
for all other systems (approximately 120 MB for
the phase Ib detector), an extension of the slow
control system is planned. A dedicated program
manages, visualizes and exchanges the pixel de-
tector configuration parameters between an opti-
mized database and the pixel hardware. In this
way the time required to configure the pixel detec-
tors can be minimized, while this program is still
connected to the main DAQ system. It can be syn-
chronized with run starts and stops, and can inject
pixel monitoring data periodically into the event
data stream for offline analysis. The regular slow
control data stream will contain a pointer to the
relevant state of the pixel configuration database.

The configuration of the individual pixel sensors
is written via a serial programming interface (SPI)
with up to 9 sensors connected in series. This cor-
responds to approximately 20 Mbit of configura-
tion data, which in turn dictates the need for SPI
clock speeds above 10 MHz in order to guarantee
fast run starts. Sensors on different ladders (dif-
ferent SPI buses) can and have to be programmed
in parallel. As the on-chip memory of the front-
end FPGA is too small to hold the complete con-
figuration data for all connected sensors, it has
to be delivered just in time from the switching
boards. Here bandwidth is not an issue (we have
a 6 Gbit/s optical downlink at our disposal), but
the data stream has to be synchronized such that
no buffering on the front-end is required, which
necessitates a careful interplay between the soft-
ware driving the data into the switching boards,
the switching board firmware and the front-end
firmware. An overview of the data flow for the
pixel configuration is shown in figure 23.2.
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Part VII

Data Acquisition and Event Filter
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Milestones for the Data Acquisition

1. Set up a slice of the readout chain using development boards, develop, and test the firmware.

2. Produce and test the front-end board prototype.

3. Develop, produce and test the final small front end board.

4. Acquire and test the switching board.

5. Run the full selection algorithm on a GPU.

6. Integrate the readout chain and the selection algorithms.

7. Integrate the farm PCs with the MIDAS DAQ system.

8. Scale readout system to full phase Ia capability.

9. Scale readout system to full phase Ib capability.
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Chapter 24

Data Acquisition

24.1 Overview

The Mu3e data acquisition system works without
a hardware trigger on a push basis, i.e. the de-
tector elements continuously send hit information
to the data acquisition (DAQ) system. The DAQ
consists of three layers, namely front-end FPGAs,
switching boards and the filter farm. The topol-
ogy of interconnects is built such that every farm
PC gets to see the complete detector information
for a select time slice. See Figure 24.2 for an
overview of the readout scheme and Figure 24.1 for
the scheme at detector start-up (phase Ia). Com-
plete overviews of all optical readout links can be
found in the appendix on pages 250 and 251.

Hits in all subsystems are timestamped and the
front-ends ensure that time ordered information is
forwarded to the rest of the read-out system. On
the interfaces to the farm PCs, data from several
timestamps are merged to overlapping reconstruc-
tion frames, see figure 24.3.

24.2 Occupancy

The bandwidth requirements of the data acquisi-
tion are largely determined by the expected de-
tector occupancy, as all the Mu3e sub-detectors
produce zero-suppressed output.

Occupancies are obtained with the full simula-
tion running at a muon stop rate of 1 · 108 Hz and
pessimistically estimating the beam related back-
ground by loosing another 0.9 · 108 Hz of muons
along the last metre of beam line.
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Figure 24.1: Mu3e readout scheme for the start-up
detector.

The distribution of the occupancy over the pixel
sensors is shown in Figures 24.4 and 24.5. The
average occupancy of the fibre detector is shown in
figure 24.6. Occupancy maps for the tile detector
are shown in figure 24.7.
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Figure 24.3: Schematic flow of pixel time information through the Mu3e readout system.
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Figure 24.4: Hit rate in the central pixel sensors for 108 muon stops/s. The axes enumerate sensor
numbers. From top left to bottom right, the four central pixel layers are shown from the inside out.
Note that the azimuthal structure in the innermost layer is caused by the elliptical beam spot.

24.3 Front-end requirements

24.3.1 Pixel detector

The pixel sensors contain electronics for hit de-
tection and time as well as address encoding. All
hits are assigned to a time-stamp (62.5 MHz or
125 MHz).

The hits are then serialized and sent off chip via
an 1250 Mbit/s low-voltage differential signalling
(LVDS) link (see section 10.4 for details of the
readout state machine and the protocol).

The protocol implemented in the MuPix 7 pro-
totype uses at maximum 68% of the available time
slots for sending hit information. Together with
the 8bit/10bit encoding, this leads to a maximum
hit bandwidth of 685.7 Mbit/s or 28.6 · 106 hits
per sensor and second, giving a safety factor of
three to four even for the busiest sensors (see fig-
ure 24.8).
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Figure 24.8: Distribution of sensors according to
hit rate at 108 muon stops/s.
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Figure 24.5: Hit rate in the recurl pixel sensors for 108 muon stops/s. The axes enumerate sensor
numbers. From top left to bottom right, the maps show the occupancy in the inner and outer, up- and
downstream recurl pixel layers.

The total bandwidth requirements for phase Ia
and phase Ib are shown in tables 24.1 and 24.2.
The system will be built to run at phase Ib rates

(see figure 24.8) with a large safety factor for noise
and diagnostic data. For the later phase II, the
inner detector part needs to be replaced, whilst
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Figure 24.6: Average occupancy of the Fibre Detector per fibre at 108 muon stops/s. The three plots
show the three fibre layers inside out. The red histograms show the downstream end, the blue ones the
upstream end. The missing fibres are at the edges of ribbons.

Sensor Max Average Chip→FPGA Chip→FPGA Front-end FPGA→RO
Chips Hits Hits link capacity total in Layer FPGAs capacity

/Chip/s /Layer/s Mbit/s Gbit/s Gbit/s
106 106 per FPGA

Layer 1 48 0.76 28 18.2 0.67
Layer 2 72 0.46 26 11.0 0.62 8 0.22
Layer 3 432 0.16 38 3.8 0.91 12 0.10
Layer 4 504 0.12 34 2.9 0.81 14 0.08

Total 1056 126 3.01 34 4.08

Table 24.1: Pixel readout requirements (Phase Ia, 107 muon stops/s).

the outer pixel readout should be able to cope with
the 20 times higher rates.

Besides the bandwidth requirements, also occu-
pancy peaks are of importance, as they determine
maximum latencies and thus required buffer sizes

further downstream. Figure 24.9 compares aver-
age and maximum sensor occupancies.

The mapping of sensors to FPGAs and the over-
all addressing scheme can be found in the ap-
pendix on page 252; 30 bit are sufficient to address
every single pixel in the complete detector system.
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Figure 24.7: Maps of the occupancy of the tile detector at 108 muon stops/s. The top plot shows the
upstream, the bottom plot the downstream detector.

Sensor Max Average Chip→FPGA Chip→FPGA Front-end FPGA→RO
Chips Hits Hits link capacity total in Layer FPGAs capacity

/Chip/s /Layer/s Mbit/s Gbit/s Gbit/s
106 106 per FPGA

Layer 1 48 7.6 280 182 6.7
Layer 2 72 4.6 260 110 6.2 8 2.2
Layer 3 432 1.6 380 38 9.1 12 1.0
Layer 4 504 1.2 340 29 8.1 14 0.8
Recurl IU 432 0.22 60 5.3 1.4 12 0.16
Recurl OU 504 0.20 61 4.8 1.5 14 0.14
Recurl ID 432 0.16 39 3.8 0.9 12 0.10
Recurl OD 504 0.14 39 3.4 0.9 14 0.10

Total 2928 1459 34.9 86 47.28

Table 24.2: Pixel readout requirements (Phase Ib, 108 muon stops/s).

For simplicity, hits are assumed to be of 24 bit size
on the flexprint links and 32 bit size1 on all optical
links and for storage.

24.3.2 Timing detector

In the baseline design, the two timing detectors
use the same ASIC. Therefore, the general re-

1The time information is carried separately at this point

quirements arising from the common ASIC are
discussed here. The sub-detector specific require-
ments are listed in the readout chapters of the
respective detectors.
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Figure 24.9: Number of hits per 50 ns frame in the
busiest sensor of the frame for 108 muon stops/s
(top) and average multiplicity in sensors with hits
at the same rate (bottom).

STiC readout

The baseline solution for the readout of the SiPMs
is the STiC2 chip, which is a mixed-signal ASIC
developed for the readout of SiPMs with the focus
on Time-of-Flight applications [68]. A detailed
description of the chip can be found in [48,69,70].

The core piece of the analogue input stage is a
fast discrimination unit with two tunable thresh-
olds. The lower threshold, referred to as timing
threshold, is used to determine the timestamp of
the input signal via leading edge discrimination.
The higher threshold, referred to as energy thresh-
old, is used to determine the signal charge via the
Time-over-Threshold (ToT) of the signal. The
chip is designed in such a way that the ToT is
directly proportional to the charge over a large
range. The time and energy information is digi-
tised via an integrated TDC with a bin size of
50 ps. The intrinsic time resolution of the chip
has been measured to be σstic ✴ 30 ps [70]. In
section 24.3.2, the functionality of the chip is dis-
cussed in more detail.

An important feature of the STiC is the capa-
bility to tune the voltage at each input terminal
within a range of about 0.7 V. This allows to ad-
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Figure 24.10: Sketch of the functionality of the
MuSTiC chip, the successor of the STiC3. The
time and energy information of the analogue input
signal is obtained via two discriminator units. The
discriminator output is processed by a TDC with
a 625 MHz coarse counter and a fine counter with
a bin size of 50 ps.

just the SiPM bias voltage, compensating fluctua-
tions in the detector response, e.g. due to temper-
ature changes, and channel-by-channel variations.

The chip version STiC2 has successfully been
tested in a 16 channel prototype of a tiles submod-
ule, which is discussed in section 15.3. The latest
version of the chip (STiC3) has been tested with
fibre prototypes as described in section 13.2.1. It
features an additional zero pole cancellation cir-
cuit, which is designed to reduce the signal tail
by a factor of three. This results in a significantly
reduced channel dead-time. In addition, this is ex-
pected to reduce the baseline fluctuations related
to the SiPM dark-rate and thus slightly improve
the time resolution. Further development of the
chip is planned to optimise the performance for
it’s use in the tile and fibre detector, including the
ability to handle an increased data rate to about
1 MHz per channel, which is required for the Fibre
Detector and phase II of the Tile Detector.

Data Format The data format from the two
timing detectors has the same structure. The
50 ps timestamps consists of 20 bit and 1 bit flag.
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This is further expanded by 5 bits for the channel
number.

Since the Tile Detector also provides an en-
ergy information, another supplementary times-
tamp for the ToT information is added.

The in-phase 50 ps timestamps from the tim-
ing detectors divide the common frames, a 16 ns
timestamp from the pixel detector, into 320 sub-
bins. To store the additional information 9 bits
are required. In case of the Fibre Detector 12 bits
are needed to address each readout channel: 1 bit
for up- or downstream, 5 bits for the ribbon num-
ber, 6 bits for the SiPM array channel. In total
the information of one hit can be stored in less
than 24bit.

24.4 Front-end FPGA boards

As both the MuPix and STiC chips provide dig-
ital output on a LVDS link, a common FPGA
based readout board is foreseen. Both the hard-
and the firmware for this board are currently be-
ing prototyped. For an overview of the firmware
components common to all detector subsystems,
see page 253 in the appendix.

24.4.1 Front-end hardware

The front-end board has to collect the data sent
from either STiC or MuPix on LVDS links, sort
and package it and then forward it to the switch-
ing boards on a fast optical link. In addition, it
has to provide the sensors with control signals,
monitor the environment and in case of the pixel
sensors also provide high- and low voltage sup-
ply. The severe space constraints inside the recurl
layers necessitate small, highly integrated boards
incorporating FPGAs and optical modules with a
small footprint (also thermally).

A prototype board based on an Altera Stratix
IV FPGA (EP4SGX70HF35C4) was developed in
Heidelberg and is currently being manufactured.
It has the link and processing capabilities of ser-
vicing one quarter of the vertex detector (5 half-
ladders with three chips with three high speed
LVDS links each). The board has a wide range
of testing facilities built in and thus a larger form
factor than required for the final version, which
we will design as soon as we have ascertained that
all the necessary functionality is working on the
prototype. There is also an option to change to
the next generation of FPGAs (Altera Arria V,

5AGXBA1D4F31C5), which would bring advan-
tages in terms of the number of LVDS links per
device, power consumption and cost.

For the optical data transmission we use the
MiniPODTM by Avago (AFBR-811VxyZ trans-
mitter and AFBR-821VxyZ receiver), which com-
bines twelve optical channels with up to 10 Gbit/s
in a very small footprint of 19 × 22 mm2 [79].

Concurrently with the board development, we
have created a first version of the firmware in or-
der to ensure correct pin wiring and get a first
estimate of the power consumption.

24.4.2 Front-end firmware

The front-end firmware contains both a set of com-
mon functionality for all sub-detectors and blocks
which are specific to the pixel, tile and fibre de-
tectors. Many of the firmware blocks are already
under development and can be tested with parti-
cle beams in the MuPix telescope. Figure 24.11
shows an overview of the data flow and firmware
blocks in the pixel front-end FPGA.

We currently develop the firmware on Altera
FPGAs; for most components, no or very little
changes are required between Stratix and Arria
models or even for a vendor change to Xilinx.

Pixel front-end firmware

Data path

Receiver For receiving the LVDS data
streams from the MuPix and also the STiC chips,
we use the built-in LVDS receiver and deserializer
circuitry of the FPGAs. It turns the 1250 MHz in-
coming serial bit stream into a series of 10 bit wide
words at 125 MHz. It also synchronizes the data
for a whole block of receivers (up to 28) to a sin-
gle clock using dynamic phase alignment (DPA)
- note that the frequency needs to be locked to
the LVDS frequency, which is however straight-
forward, as the FPGA also provides the clocks to
the front-end chips.

8bit/10bit decoder We use the open source
8bit/10bit decoder from OpenCores [80], which is
closely modelled after the original IBM implemen-
tation [35, 36] whose patent has expired. It turns
the 10 bit data stream into a decoded 8 bit data
stream plus a K-marker, indicating comma words.
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Mu3e Pixel Front-End Firmware

Inner detector version (15 links)
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Figure 24.11: Components in the main data flow of the inner detector pixel firmware. 10b8 stands for
the 8bit/10bit decoder, WA is the word aligner and DU the data unpacker. For the outer detector, the
layout is similar, but with 36 inputs and 9 sorter chains.

Word aligner This standard piece of
firmware is used to insert bit slips into the incom-
ing data stream until a comma word is repeatedly
detected, ensuring correct word alignment. In
order to facilitate this, the MuPix chip generates
a long string of comma words before starting
the readout. Once locked, this unit monitors
that comma words appear frequently in the data
stream and that the alignment has thus not been
lost.

At the moment, the tasks of the above de-
scribed firmware are undertaken by Stratix GX
transceivers as provided by Altera [81] in the
MuPix telescope. No errors attributable to this
part of firmware have been observed in test beam
campaigns or in the lab. Implementations us-
ing the LVDS receivers forseen for these tasks in
the detector setup exist as well and are currently
tested in the lab.

Data unpacker This piece of firmware re-
moves comma words and separates the data
stream into hit and counter information, i.e. in-

verts the data protocol used by the MuPix. The
output are 24 bit hits and 24 bit counters. In addi-
tion, errors are detected when the incoming datas-
tream is not consistent with the expected data
protocol from the MuPix.

The data unpacker has been successfully tested
in simulations, the lab and in test beams with the
MuPix telescope.

4-1 multiplexer In the current MuPix pro-
tocol, one hit (and also one set of timing infor-
mation) occupies four 8 bit words; a full hit can
thus only arrive once in every four 125 MHz clock
cycles. This in turn allows for multiplexing up
to four input data streams into one 125 MHz hit
stream, reducing the number of required sorters
(and thus the memory footprint of the firmware)
by a factor of four.

The multiplexer has been extensively simulated
and tested both in the lab and with four MuPix
chips in the MuPix telescope.
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Address TS 7-5 TS 4-0 counter 3-0

Time- Block Time bin Hit number
stamp bits 4 down to 0

0

Block 0

0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

10 10
11 11
12 12
13 13
... ...
31 31
32

Block 1

0
33 1
34 2
35 3
36 4
37 5
38 6
39 7
40 8
41 9
42 10
43 11
44 12
45 13
... ...
63 31

Blocks 2-6
224

Block 7

0
225 1
226 2
227 3
228 4
229 5
230 6
231 7
232 8
233 9
234 10
235 11
236 12
237 13

... ...
255 31

Table 24.3: Layout of the sorting memory
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Figure 24.12: Ringbuffer of the sorter indicating
which blocks B are occupied by the write and read
process.

Writing

Done

Read

First hit written

Hit written to B+2

Reading
process

Read completed

Clear counter
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Figure 24.13: The life of a memory block between
the write and read domains with status signaling
via flags.

Sorter The readout sequence in the MuPix
chip does not strictly conserve the time ordering

of the hits, i.e. a hit with a later timestamp can
be streamed out before one with an earlier one.
Prior to event reconstruction, the hits have to be
sorted by timestamp. This is done early in the
readout chain as merging sorted data streams from
different parts of the detector further on is then
straightforward.

The use in the front-end firmware requires a
fully pipelined sorting algorithm. In essence, a
memory with bins for every timestamp is used,
which sorts hits by storing them in the correct
order. In the following the sorting algorithm is
described in more detail.

Writing to the sorting memory uses the times-
tamp as part of the address. The lowest 4 address
bits are given by a counter for each timestamp,
allowing for a maximum of 15 hits per time slice
(the counter value 0 is reserved for no hits in the
slice). If more than 15 hits for a slice arrive, the
surplus hits will be ignored and an overflow flag
for this specific time slice is set. The layout of the
memory is shown in table 24.3. Each block of 32
timestamps will end up in a readout frame. When-
ever a hit belonging to a new block B arrives3, the
block B is marked as writing and the blocks B −3
to B − 5 marked writing are re-marked as done,
which signals to the memory reading process that
reading can start (see figure 24.12). Once the read
process is finished reading a block, it marks it as
read, which in turn prompts the writing process
to clear the associated counters and overflow bits
as well as the done flag. This memory block is
now ready to be written to again. The complete
process is illustrated in figure 24.13.

If a block is marked as done, the reading pro-
cess starts building the output by first construct-
ing a header. At the same time, the counters con-
taining the number of hits per timestamp bin are
copied. The memory read address is constructed
from the current block, the current bin and the
current counter value. As soon as a bin is empty
(the counter reaches 0), the algorithm switches to
the next bin skipping bins without data. If all bins
are empty, the end of block marker is output, the
block is marked as read and the algorithm moves
to the next non-empty block or to the idle state if
no blocks are ready.

Note that the read process can be run at a dif-
ferent (higher) clock frequency than the write pro-
cess. Output is zero suppressed; blocks without

3The block arithmetics are understood to be modulo
the total number of blocks, eight.
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hits will not appear in the data stream (this can
easily be changed).

The complete data sorter as currently imple-
mented (i.e. without diagnostics or debug facili-
ties) requires 2025 ALMs and 73728 Bits of mem-
ory. This implies that a sufficient number of these
entities can be put on a 70K FPGA to serve as
many chips as can be connected via LVDS.

We have a very extensive simulation of the
sorter (which is one of the most complex blocks of
firmware in the data stream) and have also tested
it in a first beam test at CERN in July 2015, which
led to a series of improvements to the algorithm.
Subsequent tests at PSI and DESY in October
2015 both delivered the desired performance with
hit losses consistent with overflows past the 15 hits
per time bin and occasional very late hits.

Packet builder Depending on the number of
chips connected to one front-end FPGA, the out-
put from between four and nine sorters has to be
be collected in a single, synchronized data stream.
We intend to do this via an array of FIFO memo-
ries at the sorter outputs and using a time sorted
tree reading mechanism. In addition, slow con-
trol data has to be mixed into the data stream at
opportune moments.

This algorithm is currently in the prototyping
stage and will be tested as soon as possible.

Link switch In view of the phase II experi-
ment, every front-end FPGA will be connected to
four full-duplex optical links. As this bandwidth is
not required in phase I (and the required switching
boards will not be present), we can use the extra
links as spares in case of failures or for debugging
and monitoring purposes. A switch is required
to choose the link used for data transmission and
links used for debugging.

This simple piece of firmware needs to be writ-
ten and tested.

Gbit/s transmitter The data will be sent
out via a 6 Gbit/s link. Most of the required
firmware is provided directly by Altera. We add a
parity controller to ensure a maximum run length
of consecutive zeroes or ones on the link. The link
settings and the corresponding maximum bit error
rates have been studied in detail in a master- [82]
and a bachelor thesis [83] and fulfil the require-
ments of the experiment.

Slow-control path For slow control data, two
paths are foreseen; on the one hand, surplus band-
width on the optical links to and from the switch-
ing board can be used, which is especially useful
for large volume data such as pixel tune values.
On the other hand, a separate differential line for
use of the MCSB protocol (see chapter 23) is fore-
seen, which is especially useful for monitoring the
status of optical links, switching power, etc..

The interface to MCSB and the slow control re-
lated tasks on the FPGA will be implemented in a
NIOS II processor core [84] on the FPGA. We have
successfully implemented and tested such cores on
FPGAs of the target families and are currently
adapting the MSCB interface code to the archi-
tecture.

Timing front-end firmware

The firmware for the timing systems (both fi-
bres and tiles) will be very similar to the pixel
firmware, with the exception of details in the hit
data format (24.3.2) and the sorting algorithm.
Development of the detector specific code will
start as soon as the readout solution and data
transfer protocol for the fibres (time mode) and
tiles are finalized.

24.5 Read-out links

In total there are three different types of read-out
links in the Mu3e data acquisition system. The
same type of links can be used for a (smaller) num-
ber of slow control links in the opposite direction.

The data from the MuPix chips will be trans-
mitted to the front-end FPGAs via LVDS links at
1250 Mbit/s. The fast serializer and LVDS drivers
for the MuPix chip is implemented in the MuPix
7 prototype and working as expected, see section
10.2.

The link is physically implemented as a matched
differential pair of copper traces on the sensor flex-
print, see section ??.

There are two types of optical high speed data
links. The first one is going from the front-end
FPGAs to the switching boards, the second from
the switching boards to the FPGA PCIe boards
in the event filter farm PCs. The optical links
from the front-end FPGAs to the read out boards
have a bandwidth of 6 Gbit/s, which fits well with
the FPGA specifications. Each FPGA has at least
nine fast transceiver blocks, which connect to the
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MiniPOD optical driver (see section 24.4.1). The
data laser has a wavelength of 850 nm and the
optical fibre is of 50/125 multi-mode type, since
this is a standard both in industry and in particle
physics detector readout. The fibres from the 12-
way emitter will go to a splitter and patch panel in
order to combine fibres going to the same switch-
ing board.

The second type of link connects the switching
cards to the FPGA PCIe boards in the event filter
farm PCs. This optical link will be implemented
as a 10 Gbit/s high speed link. Since each switch-
ing board is connected to every sub-farm PC with
one of the high speed links, these are point to point
single fibre links. The fibres are of 50/125 multi-
mode type operated at 850 nm to stay compatible
with the links from the detector. The PCIe FPGA
board is fitted with a quad small form-factor plug-
gable (QSFP+) optical module.

All the links have been tested using the devel-
opment hardware and were found to have bit error
rates low enough for stable and consistent running
of the experiment [82,83].

24.6 Switching cards

The main task of the switching cards is to act
as switches between the front-end FPGAS on the
detector and the on-line reconstruction farm, thus
allowing each farm PC to see data from the com-
plete detector. The board design and choice of
FPGAs is dominated by the number of fast links
required.

We plan to use the PCIe40 card currently under
development for the LHCb and ALICE upgrades
at LHC [85,86]. These boards provide up to 48 full
duplex optical links at up to 10 Gbit/s, plus two
eight lane PCIe 3.0 interfaces bundled to a sixteen
lane interface by a switch. The FPGA is an AL-
TERA Arria 10, which is currently available as an
engineering sample. All functionality essential for
Mu3e has been successfully tested with two pro-
totypes available in Marseille [87]. We have the
framework for firmware development in hand and
should receive a prototype board in early 2016.
Due to the large number of links, a single board is
sufficient for phase Ia operation; phase Ib will re-
quire four boards (plus spares). The PCs hosting
the cards can be used to store and transmit the
extensive pixel slow control and tuning data and

link the cards to the outside world via standard
Ethernet.

Already well established boards like the LHCb
TELL1 cards [88] or PANDA compute nodes [89]
in larger numbers would also fulfil our needs, but
complicate the receiver on the reconstruction PC
side and require a crate infrastructure.

24.6.1 Switching board firmware

The firmware for the switching board will be based
on components already produced for either the
front-end or the event filter interface; the task is
to receive several data streams in parallel, merge
them synchronously and then forward them to the
event filter. The merging is very similar to the
packet builder in the front end (except with higher
performance requirements).

The PCI express interface developed for the
event filter will be used to inject and extract large
volume slow control data (pixel tune values).

An extra piece of firmware is needed in case of
the fibre tracker, where hits from both ends of the
fibre have to be matched in order to suppress dark
counts. This firmware will be developed once the
fibre data protocol is fixed.

24.7 Event filter interface

The filter farm PCs will be equipped with FPGA
cards in PCIe slots and optical receivers. We cur-
rently foresee to use Altera Straix V evaluation
boards here (see figure 24.14) [90, 91]. They pro-
vide one QSFP slot for a fourfold optical receiver,
which is sufficient for phase I. This FPGA will
perform the event building and buffering and also
allows to run simple clustering, sorting and selec-
tion algorithms. The event data are then trans-
ferred via Direct Memory Access (DMA) over the
PCIe 2 bus4 to the main memory of the filter farm
PC and are subsequently copied to the memory of
a GPU, where the fitting and vertex selection al-
gorithms are run. The GPU then posts selected
events to the main memory of the PC, from where
the CPU ships these events and some monitoring
data via Ethernet to the central data acquisition
computer running the MIDAS software. At that
computer, the data streams from the farm PCs

4Note that PCIe is actually not a bus protocol, but
offers switched point-to-point connections. The bus desig-
nation is due to the software-side backwards compatibility
to the original PCI bus interface.
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Figure 24.14: ALTERA Stratix V PCIe develop-
ment board.

are combined into a single data stream, combined
with various slow control data, compressed and
stored. The connection to the PC is via an eight
lane PCIExpress interface, which can be operated
both at PCIe 2.0 and PCIe 3.0 speeds. We have
working firmware for the PCIe 2.0 case, which is
described in section 24.7.1.

The maximum data rate over an eight-lane
PCIe 2.0 bus is 4 Gbyte/s, amply sufficient for
phase I. For the full phase II rate, the raw link
speed of PCIe 3.0 (16 Gbyte/s for 16 lanes) is still
sufficient, would however have to be fully and ef-
ficiently used. The PCIe 4.0 standard, doubling
this rate, should become commercially available
at the end of this decade, compatible with phase
II running; alternatively, the number of farm PCs
could be increased.

The GPU boards will be obtained commercially
as late as possible in order to profit from the
fast developments and sinking prices. As far as
raw floating point throughput is concerned, cur-
rent high-end GPUs already pack enough power
for high rate running [92, 93]. Newer cards are
however expected to offer higher memory band-
width and better caching. For example, between
the GTX 680 and the GTX 980 GeForce GPUs,
both the compute power and the copy speed in-
creased by 30 %. The latter is due to the two copy
engines present on the GTX 980 which allow for
concurrent copying to and from the device. Also
the performance of the driver software, especially
as far as the PCIe 3 bus is concerned, and the
GPU compilers is expected to improve.

We currently plan to host the farm PCs in
individual rack-mounted tower casings, ensuring

enough space for the FPGA board and the high
end GPU whilst allowing for air cooling. Each
tower will consume around 0.5 KW, so adequate
cooling of the racks and the counting house will
be necessary.

24.7.1 PCIe Interface

Altera provides the low level PCIe interface;
our efforts concern the transaction layer packets
(TLP) and higher layers. The interface exposes
four types of bus addressable regions (BARs),
namely blocks of 64 32 bit registers, either write-
able from the host or from the FPGA side and
memories of 256 KB, also writeable either from
the host or the FPGA side. In addition there is
a DMA engine for block data transfers from the
FPGA to any other bus addressable memory. The
register banks as well as the memories support
reads and writes of single aligned 32 bit words.

DMA Engine

Data to be transmitted via DMA is written to
a 256 kB RAM. Every time 4 kB have been writ-
ten, one DMA block is prepared and sent off via
the PCIe interface. As shown in figure 24.15, each
block is split up into 16 PCIe blocks since the max-
imum payload possible with the typical chipsets
in use on our motherboards is 256 B (the FPGAs
could also go to the PCIe maximum of 2048 B). A
three- (four-)word header in each PCIe block con-
tains the destination address in the CPU RAM for
memory below (above) 4 GB, the data length and
format and traffic control flags [94]. If the PCIe
transmitter is ready, the data is sent to the speci-
fied address. Otherwise, the next block of data is
written and when the transmitter is ready the first
block which has not yet been sent is transmitted.
Since the RAM can hold 64 DMA blocks, this is
the upper limit of blocks waiting to be transmit-
ted. The size of this buffer limits the rate of data
the DMA engine can sustain, as the bus is occa-
sionally busy with housekeeping tasks for several
hundred cycles. As DMA happens without inter-
ference of the CPU, the processor needs to be no-
tified about the copy progress. Every 64 DMA
blocks, the current memory position is written
to a control buffer in CPU RAM and an inter-
rupt message is sent. This tells the processor that
something important happened and action is re-
quired by the driver to deal with the interrupt. In
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...64 DMA blocks
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Figure 24.15: Scheme of PCIe and DMA blocks.

our case, the software is informed that 256 kB of
memory can be read.

24.8 Data transmission to the GPU

Every time an interrupt is received from the
FPGA, the read function of the user-space pro-
gram is called. It contains information about the
location last written to in the ring buffer as well
as the amount of data written since the last inter-
rupt. This takes care of any missed interrupts.

Data arriving via DMA from the FPGA is
stored in a ring buffer on the main memory (RAM)
of the PC and then copied to the GPU memory.
The copy from RAM to GPU memory also oc-
curs via DMA, initiated by the NVIDIA driver of
the graphics card. For this purpose, page-locked
memory is needed and the NVIDIA driver must
know that it is usable for DMA. NVIDIAs com-
puting platform and Application Program Inter-
facte (API) CUDA provides a memory allocation
function which allocates exactly this type of mem-
ory on the RAM. If memory from a normal user-
space memory allocation is used to copy data from
RAM to GPU memory, a step in between is needed
where the data is copied to DMA-capable memory
and only after that it is copied to GPU memory.
To avoid this extra copy within RAM, we use the
CUDA API to allocate a ring buffer with a size in
the order of GB.

The user space pointer to this memory is com-
municated to the kernel module handling the
FPGA via input/output control (ioctl) which is
a device specific function handling input/output
communication that is not possible with a normal
system call.

As seen from virtual memory in user space, the
ring buffer is one large chunk of contiguous mem-
ory. On the level of physical memory however,
we deal with many smaller pieces scattered across

the available memory. Within the kernel module,
the pages for the ring buffer memory are obtained.
For each contiguous piece of memory, the virtual
address is mapped to a physical and finally to a
bus address using the Linux kernel’s DMA layer.
The latter mapping is needed since an I/O mem-
ory management unit is installed on the mother-
board which translates physical addresses to bus
addresses as seen from external devices. The map-
ping process provides the bus address and length
of each contiguous piece of memory in the ring
buffer. These are written into a RAM on the
FPGA and are used as destination addresses by
the DMA engine.

With this setup, we obtain a bit error rate ≤
4×10−16 at a data rate of 1.5 GB/s. Theoretically,
4 GB/s are possible with eight lanes of PCIe 2.0.
However, there is an overhead due to PCIe packet
headers and communication packets on the TLP
layer and below. We are further limited by the
size of RAM on the FPGA buffering the data to be
transferred. When increasing the data rate, losses
due to an overflow in the RAM are observed. How-
ever, since data arrives at a maximum of 10 Gbit/s
from the switching boards, this is fully sufficient
for phase one of the experiment.

24.8.1 Event filter firmware

On the event filter FPGA cards, several steps have
to be taken in order to prepare the arriving hit
data for reconstruction on the GPU. Here we re-
port the required pieces of firmware and their cur-
rent status.

Receiver/Synchronizer

In phase Ia, each PC will receive data over a sin-
gle 10 Gbit/s optical link, greatly simplifying the
receiver firmware. For phase Ib, four high-speed
data streams have to be aligned and merged, simi-
lar to the same task on the switching boards. The
corresponding firmware will be derived from the
switching board firmware.

Coordinate transformation

The addresses of the incoming pixel hits have to be
transformed to 3D Cartesian coordinates in float-
ing point format. Assuming plane sensors, this
can be done by scaling and adding three vectors:

~x = ~c + r · ~u + c · ~v, (24.1)
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where ~x is the hit position obtained from the po-
sition of the lower left corner of the chip ~c and the
row r times the row row direction ~u normalized
to the pixel size and the column c times the col-
umn direction ~v. In total, six multiplications and
six additions are required, together with memory
space for storing the ~c, ~u and ~v for every sensor.

A fully pipelined version of this firmware using
the DSP blocks on the Stratix V FPGA has been
written and tested in simulations [82].

Triplet preselection

In order to reduce divergence in the GPU code
(see section 29.2), a pre-selection of hit triplets
from the first three layers potentially belonging
to a track candidate has to be performed on the
FPGA and the result stored in a GPU friendly
memory layout.

The corresponding firmware will be developed
when the requirements of the GPU selection algo-
rithm are fixed.
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Chapter 25

Run Control, Data Collec-
tion and Storage

25.1 The MIDAS system

The filter farm will output selected events at a
data rate in the order of 50 MBytes/s in total.
This data rate is low enough to be collected by a
single PC connected to the filter farm by common
GBit Ethernet and written to local disks. Then
the data will be transferred to the central PSI
computing centre, where it is stored and analysed.
For the central data acquisition the well estab-
lished MIDAS (Maximum Integrated Data Acqui-
sition System) [95] software package will be used.
This software is currently used in several major
experiments such as the T2K ND280 detector in
Japan [96], ALPHA at CERN and the MEG ex-
periment at PSI [97]. It can easily handle the re-
quired data rate, and contains all necessary tools
such as event building, a slow control system in-
cluding a history database and an alarm system.
A web interface allows controlling and monitoring
the experiment through the Internet. The farm
PCs will use MIDAS library calls to ship the data
to the central DAQ PC. The framework also offers
facilities to send configuration parameters from a
central database (the “Online DataBase” or ODB)
to all connected farm PCs and to coordinate com-
mon starts and stops of acquisition (run control).

For the purpose of monitoring and data qual-
ity control of the experiment the MIDAS system
offers taps to the data stream for connections of
analysis and graphical display programs. The out-
put of graphical user interface programs can be fed
back into the web interface of the MIDAS system

so the experiment can be monitored also remotely
with just a web browser.

25.2 Run start/stop synchronisa-
tion

In traditional data acquisition systems, starting
and stopping of the data acquisition is controlled
by enabling and disabling trigger signals. In a
streaming system such as in Mu3e, this is not an
option and great care has to be taken in order to
synchronize data across the complete detector at
run start and ensure that the frame numbers in
all subsystems are in lockstep.

To this end, a global reset signal is distributed
together with the global clock. At the front-end,
the reset signal is forwarded to the pixel sensors
and there sets the timestamp counters to zero as
long as it is on (note that the pixel sensors cannot
be inactivated, so even during a reset they will still
collect, process and send hits, however all with
timestamp zero, see also section 10.4.3). At run
start, the reset signal is released synchronously
for all sensors, which then start counting times-
tamps. The front end firmware will ignore all hits
with timestamp zero at the beginning of the run
and start sending packets into the switching net-
work as soon as non-zero timestamps arrive. All
subsequent stages in the network then synchronize
on the first packet and from then on stay in sync
using consistent packet numbering.
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The currently available STiC version supports
two reset modes. A single clock (the digital part
is operated at 160 MHz) cycle signal resets the
coarse counter values of the TDC; a synchroni-
sation pulse. A longer pulse resets also the finite-
state machine of the sequential digital circuits. All
present hits are removed, the TDC gets ready and
the coarse counter (timestamp) are set to an ini-
tial value. As long as reset is active no hits enter
the hit logic, therefore no hits are transmitted.
Furthermore, the frame number (6.4 µs) of the se-
rial data transmission is also reset. The first not
reset frame number signalizes run starts. After a

reset, the timing detector hits in this frame can be
matched directly to the first non-zero time stamps
from the pixel detector. This ensures the synchro-
nisation of the two systems (with respect to the
reset signal). It is planned to keep the current
reset scheme in MuSTiC unchanged.

Similarly, at run end, the timestamp reset goes
high and the frontend continues forwarding pack-
ets until timestamp zero is detected. Unfortunate
timing of the run end can lead to partial events
arriving at the filter farm, which then have to be
rejected either on firmware or on software level.
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Part VIII

Software
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Milestones for the Mu3e Software

1. Fully include fibres and tiles in the reconstruction and analysis.

2. Prepare reconstruction for detector raw data.

3. Prepare analysis code for the search for µ → eee.

4. Prepare analysis code for other measurements.
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Chapter 26

Software Development and
Tools

The Mu3e experiment specific software com-
prises simulation, reconstruction and analysis pro-
grams, which are described in detail in the fol-
lowing chapters. Here we would like to intro-
duce the chosen development process and both
self-developed and external software tools and li-
braries.

26.1 Development Process

At the time of writing, simulation and reconstruc-
tion software are fairly mature. The development
process has smoothly transitioned from essentially
a single developer to a core team of about five
very regular contributors supported by a larger
circle of collaboration members occasionally writ-
ing code. So far, we have not discovered major
design flaws requiring redesigns; small, targeted
refactorings improve the code in areas where it
does not keep up with demands.

26.1.1 Organsiation

The milestones and main directions of the soft-
ware development are regularly discussed at the
Mu3e collaboration meetings. The software coor-
dinator then breaks down the tasks into smaller
work packages, which are distributed among the
developers, mostly according to the subdetectors
concerned. A brief weekly meeting (typically
conducted on Skype [98]) discusses progress, re-

distribution of tasks as well as technical and de-
sign issues.

The host of our repositories (bitbucket.org
[99]) provides functionality to directly comment
committed code as well as a chat room [100] dis-
playing all commits and comments which allows
for brief informal discussions of technical issues
between meetings.

26.1.2 Versioning and Quality Control

The use of the distributed version control sys-
tem git [101] allows for easy branching and merg-
ing. Typically, every developer works on his own
branch, with the complete freedom to merge in
developments from colleagues at any time. Once
a development is deemed complete, the developer
creates a pull request, which is then reviewed by
the software coordinator and/or a subsystem ex-
pert. These reviews allow us to spot problems
early and educate developers in good coding prac-
tices without having to enforce a rigid set of rules.
After requested changes have been implemented,
the code is merged into the main branch and a
build as well as a few simple tests are performed
to ensure the functionality. After the addition of
significant new functionality or in preparation of
large Monte Carlo production, the state of the
main branch is subjected to extensive simulation
and reconstruction tests and then tagged as a re-
lease, for which also the complete API documen-
tation as well as release notes are built.
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26.2 Tools and Libraries

The selection of tools and libraries for the Mu3e
experiment was guided by the desire to keep ex-
ternal dependencies to a minimum, whilst at the
same time avoiding the re-implementation of ex-
isting and well-tested functionality. We also en-
courage the use of up-to-date versions of external
software and try hard not to depend on particular
versions.

We are committed to use open source, com-
munity supported software wherever possible and
also try to contribute fixes, extensions and our
own developments back to the community.

26.2.1 Operating System

The Mu3e software compiles and has been tested
on a variety of Linux [102,103] operating systems
as well as on Mac OS X [104]. In principle, it
should also compile and run on Windows systems,
however no collaboration member has so far been
willing to set up the corresponding build environ-
ment including the root and Geant4 libraries.

The simulation clusters in Heidelberg and
Mainz as well as most development workstations
run on a recent version of OpenSuse [105], which
is our suggested flavour of Linux. Problems with
other distributions are typically quickly identified
and fixed.

26.2.2 Programming Language

The Mu3e programming language of choice is C++

[106], as it seamlessly interfaces to the libraries
used and can easily be reduced to plain C [107] for
use in micro-controllers or on GPUs. For offline
usage, we encourage the use of the new features in-
troduced in C++11 and C++14 [108]. Typically, we
employ recent versions of the GNU compiler col-
lection [109] and try to avoid compiler warnings,
however the code should compile equally well with
e.g. the Intel compilers [110].

For programming the GPUs used for the online
reconstruction, we use the CUDA [111] extensions
to C provided by NVIDIA, as this is currently by
far both the most powerful and most user-friendly
framework available. Unfortunately, the open and
vendor-independent framework OpenCL [112, 113]
is far less developed, which makes it very hard to
access low-level functions of the cards and also has
a much smaller user community.

26.2.3 Build System

The Mu3e core software employs CMake [114] as a
build system, which automatically checks depen-
dencies and creates makefiles.

26.2.4 External Libraries

Geant4

Geant4 [45, 115–119] is the de-facto standard for
the simulation of particle interactions with mat-
ter. We employ the library for the description of
the detector geometry and for the simulation of
all physics processes; in order to avoid the use of
external generators, we have implemented several
new processes within Geant4, see section 27.3.2.
We strive to validate important parts of the sim-
ulation in beam experiments, which has lead to a
new model for multiple Coulomb scattering [120].
The continuous beam and streaming data taking
required some changes to the Geant4 event struc-
ture, which are described in section 27.4.

Root

The root histogramming package [121] has, de-
spite its unfortunate name and some questionable
design choices, become the standard analysis tool
in high energy physics. We use it for simulation
and analysis data storage (for raw data we will use
a well documented binary file format based on MI-
DAS [95]) as well as for histogramming. We thus
try to minimize the dependence on root whilst at
the same time allowing students to gain root ex-
perience, which is nowadays a core skill in high
energy physics. Whenever possible, we use tools
improving on root, e.g. PyRoot or self-filling his-
tograms (see below).

Self-filling Histograms

The self-filling histogram package [122] was de-
veloped as an add-on to root, allowing for a
more object-oriented and declarative program-
ming style in analysis. It is especially useful if
very large numbers of similar histograms need to
be declared and filled, e.g. in systematic studies
or data quality tasks.

Qt

For parts of the code that require a graphical user
interface (GUI), namely interactive Geant sessions
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and the event display, we use the Qt library [123]
for the GUI parts of the code. The event display
requires version 5 of Qt, as this has much improved
OpenGL [124] support.

Qt is also extensively used for GUIs for detector
tests and the MuPix telescope.

Wherever possible, we plan to replace Qt based
visualisations with implementations that can be
directly displayed in a web browser and do not
need any locally installed code.

26.2.5 Mu3e Libraries

Versioned Files

The Mu3e core software uses a subclass of root
files which store the configuration with which they

were generated, namely all configuration files as
well as the git hashes of the code. Every addi-
tional processing step adds its own configuration
data. This allows to reconstruct all the settings
that were used to generate a file without external
bookkeeping.

Watson tracking library

The Watson library was developed as part of a
Ph.D. project in Mu3e [28] and offers a fast and
unified implementation of all the core tasks in the
tracking, namely propagation of particles in the
field, track- and vertexfits (triplets, fast helix [125]
and broken lines [126, 127]) and full error propa-
gation. The toolkit is now also used in the P2
experiment at Mainz.
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Chapter 27

Simulation

This chapter describes the Geant4 [115, 116]
based simulation used to study and optimize the
detector design, to develop the reconstruction
code and to estimate signal efficiency and back-
ground rates.

27.1 Detector geometry

The simulated detector geometry closely follows
the planned detector geometry described in earlier
chapters. The structure of parts of the mechanics,
electronics, services and cabling outside of the sen-
sitive regions are represented by equivalent blocks
and rings of material until we know the exact ge-
ometry. The simulated volume extends for three
meters in all directions from the target center; the
magnet metal and the surrounding volume is how-
ever only used in the cosmic ray simulation. Fig-
ures 27.1 and 27.2 show the simulated detector in
the phase Ia configuration and figures 27.5 to 27.7
do so for the phase Ib set-up.

27.1.1 Beam delivery

In the detector simulation, the beam is started 1 m
in front of the target inside the beam pipe. Beam
particles are generated with a profile and momen-
tum spectrum taken from the beam simulation at
the same spot. The beam passes a thick lead col-
limator and shortly before the target it is slowed
down by a 600 µm Mylar moderator, followed by
another collimator removing particles undergoing
large angle scattering in the moderator and then
exits the beam vacuum through a 25 µm vacuum
window.

27.1.2 Target

The target is simulated as a hollow Mylar double
cone supported by three nylon strings at each end
and a nylon string along its axis, see also chap-
ter 6.

27.1.3 Pixel detector

The simulated geometry of the pixel detector in-
cludes the sensor, the flexprint (with an average
trace density assumed and represented as thinner
metal layers) and the Kapton support structure.
The plastic end pieces and aluminium support
wheels are also simulated. Currently not in the
simulation is the data and power cabling and the
piping for the helium distribution.

27.1.4 Scintillating fibres

The fibre ribbon simulations accounts for the fact
that many different fibre, ribbon and readout con-
figurations are still under discussion. Optionally
round or square fibres of adjustable diameters are
placed in ribbons in such a way that the whole
Fibre Detector is located at a radius of around
∼6 cm. Parameters such as fibre type (round or
square), fibre diameter, thickness of possible Alu-
minium coating, dead width between fibres (filled
with glue), number of fibre layers, number of fi-
bres per ribbon or number of ribbons can be freely
chosen. Depending on the fibre shape, cladding
thickness and staggering is adjusted.

Different fibre matchings to SiPM schemes are
available. In a single fibre scheme each fibre is
matched on both sides to exactly one SiPM. In
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Figure 27.1: Perspective view of the simulated phase Ia detector cut open at x =−19.5 mm.

Figure 27.2: Side view of the simulated phase Ia detector cut open at x =−19.5 mm.
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Figure 27.3: Perspective view of the simulated phase Ib detector cut open at x =−19.5 mm.

Figure 27.4: Side view of the simulated phase Ib detector cut open at x =−19.5 mm.

Figure 27.5: Perspective view of the central part of the simulated phase Ib detector cut open at
x =−19.5 mm.
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Figure 27.6: Side view of the central part of the simulated phase Ib detector cut open at x =−19.5 mm.

an array-like scheme, SiPM array cell width, cell
pitch, number of cells and misalignment can be
configured.

The basline consists of 24 ribbons with 3 layers
of which each consists of 64 round 250 µm fibres
read out by SiPM arrays with 250 µm cell width.

27.1.5 Tile detector

In the simulation, the Tile Detector consists out of
the scintillating tiles, SiPMs, two layers of PCBs
hosting the SiPMs and the readout chips, respec-
tively, as well as the support structure. The length
of the Tile detector in beam direction is 36 cm for
each recurl station, matching the active length of
the pixel tracker. The material of the scintillating
tiles is Polystyrol. The geometrical arrangement
of the tiles is parameterised by several input pa-
rameters. The default configuration is as follows:
the scintillator is segmented in 60 tiles along the
beam direction. In the R −φ plane the detector is
segmented in 56 tiles arranged in a tetra-decagon
shape (14-fold symmetry) with 4 tiles per side.
The first and last tile of each side is bevelled by
12.86◦, which results in a smooth transition be-
tween neighbouring sides. The SiPMs underneath
the scintillator layer are modelled by a 1.4 mm
continuous layer of Silicon. Since the scintillator
is the last active layer along a particles track, the
simplified SiPM geometry is fully sufficient to ob-
tain accurate simulation results. The SiPMs sit

on a steel support structure, which is covered by
a layer of PCBs on both the inner and outer sur-
face.

27.2 Magnetic field

The magnetic field in the simulation is taken from
a azimuthally symmetric field map with 10 mm
step size calculated in the magnet design and ten-
dering process. Linear interpolation is used be-
tween the field map grid points. It can easily be
replaced by a measured map once the magnet is
available.

27.3 Physics Processes

27.3.1 Multiple Coulomb scattering

Multiple Coulomb scattering is the main limiting
factor for the resolution of the experiment; an ac-
curate simulation is thus crucial. The best re-
sults are obtained by simulating each individual
scattering, which however results in prohibitively
large computing times. A large selection of mul-
tiple scattering parameterizations are available in
Geant4; in a test setup they were compared to the
single scattering model, see Figure 27.8. The best
overall description is obtained from the Urbán-
Model [119] at large step widths, which also has
the shortest computation times. In the helium gas
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Figure 27.7: View along the beamline of the central part of the simulated phase Ib detector cut open at
z =−55.5 mm.
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Figure 27.8: Comparison of multiple coulomb scattering models in different scattering angle ranges. The
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on the other hand, none of the parameterizations
performs adequately, see Figure 27.9.

We have studied multiple Coulomb scattering
in thin silicon at the DESY electron test beam
(see figure 27.10) and found that the scattering
models in Geant4 describe the core of the scat-
tering distribution well but fail to account for the
tails, especially at high momenta. This led us to
develop our own scattering model based on Stu-
dent’s t distribution [128], which leads to a better
description, see figures 27.11 and especially fig-
ure 27.12. The measurement and the model are
described in detail in a publication [120]. The set-
up at DESY does however not allow for measure-
ments at electron energies much below 1 GeV /c2.
We will attempt to further validate the model and
also study scattering in gas at upcoming test beam
campaigns using the MuPix telescope.
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Figure 27.10: Horizontal scattering angle distribu-
tion for 1, 3 and 6 GeV/c electrons with 50 µm sil-
icon target and an incidence angle to the beam of
15◦ in the device-under-test position. As fit func-
tion, a convolution of the shape obtained from a
fit to the angular distribution without target and
a Student’s t-distribution is used. From [120].
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Figure 27.11: Comparison of the RMS of the cen-
tral 98% of the fitted Student’s t distribution ver-
sus momentum for various scattering models in
Geant4 with our data obtained with a 50 µm sil-
icon target perpendicular to the beam (top) and
a 100 µm silicon target at an angle of 45◦ to the
beam (bottom). The data points are slightly off-
set from their horizontal positions at multiples
of 1 GeV/c for better visibility. The Highland
parametrisation is also shown for reference. The
error bars represent the statistical uncertainty of
the fit. From [120].

27.3.2 Muon decays

Michel decay

Geant4 implements the Michel decay including po-
larization of both the muon and the positron based
on Scheck and Fischer ( [129] and [130]). The
spectra of the neutrinos do not follow the physi-
cal distribution, this does however not affect the
simulation for Mu3e. Somewhat more worrying is
the fact that the Michel matrix element contains
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Figure 27.12: Comparison of the Student’s t tail
parameter ν versus momentum for various scatter-
ing models in Geant4 with our data obtained with
a 50 µm silicon target perpendicular to the beam
(top) and a 100 µm silicon target at an angle of
45◦ to the beam (bottom). The error bars repre-
sent the statistical uncertainty of the fit. Smaller
ν corresponds to a larger tail fraction. From [120].

radiative corrections but is not clearly separated
from the radiative decay matrix element.

Radiative decay

The radiative decay of the muon in Geant4 was
implemented by the TWIST collaboration [131]
based on Fronsdal et al. [132]. This code has
been adapted for the simulation of the Mu3e ex-
periment using the differential branching fraction
provided by Kuno and Okada [3]. As the branch-
ing fraction has an infrared singularity, a cut-
off value at low photon energies is applied. The
value of the cutoff can be chosen by the user.
Then, the branching fraction for the radiative de-
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Figure 27.13: Integrated branching fraction of the
radiative muon decay with internal conversion as
function of the sum of the decay particles energies
for unpolarized muons, using the matrix element
by Djilkibaev et al. [4] (blue line and red dots) or
by Signer et al. [133] (green line).

cay with this specific cutoff is scaled with respect
to the known branching fraction for photons with
10 MeV or more by the means of Monte Carlo inte-
gration. A collinear singularity does not occur as
the electron is treated as a massive particle. Be-
cause of the infrared singularity, using the accept-
reject method to generate events would be very
inefficient if the photon energy is generated evenly
over the whole range. Therefore, the transforma-
tion method is exploited in the generation of the
photon energy. The code does not describe the
neutrino spectra.

Radiative decay with internal conversion

The radiative decay with internal conversion is
simulated using the hit and miss technique on
events generated evenly in phase space using the
RAMBO code [134] and applying the matrix ele-
ment. The matrix element has been updated from
Djilkibaev et al. [4] to Signer et al. [133] taking
now into account the polarization of the muons
from the beam. In the case of unpolarized muons,
no deviations have been observed applying either
the matrix element by Djilkibaev et al. or Signer
et al. (see figure 27.13).

The hit and miss technique is very expensive in
terms of computation time if the complete phase
space is to be simulated (as the matrix element
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varies by more than 16 orders of magnitude). This
can however be overcome by restricting the sim-
ulation to regions of particular interest, e.g. high
invariant masses of the visible particles.

Signal

The signal kinematics are highly model-
dependent, see chapter 1. If not otherwise
noted, we have used three particle phase space
distributions in the simulation, following the
practice of SINDRUM and earlier experiments.

Special decays

The simulation allows the simulation of overlap
decays, where we force more than one muon decay
to happen at a single vertex. Thus we can simu-
late the accidental backgrounds arising e.g. from
the overlap of an internal conversion decay and a
Michel decay without having to generate in excess
of 1016 frames.

Cosmic muons

As the detector alignment will rely in part on
the high momentum tracks of cosmic ray muons,
we have also implemented a cosmic muon gen-
erator. For this, we generate a flat distribution
of intersection points with a horizontal plane go-
ing through the centre of the detector and slightly
larger than the detector itself, then create muons
according to the cosmic ray parametrisation of
Biallass and Hebekker [135]. These muons are
then back-extrapolated to 1 m above the detector
centre and passed to Geant4 for simulation.

27.4 Time structure

As the Mu3e experiment operates with a quasi
continuous beam, the paradigms of bunch cross-
ing and event from collider experiments do not
apply; they have however informed the design of
the Geant4 package. In our simulation, particles
are assigned a 64bit ID, which is unique over a run
and thus conserves identities and mother-daughter
relationships across the boundaries of time frames.
Before each step of tracking the particle through
the detector, it is checked whether the particle
has just crossed into the next time slice. If so,
its information is stored, its time relative to the
time slice adjusted and tracking deferred to the

next slice. Thus we ensure that we correctly treat
muons stuck in the target before decaying and
decay products crossing frame boundaries while
traversing the detector. In order to simulate a
steady state, where approximately the same num-
ber of muons enter the target and decay, the first
5 ms of simulation running, during which the tar-
get is loaded, are thrown away and not used in
occupancy or efficiency studies.

Currently not simulated are effects of the
50 MHz structure of the primary proton beam on
the time structure seen in the detector; if this
would be needed, a measured structure could eas-
ily be superimposed on the generation of muons
in the simulation framework.

27.5 Detector response

27.5.1 Pixel detector response

The response of the pixel detector can be simu-
lated by either setting a threshold on the charge
deposited or by defining a single hit efficiency,
which is then applied by randomly discarding hits.
Noise is simulated by randomly creating extra hits
at an adjustable rate.

The simulation does currently not include ef-
fects of charge sharing between pixels and will thus
predominantly generate single pixel clusters. δ-
electrons are simulated if they have a range above
50 µm, the associated (large) clusters should thus
be correctly simulated. We plan to implement a
more detailed pixel response simulation as soon as
corresponding data are available from the produc-
tion sensor.

Pixel Readout simulation

The readout of the pixel detector is not strictly
in order of time stamp and very large clusters
of hits can lead to overflows in the sorting algo-
rithms. These effects are partially simulated by
treating each column as a queue, into which hits
are pushed at creation. A fixed number of hits is
then removed from these column queues for every
time slot. Hits are time-sorted in a separate pro-
gram and those that are too far out-of-time are
dropped.

We do currently not simulate the dead-time
caused by hits stored in the pixel cell - several
hundred million pixel cells represent a huge buffer
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Figure 27.14: Number of photons arriving at
square 250 µm fibre ends (before SiPM coupling)
parametrized in deposited energy (Edep) and hit
position.

memory, which would increase the memory foot-
print of the simulation by a large factor and thus
preclude parallel execution on standard multi-core
machines.

27.5.2 Fibre detector response

In a first step the response of the scintillating fi-
bres to an incident particle is simulated. Since
simulating single photon propagation inside fibres
is not feasible in the main simulation, the response
of the scintillating fibres is parametrized. The
number of arriving photons at both fibre ends can
either be parametrized in deposited energy (Edep)
and hit position or simply generated according to
measured efficiencies. The parametrization (see
27.14) in Edep and hit position is aggregated in a
stand alone Geant4 simulations described in sec-
tion 12.3.

In a second step the SiPM response to the ar-
riving photons is simulated. As described in sec-
tion 27.1.4, different SiPM configuration are possi-
ble. Depending on the chosen configurations, the
distribution of photons into the different SiPM
cells is modelled. The main parameter for this
process is the photon distribution at the fibre
ends and propagation in the epoxy layers before
the SiPM active layer as well as optical cross-
talk. Figure 11.7 shows the photon distribution
for round 250 µm fibres. The SiPM response de-
pends on an adjustable photon detection efficiency
(PDE) and is mixed with a constantly present

dark rate and its own pixel to pixel cross-talk.
The time distribution of the detected events bases
on the measured time resolution of fibre ribbons
and photon time of flight in the fibres. In a last
step pile-up events are merged.

27.5.3 Tile detector response

The tile detector will record the time stamps of
the scintillation signals, as well as the energy de-
position in the tiles, which is proportional to the
number of scintillation photons. In the simula-
tion, the scintillation process and photon propa-
gation is not simulated, in order to maintain a rea-
sonable computation time. Instead, the response
characteristics of the tile, including the readout
electronics, is parametrised, using the true time-
stamp and energy deposition of a hit as an input.
The response is described by the following param-
eters: time resolution, energy resolution, jitter of
the readout electronics, channel dead-time and en-
ergy threshold.

In order for a signal in the tiles to be detected by
the readout electronics, a minimum energy depo-
sition is required. This corresponds to the energy
threshold of the STiC chip, which is assumed to be
roughly Ethresh = 0.1 MeV. Due to the linearised
ToT method implemented in the STiC chip, the
digitised energy information is approximately pro-
portional to the energy deposition in the tile. The
non-linearity of the STiC response is neglected in
the current version of the simulation. The en-
ergy deposition of consecutive hits (pileup events)
which occur within the dead-time of the channel
is assigned to the original hit. This reflects the
behaviour of the STiC chip.

The energy resolution is dominated by the in-
trinsic resolution of the STiC chip, which is given
by: σE = 12 % · E. The contribution from fluc-
tuations in the number of scintillation photons is
σE/E ∝ 1/

√

Npe, which is below 4 % for the ex-
pected light yield and thus can be neglected.

The channel dead-time is determined by two
parameters: the intrinsic dead-time of the STiC
TDC and the dead-time related to the time the
ToT of the analogue input signal. The TDC dead-
time has been measured to be about 42 ns. The
ToT of the signal is proportional to the energy and
has been measured to be approximately 220 ns for
a 1.4 MeV signal. The total channel dead-time is
thus given by ∆tdt(E) = 220 ns · E

1.4 MeV + 42 ns.
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The time resolution is parametrised by the in-
trinsic jitter of the STiC chip and the energy de-
pendent resolution of the tile. This STiC jitter
is estimated to be σST iC ✴ 30 ps [70]. The en-
ergy dependence of the time resolution of the tile
is expected to be: σt(E) ∝ 1√

E
, which has been

verified using a combined tile-SiPM simulation.
The total resolution therefore is parametrised by:
σt(E) = ς√

E
⊕ σstic. The parameter ς is de-

termined from a time resolution measurement
with a tile detector prototype (see section 15.3).
This measurement yields a resolution of about
σt = 56 ps for an energy deposition of about
E = 1.4 MeV, which results in a value of ς of:
ς = (56 ps ⊖ σstic) ·

√
1.4 MeV ≈ 56 ps MeV− 1

2 .
As discussed above, the digitised energy infor-

mation can also include pileup signals, if a consec-
utive hit occurs within the dead-time. Therefore,
this parameter is not suited for the determination

of the time resolution, which only depends on the
prompt energy deposition of the original hit. For
this reason, a so-called prompt energy deposition
is defined, which includes the energy deposition
of all hits in a channel occurring within a short
time interval tprompt ≪ σt. This approach takes
into account that in the Geant4 simulation the
interaction of a particle with the scintillator (and
therefore the energy deposition) is partitioned into
one or more discrete hits. As the discrete hits in
a certain tile occur within tprompt, the total en-
ergy deposition of all hits contributes to the time
resolution.

The simulation allows to store the following
truth information of the particle hits: time-stamp,
energy deposition, impact position and angle, par-
ticle type and origin. The energy deposition of
secondary particles produced in the scintillator is
assigned to the respective primary particle.
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Chapter 28

Reconstruction

Alex: Not ready chapters marked with red.

Alex: Describe track reconstruction

28.1 Introduction

A precise track reconstruction of electrons is of
highest importance for the identification of the
µ → eee decay with a sensitivity of 1 out of 1015

(1016) ordinary Michel decays in phase I (II).
Due to the high rate and the resulting high oc-

cupancy, especially at phase II of the project with
up to 100 tracks per readout frame, the recon-
struction algorithm has to deal effectively with the
combinatorial background in order to reduce the
fake rate, i.e. the rate of wrongly reconstructed
tracks, to an acceptable level. The combinatorial
problem is not only due to the high rate but also
due to the large bending of the low momentum
electrons in the strong magnetic field of B = 1 T,
which, depending on the position and flight di-
rection can make several turns in the detector (re-
curlers). Hit combinations can span over distances
of more than half a meter. Hits of recurling tracks
are found on opposite sides of the detector and still
have to be correctly combined by the reconstruc-
tion program. This is of particular importance
for the determination of the flight direction and
therefore charge of the particle. Only for a fully
reconstructed track the time information provided
by the time of flight system can be correctly ap-
plied.

As the full detector readout is triggerless, all
muon decays have to be fully reconstructed al-
ready on filter farm level, setting high demands on

the speed of the online track reconstruction algo-
rithm. A further complication comes from the fact
that the track resolution is dominated by multiple
scattering (MS) in the silicon pixel sensors and not
by the pixel size, in contrast to most other exper-
iments. Therefore, standard non-iterative circle
fits of tracks [125] as used in high energy experi-
ments can not be used here.

In order to reduce multiple scattering, the
number of sensor layers are reduced to a mini-
mum in the detector design which, unfortunately,
also reduces redundancy for track reconstruction.
Therefore, the track reconstruction also has to
cope with a minimum of information provided by
only four sensor layers.

Two different approaches are followed for
the Mu3e track reconstruction, the broken line
fit [126,127] and the fast linear fit based on multi-
ple scattering [136]. The broken line fit determines
hit positions and scattering angles simultaneously
and was implemented in 2D [126,137] and recently
also in 3D [28, 127]. It is based on linearising
a preceding circle fit, works non-iteratively and
provides the correlations between all fit quanti-
ties. The fit, however, requires knowledge of the
assignments of hits to tracks from a previous link-
ing step. Therefore, the broken line fit can only be
used in the final step of the track reconstruction,
also because a previous track fit is required for the
linearisation procedure.

The fast three-dimensional MS fit [136] is based
on fitting the multiple scattering angles at the
middle hit position in a hit triplet combination,
see figure 28.1. In this fit, spatial uncertain-
ties of the hit positions are ignored. This is a
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Figure 28.1: Schematic view in xy-plane of the
triplet made from hits h0, h1 and h2 with MS in
the middle hit.

very good approximation in the case of Mu3e, as
the pixel resolution uncertainty given by σpixel =
80/

√
12 µm is much smaller than the uncertainty

from multiple scattering in the corresponding sen-
sor layer. The MS fit requires a detailed knowl-
edge of the material distribution in the detector
for the calculation of the scattering angle uncer-
tainty. It minimizes the azimuthal and polar scat-
tering angles at the sensor corresponding to the
middle hit and exploits energy conservation1.

28.2 MS Triplet fit

The triplet is defined as a sequence of three hits
produced by a particle with multiple scattering
in the middle hit. Figure 28.1 shows a schematic
view of a triplet in the xy-plane.

The trajectory of a particle in this system of
three hits can be described with two helices. The
first helix is defined between points h0 and h1, and
the second helix is defined between points h1 and
h2, as shown in Figure 28.1. From the relative
distances (d01 in the xy-plane and z01 along the
z-axis) between hits h0 and h1 the parameters of
the first helix, such as opening (bending) angle
ϕ01 and inclination angle to the xy-plane λ01, can
be derived from the 3D radius r01 of the helix.
Similar parameters, ϕ12 and λ12, can be defined
from r12 for the second helix.

1 The energy loss in the Mu3e experiment is only about
80 keV per sensor layer and can be neglected for track find-
ing.

Using these parameters, the MS angles ϕMS in
the transverse plane and λMS in the longitudinal
direction are defined as

ϕMS = δϕ − 1

2
· (ϕ01(r01) + ϕ12(r12)) (28.1)

and

λMS = λ12(r12) − λ01(r01), (28.2)

where δϕ is the angle between vectors h0h1 and
h1h2.

Assuming no energy loss, the radius r = r01 =
r12 can be defined such that both MS angles only
depend on r. The solution to the MS fit is given
by minimization of the χ2 defined as

χ2(r) =
ϕ2

MS
(r) · cos2 λ + λ2

MS
(r)

σ2
MS

, (28.3)

where σMS is the MS angle variance from scat-
tering theory [138] and the factor cos2 λ corrects
for the transformation of the MS angle when it is
projected on the xy-plane.

28.2.1 Linearization

In case of small scattering angles Eq. 28.3 can be
linearised and solved in a fast non-iterative proce-
dure [136].

Using Taylor expansion and neglecting
quadratic and higher order terms the angles
ϕ01 and λ01 can be written as linear functions of
r

ϕ01 = ϕ
(0)
01 + α01 · (r − r01), (28.4)

λ01 = λ
(0)
01 + β01 · (r − r01), (28.5)

where ϕ
(0)
01 , λ

(0)
01 and r01 correspond to the initial

helix solution, and α01 and β01 are first derivatives
of the opening and inclination angles, respectively.

The derivatives α01 and β01 can be calculated
from the equations of the helix trajectory in the
transverse plane

rT,01 · sin
ϕ01

2
=

d01

2
(28.6)

and in the longitudinal plane

(r2
01 − r2

T,01) · ϕ2
01 = z2

01, (28.7)

where rT,01 = r01 · cos λ01 is the transverse helix
radius.
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Taking the derivatives of Eq. 28.6 and Eq. 28.7
with respect to r01 and solving the resulting sys-
tem of equations for dϕ01/dr01 and dλ01/dr01

gives

α01 = − ϕ01/r01

sin2 λ01 + cos2 λ01 · ϕ01/2
tan ϕ01/2

(28.8)

and

β01 = − tan λ01

r01
·
(

α01

ϕ01/r01
+ 1

)

. (28.9)

Inserting Eq. 28.4 and Eq. 28.5 in Eq. 28.1 and
Eq. 28.2 gives

ϕMS(r) = ϕ
(0)
MS + α · r (28.10)

and
λMS(r) = λ

(0)
MS + β · r, (28.11)

where α = −(α01 + α12)/2 and β = β12 − β01.
Finally, Eq. 28.3 reduces to

χ2(r) = χ2
min +

(r − rmin)2

σ2
r

, (28.12)

where rmin is the solution to the χ2 minimization,
σr is an uncertainty estimate on rmin and χ2

min is
the value of χ2 at r = rmin

σ2
r =

σ2
MS

α2 cos2 λ + β2
, (28.13)

rmin = − σ2
r

σ2
MS

·
(

ϕ
(0)
MSα cos2 λ + λ

(0)
MSβ

)

. (28.14)

The solution to the triplet fit in linear approx-
imation can be solved starting from any known
trajectory. The simplest approach is to use a cir-
cular trajectory in the xy-plane. In this case the
transverse radius rT is the same for both helices
and is given by

rT =
d02

2 · sin δϕ/2
, (28.15)

where d02 is the distance between hits h0 and h2.
From the transverse radius the opening and incli-
nation angles can be derived

2 · sin ϕ01/12/2 =
d01/12

rT,01/12
, (28.16)

tan λ01/12 =
z01/12

rT,01/12 · ϕ01/12
. (28.17)

It is possible to improve (update) the fit result
by performing the linear fit in several iterations.
In this case the updated ϕ01/12 are calculated
using Eq. 28.4 and the current value of r, then
rT,01/12 and λ01/12 are derived using Eq. 28.16 and
Eq. 28.17.

The fit that starts with the circular solution is
used during normal (initial) track finding, and the
update step is used when fitting with energy loss
correction, as described in ??.

28.3 MS Track fit

The linear MS triplet fit is used as basis for the
reconstruction of tracks in the pixel detector.

The tracks are represented as sequence of
triplets, where each triplet is composed of hits
from subsequent layers, such that consecutive
triplets share hits from two layers, as shown in
Fig. ??. The total number of triplets in the track
is nt = nh − 2, where nh is the number of hits.

The track is fitted by minimizing the total χ2,
that is defined as the sum of χ2 of individual
triplets

χ2 =
∑

t

ϕ2
MS

(r) · cos2 λ + λ2
MS

(r)

σ2
MS

, (28.18)

where all variables in the sum correspond to their
respective triplet t.

Using the linear approximations for ϕMS and
λMS in Eq. 28.18 the solution for the minimization
of χ2 can be represented (exactly) as weighted av-
erage of the linear solutions for individual triplets:

1

σ2
r

=
∑

t

1

σ2
r,t

(28.19)

and

rmin =
∑

t

rmin,t

σ2
r,t

, (28.20)

where σr,t and rmin,t are the solution for the
triplet t.

The simplest implementation of the fit does not
take into account spatial uncertainties or energy
loss. However, it is possible to update the fit to
take into account (partly) these effect.

28.3.1 Pixel size

For the inner and outer double layers, where dis-
tances between hits are of the order of 10 mm, the
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Figure 28.2: Schematic view of the triplet in
the transverse xy-plane (left) and longitudinal zs-
plane (right). Hits h0, h1 and h2 are produced on
pixels (thick red lines). The effective pixel size de-
pends on the incident angles τ and λ at which the
particle hits the sensors (pixels). The correction
to the reconstructed scattering angle in the mid-
dle hit h1 depends on the offsets x from the pixel
centers to the real positions at which the particle
hits the pixels and on the path lengths between
hits.

contribution of the pixel size becomes comparable
with average scattering angles. In addition, the
effect of pixel size may become significant when
calculating uncertainties on the reconstructed an-
gles that are used in the vertex fit.

To take into account the pixel size the σMS for
each triplet is modified separately for ϕ and λ.
Figure 28.2 shows a schematic view of the triplet
in the transverse (left) and longitudinal (right)
planes. The track hits h0, h1 and h2 are located
at the centers of the pixels (red lines). The effec-
tive pixel sizes (blue lines) depend on the incident
angles τ and λ at the corresponding hit positions.

In the longitudinal plane the distances x0, x1

and x2 between the centers of the pixels and the
real hit positions introduce an additional variance
in MS angle λ

σ2
px,λ =

σ2
px

s2
01

· 2 · cos2 λ01

+
σ2

px

s2
12

· 2 · cos2 λ12

−
2 · σ2

px

s01 · s12
· cos λ01 · cos λ12, (28.21)

where λ01 is the first helix inclination angle at hits
h0 and h1, and λ12 is the second helix inclination
angle at hits h1 and h2. The first and second
terms describe contributions corresponding to the
first and second helices. The third term is the
correlation between the helices due to the same
offset x1 at the middle hit.

Similarly, the variance in the transverse plane
is

σ2
px,ϕ =

σ2
px

s2
T,01

·
(

cos2 τ01 + cos2 τ10

)

+
σ2

px

s2
T,12

·
(

cos2 τ12 + cos2 τ21

)

−
2 · σ2

px

sT,01 · sT,12
· cos τ10 · cos τ12, (28.22)

where τ01 and τ10 are the first helix inclination
angles at hits h0 and h1, and τ12 and τ21 are the
second helix inclination angles at hits h1 and h2.

The triplet χ2 can be adjusted to include the
effect of pixel size by adding σ2

px,ϕ and σ2
px,λ to

Eq. 28.3

χ2 =
ϕ2

MS

σ2
MS

/ cos2 λ + σ2
px,ϕ

+
λ2

MS

σ2
MS

+ σ2
px,λ

.

(28.23)

28.4 Track reconstruction

The number of hits produced by a particle de-
pends on the single hit efficiency. In the current
reconstruction procedure the efficiency is assumed
to be 100%. There are two types of tracks that
can be reconstructed in the detector: short tracks
that are reconstructed from hits in four layers, and
long tracks that bend in the magnetic field and
produce additional hits when they curl back. The
long tracks are an improved version of the short
tracks, as short tracks are used as seeds to recon-
struct long tracks.

Note that there is a big qualitative difference be-
tween the short tracks and long tracks. The bend-
ing radius of long tracks can be measured with
much higher precision due to the larger bending
in the magnetic field. This leads to very differ-
ent average momentum resolutions for the differ-
ent detector setups.

The long tracks can be further divided in two
groups: long 8-hit and 6-hit tracks. Long 8-hit
tracks are produced by particles that curl back to
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the central part of the detector, effectively produc-
ing two short tracks that can be linked together.
One particle can produce several 8-hit segments
until it finally leaves the central part of the de-
tector. In the current reconstruction program the
long tracks corresponding to different turns of the
particle are not linked together and tracks with
more than 8 hits are not reconstructed (the tracks
are kept separate).

Particles that leave the central part of the de-
tector after producing a 4-hit track can be recon-
structed as long 6-hit tracks if they hit the two
outer layers on their way back to the detector.

Figure ?? illustrates short and long tracks.

In phase Ia without recurl stations, most tracks
are reconstructed with only four hits and a mo-
mentum resolution of the order of 1 MeV. Adding
two inner recurl stations in phase Ib considerably
improves the acceptance and increases the num-
ber of reconstructed long 6-hit tracks. The re-
construction of the recurling long tracks, which
provide much better momentum resolution of the
order of 0.2 MeV, is crucial for the success of the
experiment (see 2).

28.4.1 Detector and Simulation

For this study of the track reconstruction software
the full Geant4 simulation of the phase Ib detec-
tor geometry is used (see chapter 27). The beam
intensity is set such that on average 6.6 µ+ de-
cays are observed in one 50 ns frame, within the
target region (vz < 60 mm and vr < 20 mm). The
study of the tracking acceptance and efficiency is
performed on a sample of Michel decays.

During the simulation each hit produced by a
particle is assigned a track ID and a hit ID. This
information allows to identify if the track is recon-
structed correctly or if the track is made from a
wrong combination of hits, such as noise or hits
from different particles or from the same particle
but in a wrong sequence.

As the particle can make several turns in the
magnetic field, such that on each turn it passes
through the detector, the number of reconstructed
tracks (short or long) corresponding to the same
particle may be two or more. These tracks corre-
spond to different segments of the particle trajec-
tory and can be arranged sequentially.

For efficiency studies only tracks corresponding
to the first segment of the particle trajectory are
used, as these segments have to be used during

the vertex fit. These tracks are selected using MC
information. For normalization the sets of recon-
structable tracks of the same type (short or long)
are used. The reconstructable tracks are formed
by dividing a set of particle hits in sequences of
consecutive 4, 6 or 8 hits, that correspond to short
or long tracks.

28.4.2 Triplet seeds

As a first step, the triplets that will be used as
seeds for subsequent reconstruction of short tracks
are constructed. These triplets are made by com-
bining hits from the first three layers. The number
of triplet combinations that have to be fitted for
each frame scales as n3, where n is the average
number of hits in one layer. For n = 10 this leads
to 1000 hit combinations that have to be fitted in
each frame. To reduce the number of fits to be
performed, first, geometrical selection criteria are
applied on the hit combinations.

These criteria include the distance between hits
along the z-axis, the angular distance relative to
the center of the coordinate system (center of the
detector) in the transverse plane, and the align-
ment of hits when projected on the rz-plane.

First, hits in the first two layers are combined
if the distance between hits along the z-axis is
|z1 − z0| < 30 mm and the angle difference |ϕ1 −
ϕ0| < 0.8 rad. Then, a hit from the third layer is
added if the angles satisfy |ϕ2+ϕ0−2·ϕ1| < 0.8 rad
and the alignment in rz-plane is |δrz| < 1, where

δrz =
z2 − z1

r2 − r1
− z1 − z0

r1 − r0
. (28.24)

The triplets that lie on a circle in the transverse
plane with 30 < rT < 250 mm are subsequently
fitted. The soft cut of χ2 < 100 is applied and
resulting fitted triplets are checked, such that at
each hit the tangent to the trajectory would point
outward with respect to the corresponding sensor.
The cut χ2 < 100 reduces the number of wrong
combinations by a factor 3 with only 0.3 % loss in
truth triplets.

Figure 28.3 and Figure 28.4 show the distance
z1 − z0 and the alignment δrz for truth and fake
combinations after all selections and the subse-
quent fit.

Figure 28.5 shows the χ2 distribution of the fit-
ted triplets. Note that the χ2 distribution peaks at
zero as the number of degrees of freedom NdF = 1
for the fitted triplets.
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Figure 28.3: Distance between first pair of hits
along z-axis for truth (black line) and wrong (red
line) triplet combinations.
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Figure 28.4: Alignment δrz in the rz-plane of hits
for truth (black line) and wrong (red line) triplet
combinations.
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Figure 28.5: Distribution of the fit χ2 for truth
(black line) and wrong (red line) triplet combina-
tions.

For wrong combinations the distributions are
wider than for truth combinations. With all se-
lections applied the number of selected triplets
is about 30 per frame with the fake rate
nfake/ntruth ≈ 2. This is a factor 100 smaller
compared to the number of all possible combina-
tions.

Figure 28.6 shows the reconstructed triplets for
one frame in the transverse view of the detector.

28.4.3 Short tracks

Short 4-hit tracks are reconstructed by combining
triplet seeds with hits from the fourth layer of the
central station, thereby using hits from all four
layers. To improve performance, the number of
triplet-hit combinations is reduced by using the
estimated position of the fourth hit. The position
of the hits is estimated by the propagation of the
triplet trajectory to the cylindrical approximation
of the fourth layer. All hits that lie within 50 mrad
in the transverse plane and 5 mm along the z-axis
from the estimated position of the forth hit are
combined with the triplet and subsequently fitted.

Figure 28.7 shows the χ2 distribution for truth
and fake short tracks. Note that the χ2 distribu-
tion peaks around 1 as the number of degrees of
freedom NdF = 3.
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Figure 28.6: Reconstructed triplets for one frame
in transverse view of the detector. Blue dots are
sensor hits. Black lines are truth triplets, while
red lines are wrong combinations.
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Figure 28.7: Distribution of χ2 for truth (black)
and fake (red) short tracks.

Figure 28.8: Reconstructed short tracks for one
frame in transverse view of the detector. Blue
dots are sensor hits. Black lines are truth short
tracks.

To reduce the fake rate the cut χ2 < 32 is used.
In addition the inclination angle at the fourth hit
is checked, such that the trajectory points outward
with respect to the sensor surface. This selection
suppresses combinations of triplets with hits that
are produced by particles when they curl back.

Figure 28.8 shows reconstructed short tracks in
the transverse plane for one frame.

The geometrical cuts, used to select combina-
tions of hits for subsequent fitting, mainly affect
the edges of acceptance. The χ2 affects the overall
normalization. Figure ?? shows the distribution
of reconstructed short tracks relative to the total
number of particles that produced at least one hit
in each layer.

28.4.4 Double hits

The geometry of the layers allows a particle to
hit two adjacent sensors in the same layer. Conse-
quently, during short track reconstruction, several
tracks for the same particle can be reconstructed
that differ only in the combination of hits as illus-
trated in Figure ??.

These tracks have to be combined or otherwise
removed. First, a procedure called merging is used
to combine tracks. This merging is an iterative
procedure that looks at pairs of tracks that share
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Figure 28.9: The triplet is modified such that first
helix is defined by hits h0 and h1,1, second helix
is defined by hits h1,2 and h2.

all hits but on one layer, where the hits are from
adjacent sensors. These hits are combined into
doublet hits. The merging can produce tracks
with up to twice the number of initial hits.

To take into account doublets in the fit the
triplets are modified as shown in Figure 28.9.
The helices in triplets are redefined to their corre-
sponding hit pairs, which is possible as the helix is
completely defined by the radius and relative hit
positions.

The hits are combined in doublets only if they
align with the original triplet trajectory. The
alignment is checked by comparing pointing from
one hit to the other, which should be less than the
pixel size.

A particle may produce several hits in the same
sensor, or there may be several unrelated hits in
the vicinity of a true hit. In both cases several
tracks can be reconstructed with one track per
hit. Only the track with minimum χ2 is retained
from these tracks. This procedure is applied only
to hits that are not the first or last hit of the track,
where the spread between hits may be large.

Figure 28.10 shows the distribution of the total
number of hits per short track after the merging
procedure. Note that doubles in triplets are ef-
fectively treated as single hits and no additional
helices are added to the track. In particular the
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Figure 28.10: Total number of hits per short track,
taking into account double hits.

n-hit notation defines the number of single/double
hits and not the total number of hits.

28.4.5 Track intersections

Due to the small pixel size the probability for a
pixel being hit by two particles is negligible. If two
tracks share the same hit, then this hit is either
noise or a hit produced by only one particle. In a
perfectly reconstructed frame each hit is used at
most once, however, due to the presence of fake
tracks some hits are used by several tracks.

Figure 28.12 shows the distribution of the num-
ber ns of tracks that share at least one hit with a
given track. Figure 28.11 shows a schematic view
of two truth tracks that share hits h1 and h2 with
a fake track. For truth tracks this number is ex-
pected to be close to zero and larger than zero
for wrong combinations. The truth tracks with
ns = 1 have usually one intersection with a fake
track or are due to a failure to merge the tracks.
The tracks with ns = 2 and the tail with ns > 2
are due to a large number of fake combinations
reconstructed for tracks with λ ≈ 0, where there
is a large chance to reconstruct tracks with a hit
from another segment of the same particle track.

This information can be used to reduce the
number of wrong combinations. A particular con-
figuration of tracks is used in which one track
has an intersection with at least two tracks with
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Figure 28.11: Schematic view of two truth tracks
which share hits h1 and h2 with a fake track. The
... (???)
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Figure 28.12: Distribution of number ns of tracks
that share at least one hit with a given track.
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Figure 28.13: Distribution of ns after removing
tracks that have intersection with at least 2 tracks
with ns = 1.

ns = 1, meaning that they intersect only with
this one track. In this configuration the track is
regarded as a wrong combination and is removed.
This procedure allows to reduce the number of
wrong combination by 27% with no loss of truth
tracks. Figure 28.13 shows the distribution of ns

after the procedure.
In addition to the suppression of wrong combi-

nations, ns can be used to select a clean sample
of tracks. Selecting tracks with ns = 0 produces
samples with a fake rate of less than 10−3.

28.4.6 Short tracks performance

As noted above any track that produced at least
one hit in each layer can in principle be recon-
structed. The reconstruction “efficiency” in this
case is only limited by geometrical and χ2 cuts.
Figure 28.14 shows the number of reconstructed
tracks relative to the number of reconstructables
ones.

There are several features in this plot. In the
top right corner there are tracks with momentum
p > 53MeV/c. These are electrons produced by
muons decaying in flight. The cut off at low mo-
mentum is due to the acceptance, the drop in effi-
ciency close to the cut off is the result of geomet-
rical cuts. The efficiency reaches its maximum at
95% due to the χ2 cut.
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Figure 28.14: Ratio of reconstructed short tracks
to reconstructable as function of momentum p and
angle λ.

Figure 28.15 shows the difference between re-
constructed and truth momentum for short tracks.
The bias in reconstructed momentum is due to the
energy loss in the target, fibres and sensor mate-
rial. However, it can be neglected for short tracks,
as the bias is much smaller than the resolution.

Figure 28.16 shows the resolution as function of
the truth momentum of short tracks. The relative
resolution σp/p ≈ 4% is approximately constant.

28.4.7 Long tracks

Long 8-hit tracks are reconstructed from pairs of
short tracks. First, the inner long tracks, corre-
sponding to particles crossing the center of the de-
tector, are reconstructed. Then, outer long tracks,
particles that curl back, are reconstructed from
unused short tracks or a combination of unused
short tracks with inner long tracks.

As the path length between short tracks for in-
ner long tracks is much smaller compared to outer
long tracks, the number of wrong combinations for
the inner tracks is small. Subsequently, combining
short tracks with inner tracks allows to reduce the
number of wrong outer track combinations.

The number of wrongly reconstructed long 8-
hit tracks is much larger than for short tracks.
This means that the wrong combinations are pro-
duced from incorrect matching of short tracks, and
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Figure 28.15: Difference between reconstructed
and truth momentum for short tracks at 34 <
pmc < 36 MeV.
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Figure 28.16: Momentum resolution σp as func-
tion of truth momentum pmc of short tracks.
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Figure 28.17: Distance along z-axis between first
and last hit of outer long track for truth (black
line) and wrong (red line) combinations. The blue
histogram corresponds to reconstructable truth
tracks.

the contribution of incorrectly assigned individual
hits is small. These wrong assignments are mainly
observed for tracks produced by particles which
make many turns in the detector. Figure 28.17
shows the distance along the z-axis between the
first and last hit of outer long tracks for truth and
wrong combinations.

Long 6-hit tracks are reconstructed from short
tracks and pairs of unused hits in the outer layers,
including the recurl stations. These tracks provide
good momentum resolution, similar to long 8-hit
tracks, and have a small fake rate.

Out of all reconstructed short tracks 85 % are
used for long tracks, 41 % are long 6-hit tracks and
44 % are long 8-hit tracks (inner and outer). The
remaining 15 % correspond to particles that on the
way back to the detector go into gaps between sta-
tions, fly past recurl stations (|λ| > 1.2 rad) or do
not pass matching criteria. Figure 28.18 shows the
number of reconstructed long 6-hit tracks relative
to the number of short tracks.

Figure 28.19 shows the momentum resolution
as function of the truth momentum for 6-hit long
tracks. For these tracks the best resolution σp =
90 keV is reached at p = 20 MeV. At this mo-
mentum two hits in the outside layer lie on oppo-
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Figure 28.18: Number of reconstructed long 6-hit
tracks relative to number of short tracks as func-
tion of momentum p and inclination angle λ.

site sides of reconstructed tracks in the transverse
plane, which provides the optimal geometry to de-
termine the momentum.

As the momentum resolution for long tracks is
determined by the outer part of the reconstructed
tracks, the resolution for long 6- and 8-hit tracks
is approximately the same.

28.4.8 Energy loss

For long tracks the momentum resolution becomes
comparable with the total energy loss observed
as a shift in the reconstructed momentum. To
correct for this shift the energy loss have to be
taken into account in the track fit.

In the standard fit all triplets have the same
radius r, calculated as weighted average of indi-
vidual triplet fits. In presence of energy loss we
are interested in radius at the beginning of the
tracks or radius of first helix of first triplet. With
each hit along the trajectory this radius have to be
adjusted according to energy loss at correspond-
ing hit. Given radius ri of first helix of triplet i
the scattering angles can be written as

ϕMS = δϕ − ϕ12(ri − δri) + ϕ01(ri)

2
(28.25)

and

λMS = λ12(ri − δri) − λ01(ri), (28.26)
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Figure 28.19: Momentum resolution σp as func-
tion of truth momentum pmc of 6-hit long tracks.

where ri −δri is the radius of second helix and δri

corresponds to the most probable energy loss at
the middle hit.

By inserting ri = r −∆ri, where ∆ri is cumula-
tive energy loss of previous triplets, both Eq. 28.25
and Eq. 28.26 can be reduced to Eq. 28.10 and

Eq. 28.11 with constants ϕ
(0)
MS and λ

(0)
MS redefined

such that

ϕ
(0)
MS → ϕ

(0)
MS − α12∆ri+1 + α01∆ri

2
(28.27)

and

λ
(0)
MS → λ

(0)
MS − β01∆ri + β12∆ri+1. (28.28)

Starting from the standard fit, the energy loss
corrections δri are estimated for all triplets. These

corrections allow to calculate updated ϕ
(0)
MS and

λ
(0)
MS which are used for triplets and track solu-

tions.
The energy loss δE is calculated according to

material distribution in the sensor ladder and tra-
jectory path length

δE =
∑

m

dEm

dX
· Xm, (28.29)

where dEm/dX is energy loss per rad.length for
given material m and Xm is the rad.length corre-
sponding to trajectory path length.
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Figure 28.20: Energy loss in a second layer.

Figure 28.20 shows the truth energy loss in the
second layer.

The corrections δr are calculated for energy loss
dE as

δr = fE · dE

0.3 · B
, (28.30)

where fE = 0.75 is scale factor that corrects for
the position of energy loss peak maximum rela-
tive to average energy loss [] and B = 1 T is the
magnetic field.

Figure 28.21 shows ratio of estimated energy
loss δr to truth energy loss in second layer. Note
that distribution peaks at one. The tail to left is
due to long tail at higher energy losses.

For fibre tracker the energy loss is about factor
five larger then typical energy loss in sensor lad-
ders. As the fibre planes are located close to third
layers the energy loss in fibres is added to energy
loss in third layer.

Figure 28.22 shows the difference between re-
constructed and truth momentum at first helix of
first triplet for long tracks with (black) and with-
out (red) energy loss correction.

28.5 Vertex reconstruction

A vertex fit will be used to precisely reconstruct
the position of the muon decay for signal events.
The vertex fit intrinsically checks the consistency
of the assumption that all three signal candidate
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Figure 28.21: Ratio of estimated energy loss to
truth energy loss in a second layer.
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Figure 28.22: Difference between reconstructed
and truth momentum at first helix of first triplet-
for long tracks with (black) and without (red) en-
ergy loss correction.

tracks originate from the same vertex. A common
vertex fit of the three candidate electrons allows
a suppression of the combinatorial background of
Michel decays by a factor of about 100 due to the
very good pointing resolution of the pixel detector,

which is mainly given by the multiple scattering
at the first sensor layer. Instead of using a com-
mon vertex fit, also the distance between target
impact points of reconstructed and extrapolated
tracks can be used to discriminate signal against
background.

28.6 Fibre linking

The fibre tracker provides timing information that
will be used to reduce the fake rate during track
reconstruction and help to resolve ambiguities in
the sign of track momentum.

In the current reconstruction software fibre clus-
ters are assigned to short tracks. These fibre clus-
ters are composed from individual fibre hits that
are combined based on the proximity in space be-
tween hits and their time difference: adjacent fi-
bres with a time difference of less then 2 ns are
combined into clusters.

Associating clusters to short tracks is based on
the distance in the transverse plane from the clus-
ter to the track trajectory. The distance is cal-
culated using the parameterization of the track
trajectory and the cluster position. The cluster
closest to the track within a 1 mm search radius is
assigned to the track, resulting in an assignment
efficiency of 95 % to truth tracks. Figure 28.23
shows the distance between tracks and associated
clusters.

Of all truth tracks with an associated fibre clus-
ter, 1.5 % are faulty, where the cluster contains
hits not produced by the particle.

The time information from fibres can be used to
resolve the ambiguity in the flight direction (and
thus charge) of long 8-hit tracks. Figure 28.24
shows the time difference between two clusters as-
signed to short tracks of the long 8-hit tracks as a
function of the path length along the track from
the first cluster to the second.

The positive difference corresponds to tracks
with correct (physical) direction and the negative
difference to those with wrong direction.

Figure 28.25 shows the speed of the particle in
ns/m estimated from the time difference and flight
path differences between fibre hits. For truth
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Figure 28.23: Distance from short track to the
assigned fibre cluster.
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Figure 28.24: Time difference between clusters as-
signed to long 8-hit track as function of distance
along trajectory.
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Figure 28.25: Reconstructed speed of the particle
in ns/m for truth (black) and fake (red) long 8-
hit tracks. The speed is estimated from the time
difference and flight path differences between fibre
hits.

tracks (black) the flight speed is about 3.3 ns/m
which is close to light speed. For wrong combina-
tions (red) the time difference between fibre hits
is larger, as short tracks of the long track corre-
spond to different cycles of the particle, resulting
in smaller reconstructed speed

The current implementation of the fibre recon-
struction does not take into account the position
along the z-axis, where a track hits a fibre. Cor-
recting for the light propagation delay in fibres
could improve the time resolution. In addition, it
is possible to implement an algorithm that will use
time information during long track reconstruction,
further reducing fake rates.

28.7 Tile linking

The tile detector provides time measurement with
resolution of about 100 ps. This information could
be used in vertex fit to reduce number of wrong
combinations. In addition the vertex fit could be
improved by using time information directly in the
fit.

The tiles are located in recurl stations, conse-
quently, only particles reconstructed as long 6-hit
tracks can produce tile hits. The linking of tile
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Figure 28.26: Number of linked tile hits for truth
tracks that point to at least one tile. 98.5 % of
tracks have at least one linked tile hit.

hits is performed for each long 6-hit track with
last hit in recurl station. The track trajectory is
extrapolated to surface of tile detector and all tile
hits within 3 × 3 mask are linked to the tracks.

In the current implementation of tile linking
98.5 % of truth long tracks, that point to at least
one tile, have linked tile hits. Figure 28.26 shows
distribution of number of linked hits.

If at least one tile hit in a cluster is no produced
by the particle the assignment is considered faulty
and is about 1.3 %.

Taking the average cluster time and correcting
for the flight time from the first hit the approxi-
mate vertex time could be estimated. Figure 28.27
shows the difference between true and estimated
vertex time for truth tracks originating from tar-
get region.

The resulting vertex time resolution is about
80 ps. The small offset is due to flight time from
the vertex to the first hit.

28.8 Summary

The track reconstruction shows good perfor-
mance.

Effect of noise on fake rate for different classes of
tracks. Track reconstruction in presence of sensor
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Figure 28.27: Difference between true and esti-
mated vertex time for truth tracks originating
from target region. The estimated time is the av-
erage time of tile cluster corrected for flight time
from first hit.

inefficiency and cross frame reconstruction. Col-
umn fibre readout. Improve handling of fibre MS.
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Chapter 29

Online Event Selection

The online data rate needs to be reduced such
that only physically relevant event candididates
are stored to disk. As in the offline analysis, event
selection in the filter farm relies on the coincidence
of three tracks in time, a common vertex, and on
their kinematics. Especially for high rate running
in phase II, a timing coincidence is not sufficient
to reduce the data rate by three to four orders of
magnitude. Thus an online track reconstruction
will be required. To this end, a simple version
of the fast linear fit based on multiple scattering
(see chapter 28) is implemented on GPUs for quick
track fitting. In addition, events with two positive
and one negative electron track are checked with
respect to a common vertex. All these selections
will be applied on a frame by frame basis on the
individual farm PCs and the selected events will
be merged into the global data stream afterwards,
see figure 29.1 for an overview. The technical im-
plementation of the event filter is described in sec-
tions 24.7 and 24.8.

29.1 Selection Cuts

For the online reconstruction, hits from the central
station of the pixel detector only are considered
since time information from the tiles and fibres is
not available (phase IA) or hard to reconstruct on-
line (phase IB) to match recurlers correctly. Fur-
thermore it is not necessary for a first selection.
Combinations of hits from the first three detector
layers are matched to form triplets. However, be-
fore the actual fitting procedure, a number of se-
lection cuts are applied to reduce combinatorics.

In the following, the indices label the ith layer of
the detector, Xi denotes the vector from the origin
to the position of a hit hi in the transverse plane
(see figure 28.1), ❪ the opening angle between two
such vectors, and ri = |Xi| .

• ❪(X0, X1) ≤ 0.8 rad

• ❪(X1, X2) ≤ 0.8 rad

• |z1 − z0| < 30 mm

• |z2−z1|
r2−r1

− |z1−z0|
r1−r0

≤ 1.0

The first two cuts ensure proximity of the hits in
the x-y plane. Figure 28.3 displays the difference
in the z coordinate between the first and second
hit which is ensured by the third cut. The last cut
requires only a small change of direction in the r-
z plane depicted in figure 28.4. Applying these
selections reduces the number of possbile hit com-
binations by a factor of 50 at a muon stopping rate
of 108 muons/s. For a first performance test, the
cuts are applied on the GPU. In the final setup,
they will be simplified to integer value compar-
isons and will be executed on the PCIe FPGA
boards.

29.2 Multiple Scattering Fit

The fitting of triplets is non-recursive and linear
and can be done in parallel for all hit combina-
tions. Therefore, it is an ideal candidate for par-
allelization on GPUs. With their many comput-
ing kernels but little memory space they perform
well at tasks with high combinatorics where many
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Figure 29.1: Flow diagram of the online reconstruction software and firmware.

computations are performed on the same memory
content. On NVIDIA GPUs, tasks are performed
in parallel on a grid of compute nodes on the soft-
ware level. On the hardware level, several stream-
ing multiprocessors (SMs) are available to perform
tasks in parallel (the GTX 980 GPU e.g. has 16
streaming multiprocessors with 128 compute cores
each). On each such SM, 32 threads are executed
at the same time, doing exactly the same calcu-
lation. This means that a divergence of the dif-
ferent threads due to a conditional clause in the
algorithm executed by the thread causes part of

the threads to stall while waiting for the others to
finish. Consequently, divergence should be min-
imized in code running on a GPU which is one
reason to apply the selection cuts already at the
FPGA level. Due to the partitioning of the SMs
into chunks of 32 threads, the number of threads
is best chosen to be a multiple of 32 to avoid in-
herently idle cores on the SMs. Each of these
threads performs the multiple scattering fit (see
section 28.2) for one combination of three hits.
During the fitting procedure, the 3D radius r of
the helix is calculated for a minimal value of χ2
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(eqn 28.3) which is a function of the linearized
scattering angles ΦMS(r) and λMS(r) (see eqns
28.4 and 28.5). Good fits are selected by requir-
ing χ2 ≤ 100 and 30 < rT < 250 mm. After this
selection, 25 % of the selected hit combinations re-
main for the next steps.

Depending on the incident muon rate, the num-
ber of tracks per time frame and therefore also
the performance of the triplet fit on the GPUs
varies. For a muon rate of 108 Hz, O(10) hits
per layer and time frame lead to O(103) combi-
nations, whereas a rate of 2 · 109 Hz with a few
hundred hits per layer results in O(106) combina-
tions. Higher combinatorics present a challenge in
processing all triplet candidates quickly, neverthe-
less, current GPU’s compute nodes can be oper-
ated close to full load. For example, the compute
utilization on a GTX 680 of the GPU’s SMs is 3 %
at the lower rate, limited by memory accesses, at
the higher rate, the compute utilization increases
to 80 %. Measuring the time for fitting only (with-
out cuts on χ2 or r), 3 · 107 fits/s are possible at
the low rate and 5 · 109 fits/s were achieved at the
higher rate.

29.3 Vertex Selection

For each triplet passing the χ2 and radius cuts, the
track is extrapolated to the fourth detector layer
(see figure ??). If a hit exists within a certain

transverse radius and distance in z, it is assigned
to the triplet, otherwise the triplet is discarded.
This selection reduces the combinatorics by a fac-
tor of four. Finally, the charge of the particle is
derived from the track curvature and all combina-
tions of two positive tracks and one negative track
are examined with respect to a common vertex.
For this, the tracks will be extrapolated to the
target and the proximity in the x-y-plane as well
as in z will define whether or not the three tracks
originate from one vertex. The proximity of this
vertex with respect to the target location serves as
an additional selection criterion. After the vertex
selection, the data will be reduced by a factor of
1000, which is enough to store the data on disks
for offline analysis.

29.4 Current Status

The implementations of the geometrical selection
cuts, the triplet fit and the propagation to the
fourth layer are working on the GPU and the fit
have been optimized with respect to performance.
In terms of GPU code, the remaining tasks are to
efficiently store positive and negative track can-
didates and to implement the vertex fit. The se-
lection cuts need to be ported to the FPGA and
the coordinate transformation has to be applied.
The DMA transfer has been tested successfully as
described in section 24.7.1.
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Part IX

Calibration and Alignment
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Milestones for the Detector Calibration

1. Develop, test and run an automatic pixel threshold calibration for the full detector.

2. Develop, test and run a fibre timing calibration.

3. Develop, test and run an automatic SiPM overvoltage calibration.

4. Develop, test and run a tile timing calibration.

5. Prepare the detector alignment software, test it with simulated data.

6. Perform track based alignment of the phase Ia detector.

7. Enhance the alignment software to include fibres, tiles and recurl stations.

8. Perform track based alignment of the phase Ib detector.
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Chapter 30

Pixel Calibration
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Figure 30.1: The maximum achievable voltage
shift depending on VPDAC measured for a sin-
gle pixel from [20].
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Figure 30.2: Achievable TDAC voltage shifts for
a fixed VPDAC measured for a single pixel from
[20].

Heiko: Describe Pixel tuning procedures

In a large scale silicon pixel chip there will be
small performance variations for each pixel. These
can be caused by local variations of process pa-
rameters in the production process or by bias volt-
age differences due to small voltage drops. To
counteract these variations the MuPix sensor pro-
vides a tuning infrastructure which allows to ad-
just each pixel threshold individually.

30.1 MuPix Pixel Tuning

The individual pixel tuning is implemented in the
pixels discriminator. By introducing an additional
current the difference between the global threshold
and baseline voltage can be adjusted. The tuning
current can be selected with a 4 bit DAC (TDAC),
while the maximum current is steered by a global
bias voltage (VPDAC).

30.2 MuPix Tuning Procedure

The methods used to find the global tuning bias
setting and the individual 4-bit tuning values are
discussed in the following.

30.2.1 Tuning Parameters

The goal of the sensor tuning is to equalize the
overall pixel response and to maximise the sensors
efficiency for ionising particles. To achieve a high

207



The phase I Mu3e Experiment

0.1Hz noise threshold [V]
0.6 0.62 0.64 0.66 0.68 0.7 0.72 0.74 0.76 0.78 0.8

e
n

tr
ie

s

0

20

40

60

80

100

120

140

160

180

200

220

Figure 30.4: Threshold distribution for a 0.1 Hz
per pixel noise rate measured after applying the
tuning procedure for the MuPix6 chip from [139].
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Figure 30.3: Threshold distribution for a 0.1 Hz
per pixel noise rate measured for an untuned
MuPix6 chip from [139].

efficiency the offset between threshold and base-
line has to be minimised in order to be sensitive
to small signals. This minimisation is limited by
noise, as for small threshold-baseline offsets also
noise signals can trigger the pixel. So the tun-

ing procedure is a trade-off between efficiency and
noise.

In the current scheme we choose the noise rate
as the tuning variable. It allows to tune on the
highest acceptable noise rate per pixel, which will
give at the same time a good efficiency.

A further possibility is the tuning to a mini-
mal detectable signal. However, this is not imple-
mented for the current prototype as it requests a
well known and stable test pulse procedure. This
feature is under investigation.

30.2.2 Tuning Procedure

The currently used tuning procedure uses the per-
pixel noise rate as tuning parameter, which de-
pends of the threshold-baseline offset and varies
for different pixels. The noise rate can be mea-
sured for all pixels in parallel by using the digital
chip readout and counting the hits without an ex-
ternal stimulation in a fixed time interval.

In a first step, the global tuning bias VPDAC
needs to be determined. To do this the global
threshold is swept from a noiseless value far from
the baseline towards the baseline, approaching it
in equidistant steps. Due to the variable noise
characteristics of the pixels some will cross the
chosen noise rate earlier. These pixels are than
muted by setting their TDAC to the maximum
and enlarging VPDAC until these pixels are below
the accepted noise rate. This sweep is continued
until all pixels have been muted once and VPDAC
is increased whenever a muted pixel crosses the
noise limit.

The stopping threshold of this VPDAC tuning
procedure marks the global threshold for which all
pixels show noisy behaviour in the untuned state,
but can be tuned to a noise rate below the aimed
per pixel noise level with the determined VPDAC
value. In the following this threshold is referred
to as nominal threshold.

In a next step the individual 4-bit TDAC val-
ues need to be determined. This is done in the
same manner by resetting the individual TDAC
values to 0 and sweeping the threshold in equidis-
tant steps to the nominal threshold. Whenever a
pixel exceeds the chosen per-pixel noise level its
TDAC is increased by one. By design the max-
imal needed TDAC value can not be larger than
the maximum TDAC value.

There are several possibilities to optimise this
tuning procedure. One main focus is definitely
the time which is needed to perform the proce-
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Figure 30.6: The resulting TDAC pixel map for
the 0.1 Hz tune from [139].
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Figure 30.5: The resulting TDAC distribution for
the 0.1 Hz tune from [139].

dure. For this optimisation the time intervals for
the noise measurements can be shortened which
comes at the cost of a less precise noise determi-
nation. This however can be compensated by a
safety margin for VPDAC to ensure that all pix-
els can be tuned below the requested noise rate.

Further this method by definition tunes all pix-
els below the aimed per-pixel noise rate which may
cause an over-tuning, which reduces the efficiency.
To counteract this an additional step can be added
in the end to measure the chips noise distribution
at the nominal threshold and reduce the tuning
values for pixels, which have a noise rate below a
lower noise rate constraint.

The effect of the basic tuning can be observed
in figures 30.3,30.4,30.5 and 30.6.
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Chapter 31

Fibre Calibration

This chapter describes the different handles for
calibration and performance monitoring of the Fi-
bre Detector. Calibration refers mainly to the
readout system, whereas the performance of the
fibre and SiPM arrays have to be carefully moni-
tored.

The different readout channels have to be
aligned in time, accounting for different signal
path lengths and delays inside the readout ASIC.
The MuSTiC, the aspired readout solution in the
baseline design, determines the time of an event
with a leading edge discriminator, see 13.2. The
levels of these thresholds have to be tuned to en-
sure on one hand side a uniform response and on
the other hand to account for variations in the
gain of the SiPM arrays. Such variations can
be caused by temperature fluctuations or SiPM
degradation due to radiation damage. This is-
sues may also be addressed with HV compensa-
tion which is highly related to threshold levels.
More technical details of such threshold scans are
provided in section 31.1. Further variations in the
signal hight caused by fibre degradation or fibre-
SiPM coupling inconsistencies have to be carefully
monitored with complementary tools.

Since the current design foresees no energy mea-
surement, there is no handle for time-walk calibra-
tion.

31.1 MuSTiC Thresholds

The Fibre Detector MuSTiCs are operated in time
mode, the energy threshold is disabled. The dis-
crete values of SiPM response signals1 can be de-
termined by measurements of event rate at dif-

ferent threshold values. Figure 13.1 shows such
a step function where only SiPM dark counts are
used. Too low threshold values lead to channel
saturation due to the ASIC internal noise2. This
is followed by several steps, whose plateaus show
the dark rate for ≤ n firing pixels. Multiple pixels
fire because of SiPM cross-talk.

This procedure was used with the available
STiC3.1 for the measurements described in sec-
tion 13.2.1. Due to the limited data rate of this
STiC version the channels have to be calibrated
in series. Data acquisition of 1 s per threshold
provide more than enough statistics and could
be reduced. At the moment the calibration of
32 channels requires slightly more than 1 h. For
usage in the experiment this has to be improved
by calibrating all 32 channels of one ASIC at the
same time and possibly by a faster loading of DAC
settings.

31.2 Inter Channel Calibration

Once all the channels use the same thresholds, a
inter channel calibration regarding time is needed
for a proper background suppression. Due to the
array-like readout scheme, the scintillating pho-
tons of a crossing particle spread out over several
columns in the SiPM arrays. This clusters can be
exploited to align the read out channels inside one
ribbon. If a Fibre Detector hit can be matched to
a reconstructed track, the hit position is known.

1charge = number of fired pixels x gain
2note that STiC is designed for both input polarities,

hence zero threshold is around the middle of the range of
[0,63].
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Taking this position and the time of photon propa-
gation inside the fibres into account, an alignment
of the channels up- and downstream is achievable.

Time calibration between ribbons relies on re-
constructed tracks which cross the Fibre Detector
multiple times (8-hit segments). The possibility
to trigger the MuSTiC TDC manually with an
external pulse, as described in 13.2.2, offers an
additional handle.

Furthermore, a leaky optical fibre could be run
along the SiPM arrays. It allows to inject much
more light than usually recorded from the ribbons,
thus even the energy threshold could be used.
These much larger signals, resulting in much bet-
ter time resolution, could potentially lead to faster
and better inter-channel and ribbon calibration.

31.3 Monitoring Tools

Different tools for performance monitoring are un-
der discussion. To monitor the MuSTiC perfor-
mance, in particular the PLL status, one TDC
is continuously triggered by a configurable exter-
nal signal in phase to the reference clock, see sec-
tion 13.2.2.

Furthermore, a leaky optical fibre along the
SiPM arrays allows to inject different sized signals
directly into the SiPM arrays as well as into the
fibres. This signals provide a handle for debug-
ging and allow to monitor possible degradations
in the fibres and SiPMs due to radiation damage
or inconsistencies in the fibre-SiPM couplings.

Discussions to add a second time-like threshold
to the MuSTiC ASIC are ongoing. Such a second
threshold would not provide a timestmap, thus no
additional TDC is needed; crossing the threshold
would be indicated by a single bit.
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Chapter 32

Tile Calibration

Patrick: Describe Tile Calibration

Patrick: Can we use cosmics? - Nik

The calibration and monitoring of the Tile de-
tector response is essential for achieving a high
time resolution. The main task of the calibration
is to synchronise all channels. In particular, the
delay arising from the length of the signal lines
has to be corrected for. Furthermore, the energy
dependence of the timestamps has to be charac-
terised, in order to correct for time-walk effects.
Besides the detector calibration, the monitoring of
the detector response is required to assure a stable
operation. This is necessary since the response is
expected to vary over time, due to fluctuations in
the ambient temperature and degradation of the
SiPM response caused by radiation damage.

For the calibration and monitoring, coincident
signals are required. There are three processes
which can be used for calibration and monitor-
ing: internal conversion decays, e+e− pairs from
Bhabha scattering and hit clusters from a single
track. Coincident signals from internal conversion

decays and e+e− pairs offer the most precise and
direct way to calibrate the detector. However,
since the event rate is relatively low, this method
is not suitable for monitoring purposes and a fast
detector calibration.

For the inter-calibration of different tiles, it can
be exploited that a single electron track produces
a small cluster of hits in the tiles with an aver-
age cluster size of about two. The different sig-
nals within a cluster are basically coincident, up
to the time of flight between the individual tiles
of a cluster of about 10 ps. This allows for a rela-
tive timing calibration of all cells within a cluster.
Since all particle tracks can be used, this provides
a fast way to calibrate and monitor the response.
As this method is limited to the inter-calibration
within one re-curl station, it is complementary to
the global calibration with internal conversion de-
cays.

More detailed studies of the calibration and
monitoring scheme described above are presented
in [140].

212



Chapter 33

Detector Alignment

In order for the reconstruction algorithms to
work optimally, the position and orientation of
all active detector elements as well as the stop-
ping target have to be known to good precision.
The position of the pixels inside a sensor is given
by the tolerances of the manufacturing process,
which are much better than the minimal feature
size of 180 nm; compared to all other sources of
misalignment, this is completely negligible. The
task of detector alignment is thus to determine
the position and orientation of all active detector
parts (HV-MAPS chips, fibres, tiles).

The first step in ensuring a well-aligned detec-
tor is the careful assembly of modules and lay-
ers using precision tools, followed by a detailed
survey. After detector installation, movements of
larger detector parts (e.g. the recurl stations with
regards to the central detector) can be followed
by a system of alignment markers observed by
digital cameras inside the magnet. The ultimate
alignment precision is however only reached with
track-based alignment methods.

33.1 Effects of Misalignment

We have studied the effects of a misaligned pixel
detector on reconstruction efficiency and tracking
resolution using the full detector simulation. For
technical reasons, the sensors are all in their nom-
inal position for the Geant4 simulation, the re-
construction is then however performed assuming
different sensor positions.

Random shifts and rotations of the sensors
(with shifts and rotations drawn from a normal
distribution with given sigma) lead to a worsening

of the reconstruction efficiency; there is however
an efficiency plateau if the sensor positions are
known to about the pixel size and the rotations to
better than 0.3◦, see figure 33.1.

Global shifts and rotations of detector parts also
affect the efficiency, see figure 33.2 for some of the
studied modes.

The momentum resolution is also negatively af-
fected by misalignment, see figures 33.3 and 33.4
as well as figure 33.5. The tails and the core
of the resolution distributions are somewhat dif-
ferentely affected by both the misalignment and
the selection effects, explaining the differences be-
tween figures 33.3 and 33.4. The constraints on
the alignment accuracy for achieving optimal mo-
mentum resolution are much tighter than for the
efficiency - ideally positions and rotations should
be known to better than 10 µm and rotations to
better than 0.1◦. This in turn implies that a pre-
liminary alignment of the detector will have to ful-
fil the efficiency requirements; track based meth-
ods can then be used to further improve until we
reach the resolution requirements. The absolute
size of the requirements seems well within reach –
we regularly align the MuPix telescope to better
than 150 µm by shifting the physical planes, track
based alignment then improves this to better than
10 µm.

33.2 Position Monitoring System

The positions of the detector stations relative to
each other will be monitored by a series of cam-
eras mounted to the cage for inserting the detector
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Figure 33.1: Reconstruction efficiency for 4-hit segments (left), 6-hit segments (middle) and 8-hit seg-
ments (right) for random sensor shifts and rotations normalized to the efficiency of a perfectly aligned
detector.
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Figure 33.2: Reconstruction efficiency for 4-hit segments for various global misalignments. Innermost
layer: shift along x axis (top left), shift along z axis (top centre), rotation around x axis (top right),
rotation around z axis (middle left). Innermost two layers, shift along x axis (middle centre), shift along
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(bottom center). Torsion of the complete detector around the z axis (bottom right).
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Figure 33.3: Root mean square momentum resolution of 4-hit segments (left), 6-hit segemnts (centre)
and 8-hit segements (right) for random sensor shifts and rotations in MeV/c. The slight improvement
of the resolution for very large misalignments is due to a selection effect: Only tracks passing through
sensors close to their nominal positions can be reconstructed.
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Figure 33.4: Sigma of a Gaussian fit to the core of the momentum resolution distribution of 4-hit
segments (left), 6-hit segments(centre) and 8-hit segments (right) for random sensor shifts and rotations
in MeV/c. The slight improvement of the resolution for very large misalignments is due to a selection
effect: Only tracks passing through sensors close to their nominal positions can be reconstructed.
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Figure 33.7: Position in r and z of the points
of closest approach to the beam line for 1 · 108

stopped muons. The target is clearly visible, as
are parts of the support wires. Negative radius
implies that the beam line is inside of the track
circle, positive is outside.

Figure 33.6: Schematic view of a possible align-
ment system using three cameras. The detector
support cage is shown in black, the blue tube rep-
resents the detector stations with the end-rings
shown in red. The three cameras and their fields
of view are shown in red, green and blue.

into the magnet. They will be complemented by
light sources (the detector is usually operated in
the dark) and alignment marks on the end-rings
of the detector stations. Cameras with a 85◦ field
of view are sufficient to view all end rings in the
phase Ib detectors when mounted to the cage at
the centre of the magnet. A system of three cam-
eras (e.g. top and ± 60◦ from the bottom) also al-
lows to track relative movements of the cameras,
as they can see each other. Sub millimetre reso-
lution will require fairly high resolution cameras
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Figure 33.5: Root mean square momentum resolution of 4-hit segments for various global misalignments.
Innermost layer: shift along x axis (top left), shift along z axis (top centre), rotation around x axis (top
right), rotation around z axis (middle left). Innermost two layers, shift along x axis (middle centre),
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(2K or 4K) or the use of separate cameras with
zoom lenses focused on the station-station transi-
tions. A possible three-camera system is shown in
figure 33.6.

33.3 Track-Based Alignment

The fine alignment of the silicon sensors (as well
as the fibres and tiles) will be performed using
track based methods initially developed in the H1
experiment [141] and since successfully applied to
a variety of large and very large tracking systems,
e.g. CMS at the LHC [126,142–148].

The alignment of the complete detector is a
large minimization problem, where, for a very
large sample of tracks, the residuals from the mea-
sured hits to the fitted tracks have to be mini-
mized under variation of both all track and all
alignment parameters. If a rough detector align-
ment is known, corrections will be small and the
minimization problem can be linearised.

To this end, tracks reconstructed with the stan-
dard reconstruction algorithms described in chap-
ter 28 are re-fitted using the general broken lines
(GBL) algorithm [126, 127]. The GBL software
can calculate and output the complete covariance
matrix between track- and alignment parameters.
As the track parameters are not correlated with
each other and only relate to the alignment of
the small subset of sensors which are hit by the
track, the resulting matrix is sparse. There are ef-
ficient algorithms for the inversion of such gigantic
sparse matrices, one of which is implemented in
the Millepede II program [149], which we intend
to use.

Whilst the sensor alignment is locally well con-
strained via the overlap of the sensors in azimuthal

direction and the closeness of the double layers,
overall deformations such as shifts of the top part
with regards to the bottom part, an overall tor-
sion or the position of the recurl stations are only
weakly constrained by using tracks from muon de-
cays. These so-called weak modes need additional
input from tracks which are correlating distant
parts of the detector. These tracks are provided
by cosmic ray muons. As the cosmic rate is tiny
compared to the beam muon rate, it is imperative
to have a special trigger stream (potentially using
a scintillator coincidence above and below the ex-
periment) to collect enough cosmics for alignment.

We are currently studying the alignment proce-
dure, the amount of statistics needed and poten-
tially problematic weak modes using the simula-
tion; first results are expected in summer 2016.

33.4 Target Alignment

The position of the target needs to be known with
very high accuracy as an input for cuts on the
vertex distance to the target. As the target is
passive, the residual-based method described in
the previous section is not applicable. We however
do know, that the overwhelming majority of decay
positrons originates on the target surface and will
thus have a point of closest approach (POCA) to
the beam axis inside the target.

This can be used to determine the target posi-
tion by plotting the distribution of the POCAs in
the transverse plane in slices of z for many tracks,
which will give an accurate determination of the
position of the outer target edge, see figures 33.7
to 33.9. The target thickness has to be determined
during manufacture or using photon conversions.
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Figure 33.8: Position in x and y of the points of closest approach to the beam line for a 1 mm slice in z at
−6 mm (left) and −28 mm (right) for 1 · 108 stopped muons. The target is clearly visible at its nominal
position.
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Figure 33.9: Position in x and y of the points of closest approach to the beam line for a 1 mm slice in z
at −6 mm (left) and −28 mm (right) for 500 000 stopped muons. The simulation was performed with a
target shifted by 2 mm in x direction.
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Chapter 34

Sensitivity Study

We study the performance of the detector de-
scribed in the preceding parts by running the
Geant4 simulation and the reconstruction pro-
gram for both the phase Ia and phase Ib se-
tups. Even under optimistic assumptions, only a
handful of signal decays are expected in the data.
Nonetheless, we use relatively large signal samples
to study the detector performance and deduce a
very preliminary and rough event selection.

For the various expected backgrounds, in prin-
ciple the simulation of several times the expected
number of decays in data is required. This is im-
practical both in terms of processing time and
available storage space. We thus try to identify
important sources of background from either gen-
eral considerations (internal conversion) or from
simulating a few seconds of run time (accidentals).
From these starting points we then generate spe-
cial samples and — in case of the accidental back-
ground — make use of the fact that the back-
ground suppression via vertexing, via timing and
via event kinematics are at least to a reasonable
approximation independent.

34.1 Signal Performance

We study the nominal performance of the detector
setup for signal decays using 1 million decays each
generated for the phase Ia and phase Ib detector
configurations. The decay electrons have a phase
space distribution. Efficiencies are determined rel-
ative to all muons decaying inside a cylinder with
the outer dimensions of the stopping target.

In a first step, all three tracks from the signal
decay have to be reconstructed to at least short

(4-hit) tracks; for the efficiency and resolution of
the track reconstruction, see chapter 28.

34.1.1 Vertex Fit

The three tracks from signal decays should in-
tercept in a common point on the surface of the
target. We look at all combinations of a track
with negative charge and two tracks of positive
charge. In order not to fit recurling tracks with
themselves, the track tangent vector at the point
of closest approach is determined and if cosine of
the opening angle between two tracks is more than

2χVertex fit 
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Figure 34.1: χ2 of the vertex fit for signal events
in the phase Ia detector configuration.
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Figure 34.2: Vertex resolution for signal decays in the Phase Ia detector configuration. All tracks with
four hits or more are used. The fits are the sum of two Gaussian distributions and the quoted σ is the
area-weighted mean. Top left in x, top right in y, bottom left in z and bottom right in the distance to
the target; negative target distances denote a reconstructed vertex position inside the target.

0.99 and the momentum difference is less than
1 MeV/c, the combination is not further consid-
ered. These selection cuts are subject to an ongo-
ing study and will be further optimized, especially
in view of their implementation in the online se-
lection.

The multiple scattering vertex fit as described
in section 28.5 is performed; if successful, it gives
to handles for background suppression, namely
the χ2 of the fit(see figure 34.1) and the distance

to the target surface; the precision of the vertex
reconstruction is illustrated in figure 34.2 for the
phase Ia setup and no requirement on track length
and in figure 34.3 for the phase Ib setup and the
requirement of all three tracks being reconstructed
including recurlers. The improvement in the ver-
tex resolution from the improved momentum re-
construction in phase Ib is marginal; this is to
be expected, as the uncertainty is dominated by
the scattering in the first plane and the position
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Figure 34.3: Vertex resolution for signal decays in the Phase Ib detector configuration. Three tracks
with recurlers are selected. The fits are the sum of two Gaussian distributions and the quoted σ is the
area-weighted mean. Top left in x, top right in y, bottom left in z and bottom right in the distance to
the target; negative target distances denote a reconstructed vertex position inside the target.

resolution in the first plane and knowledge of the
curvature plays an inferior role.

34.1.2 Mass and Momentum Reconstruc-
tion

For all candidates with a vertex fit χ2 < 15 and a
distance between reconstructed vertex and target
of less than 1 mm, the tracks are extrapolated to
the vertex and four-vectors are constructed with

an electron mass assumption. From the three four-
vectors, the mass of the decaying particle (should
correspond to the muon mass) and the momentum
of the center-of-mass system (CMS) in the detec-
tor frame (should be zero for decays at rest) are
determined.

The resolution for the muon momentum is de-
picted in figures 34.4 and 34.5 for phase Ia and
phase Ib respectively. The magnitude of the re-
constructed momentum is shown in figure 34.6.
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Figure 34.4: Reconstructed decay muon momentum in x, y and z direction (which corresponds to the
resolution for px, py and pz for muons decaying at rest). The phase Ia detector setup was used and all
tracks enter the analysis.
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Figure 34.5: Reconstructed decay muon momentum in x, y and z direction (which corresponds to the
resolution for px, py and pz for muons decaying at rest). The phase Ib detector setup was used and only
long tracks enter the analysis.

We define the decay plane from the three mo-
menta ~pi,

~a =
(~p1 − ~p2) × (~p3 − ~p2)

|(~p1 − ~p2) × (~p3 − ~p2)| (34.1)

is a vector ~a perpendicular to the decay plane (if
the tracks are from a muon decaying to the signal
channel at rest).

The SINDRUM experiment based their selec-
tion on the projection of the CMS momentum onto
this vector, called acoplanar momentum

~pacoplanar = ~pCMS · ~a. (34.2)

and the coplanar momentum

~pcoplanar = ~pCMS × ~a. (34.3)

To first order, the resolution for the acoplanar mo-
mentum is only dependent on the measurement

(and thus resolution) of the track angle measure-
ment, whereas the coplanar momentum, is domi-
nated by the absolute momentum resolution.

The corresponding distributions are shown in
figure 34.7; for the Mu3e setup (as it was for SIN-
DRUM) the resolution in the acoplanar momen-
tum is clearly superior. It however turns out that
the acoplanar momentum is not well suited to sup-
press the dominating accidental background from
Bhabha scattering where both the electron and
the positron end up in the detector acceptance;
in this case the coplanar momentum or the total
momentum of the CMS system provide a better
coplanar momentum or the total momentum of
the CMS system provide a better handle. SIN-
DRUM performed the selection on a resolution
weighted combination of the coplanar and acopla-
nar momenta. No detailed study of the momen-
tum selection has been performed for Mu3e so far,
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Figure 34.6: Center of mass system momentum reconstructed for signal events in phase Ia with all tracks
considered (left) and phase Ib with three recurlers required (right).

so for the distributions shown in this report, we
used the requirement of pCMS < 4 MeV/c.

Finally, we show the resolution for the recon-
structed mass in figures 34.8 and 34.9. As the dis-
tributions show, the core of the mass resolution
fulfils the criteria set out in chapter ?? and es-
pecially for recurling tracks, sizeable, Landau-like
tails only appear on the low mass side.

34.1.3 Signal Efficiency

For every reconstruction step, there is a possibility
of signal loss; the largest loss is due to the geomet-
rical acceptance of the detector. For phase-space
signal decays in the target, 36.5 % have all three
electrons traverse the four layers of the central de-
tector in the active region. If recurling tracks are
required, the acceptance is further reduced. There
are unavoidable inefficiencies in the reconstruction
and vertex fit, especially due to the χ2 cuts, which
mostly get rid of tracks with large angle scattering,
precluding a reliable and precise reconstruction.
The overall efficiency after applying all mentioned
cuts is shown in figure 34.10 in dependence of the
required number of recurling tracks.

The phase Ia setup offers an overall efficiency of
about 24 % if all tracks with four hits are used.
In the phase Ib setup, the addition of the recurl
stations allows for a more accurate track recon-

struction with more signal events passing the total
momentum requirement and thus giving a higher
overall efficiency of 25 %. If three recurling tracks
are required, the overall efficiency is about 16 %.

The preceding considerations do not yet include
inefficiencies due to the timing detectors; more
studies are needed to devise appropriate selection
criteria.

34.2 Backgrounds

34.2.1 Internal Conversion Background

We simulate the internal conversion background
as described in section Simulation:MuonDecays
using the matrix element provided by Signer et
al. [133]. The total branching fraction for this de-
cay is 3.4 · 10−5 [5], so a complete simulation is
challenging. We are however mostly interested in
the region of phase space were the neutrinos carry
little momentum; the branching fraction for this
high visible mass region (we used a lower cutoff
of 90 MeV/c2 for the studies presented here), is
strongly suppressed and we can generously over-
sample in the simulation. In addition, we use
weighted events in order to better populate the
high mass tail. Migrations from lower masses than
90 MeV/c2 into the signal region are very strongly
suppressed if all tracks are used and completely
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Figure 34.7: Acoplanar momentum (left) and coplanar momentum (right) reconstructed for signal events
in phase Ia with all tracks considered (top) and phase Ib with three recurlers required (bottom).

absent if three recurling tracks are required, see
figure 34.11.

34.2.2 Accidental Background

Accidental background arises from the combina-
tion of two Michel positrons with an electron. It
is thus important to understand and limit elec-
tron production in the target region, especially
for processes such as Bhabha-scattering, where the
electron and positron tracks do intersect in space

and time and only the separation to the second
positron remains as a suppression criterion.

Electron Production in the Target

The default target is part of the Geant4 detec-
tor simulation as described in chapter 27. This
simulation was used to study stopping distribu-
tions and electron background produced in the
target. Figure 34.12 shows the simulated posi-
tions of muon decays in the target region. In can
be seen that the target is evenly illuminated by
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Figure 34.8: Reconstructed muon mass for the phase Ia setup for all tracks (top left), at least one reculer
(top right), at least two recurlers (bottom left) and three recurlers (bottom right). The fits are the sum
of two Gaussian distributions and the quoted σ is the area-weighted mean.
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Figure 34.9: Reconstructed muon mass for the phase Ib setup for all tracks (top left), at least one reculer
(top right), at least two recurlers (bottom left) and three recurlers (bottom right). The fits are the sum
of two Gaussian distributions and the quoted σ is the area-weighted mean.
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Figure 34.10: Total efficiency for reconstructing phase-space signal events in the phase Ia (left) and
phase Ib (right) detector as a function of the required number of recurling tracks. This includes the
geometrical detector acceptance, track and vertex reconstruction and selection inefficiencies.

]2 [MeV/csim - mrecm
20− 15− 10− 5− 0 5 10 15 20
1

10

210

310

410

Phase Ia, all tracks
RMS = 2 0.010) MeV/c±(2.145 

]2 [MeV/csim - mrecm
20− 15− 10− 5− 0 5 10 15 20
1

10

210

310

410

510

Phase Ib, 3 recurlers
RMS = 2 0.003) MeV/c±(1.340 

Figure 34.11: Resolution of the mass reconstruction for internal conversion events with a visible mass
above 90 MeV/c2 for the phase Ia setup and all tracks (left) and the phase Ib setup and three recurling
tracks (right).
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Figure 34.12: Longitudinal view (left) and transverse view (right) of the distribution of Michel decays
in the target region for one second of running at 1 · 108 muon stops per second.
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Figure 34.13: Longitudinal view (left) and transverse view (right) of the locii of Bhabha scattering
producing an electron in the detector acceptance in the target region for one second of running at 1 · 108

muon stops per second.

the beam and that muon stops in the first detec-
tor layer cannot be completely avoided.

The material of the target is a place where elec-
trons from Bhabha and Compton scattering as
well as from photon conversion can be produced
and contribute to accidental background as they
cannot be suppressed by vertex position require-
ments. Figures 34.13 to 34.15 show where in the
inner detector region these electrons are produced.
It can be clearly seen, that Bhabha scattering is
the dominating production process for electrons.
This needs special attention, as very often both
the electron and the positron partaking in the
scattering process end up in the detector accep-

tance; the corresponding vertices are shown in fig-
ure 34.16. As shown in figure 34.17, almost all the
corresponding primary positrons come from muon
decays in the target and can thus not be further
reduced or shielded.

The total number of electrons produced per
Michel decay is shown in table 34.1. As can be
easily seen, Bhabha scattering is the most worry-
ing background, especially because typically both
the electron and the positron end up in the de-
tector acceptance. The momentum spectrum of
the electrons falling very fast, see figure 34.18;
this means that many of the electrons end up at
the very low edge of the detector and reconstruc-
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Figure 34.14: Longitudinal view (left) and transverse view (right) of the locii of photon conversion
producing an electron in the detector acceptance in the target region for one second of running at 1 · 108

muon stops per second.
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Figure 34.15: Longitudinal view (left) and transverse view (right) of the locii of Compton scattering
producing an electron in the detector acceptance in the target region for one second of running at 1 · 108

muon stops per second.

Electron + 2 Michel Bhabha + Michel

Phase Ia
Phase Ib, all tracks 2.2 · 10−4 2.0 · 10−2

Phase Ib, long tracks 1.3 · 10−4 1.6 · 10−2

Table 34.2: Vertex suppression factors: How often
does an electron (respectively a Bhabha electron-
positron pair) get fitted to two (one) Michel
positrons in a 50 ns frame.

tion acceptance, explaining the significantly lower

numbers of electrons actually reconstructed, see
table 34.1.

Vertex suppression

The suppression of accidental background by the
vertex fit and associated cuts is highly dependent
on the track density. It also depends on the kine-
matics of the three involved particles. We deter-
mine the suppression by running the full simula-
tion for the equivalent of a few seconds of runtime
both at phase Ia and phase Ib intensities. We
then select all 50 ns reconstruction frames con-
taining at least one electrons. These frames are
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Figure 34.16: Longitudinal view (left) and transverse view (right) of the locii of Bhabha scattering
producing an electron and a positron both in the detector acceptance in the target region for one second
of running at 1 · 108 muon stops per second.
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Figure 34.17: Longitudinal view (left) and transverse view (right) of muon decay vertices leading to a
positron then undergoing Bhabha scattering in the target resulting in an electron and a positron both in
the detector acceptance in the target region for one second of running at 1 · 108 muon stops per second.

Produced in Produced in Reconstructed Reconstructed Reconstructed Reconstructed
Electron source inner target inner detector target region inner detector target region

detector region short tracks short tracks long tracks long tracks

Bhabha scattering 5.0 · 10−4 1.2 · 10−4 3.0 · 10−4 6.7 · 10−5 2.3 · 10−4 5.0 · 10−5

both visible 3.8 · 10−4 7.8 · 10−5 1.7 · 10−4 3.4 · 10−5 1.1 · 10−5 2.1 · 10−5

Photon conversion 1.6 · 10−5 1.9 · 10−6 9.7 · 10−6 1.1 · 10−6 7.5 · 10−6 8.1 · 10−7

both visible 4.5 · 10−6 5.2 · 10−7 1.7 · 10−6 1.8 · 10−7 1.1 · 10−6 1.1 · 10−7

Compton scattering 2.2 · 10−5 4.3 · 10−6 1.2 · 10−5 2.3 · 10−6 9.6 · 10−6 1.7 · 10−6

Internal conversion 3.5 · 10−5 2.8 · 10−5 1.7 · 10−5 1.4 · 10−5 1.3 · 10−5 1.0 · 10−5

two visible 7.3 · 10−7 6.2 · 10−7 2.1 · 10−7 1.8 · 10−7 1.3 · 10−7 1.1 · 10−7

Total 5.8 · 10−4 1.5 · 10−4 4.5 · 10−4 1.1 · 10−4

Table 34.1: Electrons with transverse momentum larger than 10 MeV created per Michel decay in the
target for the phase Ib detector setup. The inner detector region is a cylinder including the vacuum
window and the first pixel layer, the target region is a cylinder just containing the target.
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Figure 34.18: Momentum spectrum (left) and transverse momentum spectrum (right) of electrons pro-
duced in the target region.

reconstructed and the vertex fit is performed for
all electron- positron-positron combinations. The
fit is required to have a χ2 of less than 15 (for
three degrees of freedom) and the reconstructed
vertex is required to be less than 1 mm from the
nominal stopping target surface.

We determine suppression factors for the acci-
dental combination of an electron with two in-
dependent Michel positrons and for a Bhabha
electron-positron pair combined with an indepen-
dent Michel positron, see table ??. Unfortunately,
the suppression for electron-positron pairs from
photon conversion or internal conversion decays
cannot be determined in this manner, as the rate is
too low to produce sizeable samples; we currently
assume that the vertex suppression is comparable
to the Bhabha case and reuse that number.

Timing suppression

Time information of hits in the fibre and tile de-
tectors provide an additional handle on the sup-
pression of accidental backgrounds.

As the vertex suppression the timing suppres-
sion strongly depends on the track density thus
on the muon stopping rate and the length of the
reconstruction frames. If the timestamps used in
the pixel detector and the pixel time resolution
are smaller than the length of the reconstruction
frames this can already be used to suppress acci-
dental background.

In phase Ib the two timing detectors are added
to obtain much more precise time information.
The precise timing of a track is determined by
the number of assignable hits in the fibre detector
and the existence of a matched tile hit. If a track

reaches the tile detector in the recurl stations, its
timing is dominated by the much more accurate
tile detector.

To estimate the achievable time suppression, a
large sample of particle tracks is generated and
reconstructed as described in chapters 27 and 28.
Each uniquely reconstructed track is propagated
towards the timing detectors. Taking the detec-
tion efficiencies folded with matching efficiencies
and time resolutions into account the achievable
time resolution of this track is determined.

Based on this set of tracks the time suppression
for different superpositions (e.g. positrons from
Michel decay with electrons from Bhabha scatter-
ing with another positron from a Michel decay or
miss-reconstructed track and so on) is calculated
which leads to two main weighted time suppres-
sions factors. On one hand a mean suppression if
two of the three tracks are correlated in time, as
for electron positron pairs from Bhabha scatter-
ing or the superposition of such a pair from inter-
nal conversion with an positron from an ordinary
Michel decay.

Figure 34.19 shows the weighted mean survival
fraction (suppression factor = 1

survivalfraction ) de-
pending on the fibre detector time resolution and
efficiency. A fully efficient tile detector with a time
resolution of 60 ps and reconstruction and pixel
timestamps of 50 ns were assumed. Figure 34.21
shows the same for the tile detector where a 96 %
efficient fibre detector with a time resolution of
400 ps is assumed. A much higher timing suppres-
sion can be achieved if all three tracks are uncor-
related. Figures 34.20 and 34.22 show this three
time vertices survival fraction. Since the proba-
bility for these accidentals is much lower (see ta-
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Figure 34.19: Weighted mean survival fraction of accidential background with two tracks correlated in
time versus fibre time resolution (left) and fibre efficiency (right). A fully efficient tile detector with
60 ps time resolution and 50 ns reconstruction frames are assumed.
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Figure 34.20: Weighted mean survival fraction of accidential background with three uncorrelated tracks
versus fibre time resolution (left) and fibre efficiency (right). A fully efficient tile detector with 60 ps
time resolution and 50 ns reconstruction frames are assumed.

ble 34.1) and the vertex suppression also performs
much better, this three vertex timing suppression
is of less importance.

For the over all sensitivity studies in figure ?? a
fully efficient tile detector with a time resolution
of 60 ps and a fibre detector with a ribbon effi-
ciency of 96 % and a time resolution of 400 ps in
50 ns reconstruction frames and pixel timestamps
is used. This corresponds to the measured values
as stated in chapters 12 and 15.

Table 34.3 shows the relative occurrence of
Michel/Bhabha pairs in combination with an
positron from a Michel decay ordered by the tim-
ing detector providing the dominant time informa-

tion. Over 63 % of all reconstructed combinations
of such tracks have six or more pixel hits.

Different combinations of dominant timing de-
tector and multiple hits in the Fibre Detector lead
to a different possible suppression for this combi-
nations. Table 34.4 summarized this different fac-
tors where t stands for Tile Detector, f(2) and f(1)
for two respectively one hit in the Fibre Detector
and x for no timing information at all.

These assumptions above lead to a timing sup-
pression factor of 91 for the dominant acciden-
tal background where two tracks are correlated in
time and 1672 for three uncorrelated tracks. Fig-
ure 34.5 summarizes this results for all combina-
tion of the timing detectors.
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Figure 34.21: Weighted mean survival fraction of accidential background with two tracks correlated in
time versus tile time resolution (left) and tile efficiency (right). A 96 % efficient fibre detector with 400 ps
time resolution and 50 ns reconstruction frames are assumed.
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Figure 34.22: Weighted mean survival fraction of accidential background with three uncorrelated tracks
versus tile time resolution (left) and tile efficiency (right). A 96 % efficient fibre detector with 400 ps
time resolution and 50 ns reconstruction frames are assumed.

dominant timing all tracks [%] >= 6 hits [%]
e+/e−, e+ 100.0 63.4

t/t, t 6.9 7.0
t/t, f 8.9 8.0
t/f, t 14.5 14.2
t/f, f 9.0 5.3
f/t, t 2.0 0.8
f/t, f 6.1 5.1
f/f, t 9.0 7.6
f/f, f 43.6 52.0

Table 34.3: Fraction of combinations of
positron/electron pairs from Bhabha scat-
tering in superposition with a positron from
ordinary Michel decay grouped by the dominant
timing detector. Tile Detector (t), Fibre Detector
(f). 234
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Figure 34.23: Small invariant mass of e+e− pairs
versus e+e−e+ invariant mass for accidental com-
binations of a Bhabha e+e− pair with a Michel
positron.

Kinematic suppression

The largest suppression factors for accidental
background come from kinematics, i.e. the re-
quirement that the three momenta sum up to zero
(enforced by the total momentum selection) and
a mass window around the muon mass.

We estimate this suppression factor for the
Bhabha e+e− plus Michel background by tak-
ing electron-positron pair kinematics from the
full simulation and combining them randomly
with analytically generated Michel positrons; all
tracks are weighted with the reconstruction effi-
ciency determined in the full simulation. Note
that the Bhabha pairs almost all have the same

bhabha pair/michel t f(2) f(1) x

t/t 486 129 90 1.5
t/f(2) 231 114 84 1.5
t/f(1) 174 102 82 1.5
t/x 369 88 63 1.0
f(2)/f(2) 169 103 83 1.5
f(2)/f(1) 151 98 80 1.5
f(1)/f(1) 129 95 76 1.5
f(2)/x 159 79 59 1.0
f(1)/x 118 74 56 1.0
x/x 1.0 1.0 1.0 1.0

Table 34.4: Timing suppression for given
positron/electron pairs from Bhabha scattering
in superposition with a positron from ordinary
Michel decay. Tile Detector (t), Fibre Detector
(f(n)) with n hits and no timing information x.

only fibres only tiles both

all hits 43 5.3 91
>= 6 hits 54 5.3 132

Table 34.5: Timing suppression for
positron/electron pairs from Bhabha scat-
tering in superposition with a positron from
ordinary Michel decay.

Process 0.5 MeV/c2 1 MeV/c2

mass window mass window

2 Bhabha + Michel 1.3 · 10−6 3.1 · 10−6

Electron + 2 Michel 9.1 · 10−6 1.8 · 10−5

IC + Michel 1 1
IC + 2 Michel 1 1

Table 34.6: Kinematic suppression factors; all
numbers are determined requiring the total mo-
mentum to be < 4 MeV/c

e+e− invariant mass of around 7 MeV/c2, see fig-
ure ?? which comes from the minimum momen-
tum transfer required to kick the electron (initially
at rest) into the detector acceptance folded with
the strongly forward peaked Bhabha cross section.
A requirement on this mass can greatly reduce the
Bhabha background, would however also remove
a specific part of the signal kinematics.

The kinematic suppression factor for single elec-
trons combined with two random Michel decays
we estimate by generating single electrons with an
exponentially falling momentum spectrum, where
the exponent is fitted in the full simulation. These
electrons are then combined with two Michel
positrons generated from the analytic distribu-
tion. The tracks are weighted with the reconstruc-
tion efficiency determined from the full simulation.

Finally, for the combination of electrons or elec-
tron positron pairs from internal conversion de-
cays in combination with Michel electrons, we gen-
erate internal conversion kinematics using the ma-
trix element and Michel electrons from the ana-
lytic distribution and then weight with the recon-
struction efficiency.

The kinematic suppression factors obtained
thus are listed in table 34.6.

Expected combinatorial background
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Bhabha pair + Bhabha e− + γ conv. pair + γ conv. + Compton + IC pair + IC +
1 Michel 2 Michel 1 Michel 2 Michel 2 Michel 1 Michel 2 Michel

e− produced 5.6 · 10−5 8.7 · 10−5 1.1 · 10−6 1.7 · 10−6 3.8 · 10−6 2.6 · 10−5 2.8 · 10−5

Table 34.7: Expected combinatorial background for phase Ia running. All numbers are relative to the
muon stops in the target.
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Appendix

all: Bring theses and acknowledgements up to
date

A.1 Mu3e theses

Several theses involving the Mu3e project have
been completed:

• M. Kiehn, diploma thesis Track Fitting with
Broken Lines for the Mu3e Experiment, Hei-
delberg University, 2012.

• M. Zimmermann, bachelor thesis Cooling
with Gaseous Helium for the Mu3e Experi-
ment, Heidelberg University, 2012.

• H. Augustin, bachelor thesis Charakter-
isierung von HV-MAPS, Heidelberg Univer-
sity, 2012.

• A.-K. Perrevoort, master thesis Characterisa-
tion of High Voltage Monolithic Active Pixel
Sensors for the Mu3e Experiment, Heidelberg
University, 2012.

• T. Hartwig, bachelor thesis Messung
der Zeitauflösung eines Szintillator-SiPM-
Systems für den Kacheldetektor des Mu3e-
Experiments, Heidelberg University, 2013.

• C. Licciulli, master thesis Präzise Zeitmes-
sung für das Mu3e-Experiment, Heidelberg
University, 2013.

• A. Damyanova, master thesis Development of
a Scintillating Fibre Tracker/Time-of-Flight

Detector with SiPM Readout for the Mu3e
Experiment at PSI, Geneva University, 2013.

• S. Schenk, bachelor thesis A Vertex Fit for
Low Momentum Particles in a Solenoidal
Magnetic Field with Multiple Scattering, Hei-
delberg University, 2013.

• M. Baumgartner, bachelor thesis Compari-
son of Measured and Simulated Light Yield in
Plastic Scintillators, Zürich University, 2013.

• C. Grzesik, bachelor thesis Fast Optical Read-
out for the Mu3e Experiment, Heidelberg
University, 2014.

• L. Huxold, bachelor thesis Cooling of the
Mu3e Pixel Detector, Heidelberg University,
2014.

• R. Philipp, master thesis Characterisation of
High Voltage Monolithic Active Pixel Sensors
for the Mu3e Experiment, Heidelberg Univer-
sity, 2014.

• S. Corrodi, master thesis Fast Optical Read-
out of the Mu3e Pixel Detector, ETH Zürich
and Heidelberg University, 2014.

• F. Förster, master thesis HV-MAPS Readout
and Direct Memory Access for the Mu3e Ex-
periment, Heidelberg University, 2014.

• J. Kröger, bachelor thesis Data Transmis-
sion at High Rates via Kapton Flexprints for
the Mu3e Experiment, Heidelberg University,
2014.
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• L. Huth, master thesis Development of a
Tracking Telescope for Low Momentum Par-
ticles and High Rates consisting of HV-
MAPS, Heidelberg University, 2014.

• F. Reiß, bachelor thesis Sensitivity Study of
the Phase I Detector for the Mu3e Experi-
ment, Heidelberg University, 2014.

• H. Augustin, master thesis Characterization
of a novel HV-MAPS Sensor with two Am-
plification Stages and first examination of
thinned MuPix Sensors, Heidelberg Univer-
sity, 2014.

• A. Herkert, master thesis Gaseous Helium
Cooling of a Thin Silicon Pixel Detector for
the Mu3e Experiment, Heidelberg University,
2015

• P. Eckert, Ph. D. thesis The Mu3e Tile De-
tector, Heidelberg University, 2015.

• J. Hammerich, bachelor thesis Studies of HV-
MAPS analog performance, Heidelberg Uni-
versity, 2015.

• J. Philipp, bachelor thesis Effizienzanalyse
von HV-MAPS anhand des MuPix Teleskops,
Heidelberg University, 2015.

• Y.W. Ng, master thesis Finite Element Anal-
ysis of the Cooling System for the Mu3e Ex-
periment, University of Applied Science Jena
and Heidelberg University, 2015.

• R.P. Austermühl, bachelor thesis Analyse von
Michelson- Interferometriedaten von Vibra-
tionsmessungen eines dünnen gasgekühlten
Pixeldetektors, Heidelberg University, 2015.

• L. Henkelmann, bachelor thesis Optical Mea-
surement of Vibration and Deformation of the
Mu3e Silicon Pixel Tracker, Heidelberg Uni-
versity, 2015.

These theses are available in portable
document format (PDF) from
http://www.psi.ch/mu3e/documents.

Several more theses are ongoing (thus titles are
preliminary):

• R. Gredig, doctoral thesis Fibre Tracker
for the Mu3e Experiment, Zürich University,
started 2012.

• M. Kiehn, doctoral thesis Track Reconstruc-
tion for the Mu3e Experiment, Heidelberg
University, started 2012.

• A. Damyanova, doctoral thesis Fibre Tracker
for the Mu3e Experiment, Geneva University,
started 2013.

• D. vom Bruch, doctoral thesis Fast Track
reconstruction on Graphics Processors for
the Mu3e Experiment, Heidelberg and Mainz
Universities, started 2014.

• Q. H. Huang, doctoral thesis The Mu3e Data
Acquisition System, Heidelberg and Mainz
Universities, started 2014.

• A. K. Perrevoort, doctoral thesis Sensi-
tivity Studies and Front-End Firmware for
the Mu3e Experiment, Heidelberg University,
started 2014.

• S. Corrodi, doctoral thesis Readout of the
Mu3e Fibre Detector, ETH Zürich, started
2014.

• L. Huth, doctoral thesis The Mu3e Pixel De-
tector, Heidelberg University, started 2015.

• S. Dittmeier, doctoral thesis Readout of the
Mu3e Pixel Detector, Heidelberg University,
started 2014.

• H. Augustin, doctoral thesis Sensors for the
Mu3e Pixel detector. Heidelberg University,
started 2015.

• U. Hartenstein, doctoral thesis Calibration
and Alignment of the Mu3e Pixel Detector,
Mainz University, started 2015.

• C. Grzesik, master thesis Online Track Re-
construction using Graphics Processors for
the MuPix Telescope, started 2015.
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